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Abstract: Nowadays, multiple choice questions play an important role in the self-evaluation 
process. The present work undertakes the design of a computer tool—Excel® worksheet—that will 
allow the calculation of different parameters that are usually employed for the evaluation of tests: 
difficulty, discrimination index, consistency, etc. The designed tool is used to evaluate the goodness 
to fit of multiple-choice tests on a practical particular case: self-teaching by competencies on the 
academic field of Pharmaceutical Technology of the Pharmacy Degree at Complutense University 
of Madrid. The easy-access computer tool designed makes it possible to evaluate tests from the 
empirical evidence, with respect to the fulfilment of the desired psychometric requirements, aiming 
to be useful for the student self-learning. 
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1. Introduction 

Nowadays, the multiple choice exams play an important role in the evaluation process [1]. 
The incorporation of the students on the creation of tests, the difficulty of their conception and 

the importance of their correct design to act as a useful tool or resource for the teaching-learning 
process lead to the need of individual evaluation of the items to rationalize their selection [1]. 

Then, it is logical to consider the necessity of relying on a tool which allows us to evaluate 
individually the quality of each of the questions belonging to a multiple choice exam. Hence, allows 
us to carry out an appropriate selection of those suited before they actually become part of the battery 
of questions that will be used to create future exams [2–5]. 

In this context, the present work undertakes the design and application of a computer tool that 
would verify the reliability and quality of test exams. Although there are existing computer tools 
designed for this matter as those developed by Assessment System Corporation y Brooks [6,7], it is 
proposed to use an easy tool, and for this reason, an Excel® sheet is designed in order to allow the 
calculation of the different parameters used in the evaluation of the items. 
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2. Materials and Methods  

The methodology of the present work involves the selection of contents belonging to the subject 
Pharmaceutical Technology, the design and verification of a multiple choice exam. Their quality, 
reliability and utility on the student self-taught are analyzed using the computer tool designed. The 
evaluated multiple choice exams are then distributed to groups of students studying Pharmaceutical 
Technology (Pharmacy degree) at the Complutense University of Madrid [5]. 

2.1. Multiple Choice Exams Design 

2.1.1. Defining the Content to Be Studied 

The amount of detail in the contents is directly proportional to the facility to draft the items and 
to improve the exam contents’ validity. 

2.1.2. Table of Specifications of Educational Objectives (TSEO) according to Bloom’s Taxonomy with 
the Following Three Levels of Knowledge 

• Basic: on facts and concepts (knowledge and comprehension). 
• Medium: on procedures (application and analysis). 
• Superior or metacognitive (synthesis and evaluation). 

The TSEO is then completed by specifying the amount of items needed to correctly depict each 
one of the aspects to be evaluated. 

2.1.3. Item Creation 

Multiple choice questions (PEM) are addressed, paying special attention to those incorrect or 
distracting options to ensure their attractiveness to people who do not know the correct answer or 
simply have a superficial knowledge on the subject raised on the item and in turn to result irrelevant 
to those who possess a good knowledge on the evaluated subject. 

2.2. Questions’ Psychometric Properties 

It involves the analysis of the questions, following the multiple choice exams questions’ 
resolution by the students. By using the evaluated computer tool, the following aspects are 
determined: Basic descriptive statistics, Item’s difficulty rate (ID) and marking difficulty rate (IDc), 
Item’s discrimination rate, Relation between discrimination and difficulty, Test verification: error 
measurement or standard error measurement (SEM), Test verification: reliability. Internal 
consistency analysis is carried out (Cronbach’s alpha-coefficient). 

2.3. Analysis Decisions  

Decision making is addressed towards the removal of items, answers, possible changes on the 
questions’ formulation, etc. To be able to establish a common evaluation criterion, to be able to take 
these decisions, a relation between quality indicators was created and measures to be taken 
established. The discrimination rate is an extremely useful parameter when rationally selecting the 
questions. Table 1 shows those suggested by Ebel in 1965 [5]. 

Table 1. Criteria for the discrimination rate’s values [5]. 

Discrimination Rate’s Value Construction Recommendation 
Less than 0 Awful discrimination Discard 

Between 0 and 0.19 Poor discrimination  Discard or thoroughly revise  
Between 0.20 and 0.29 Mediocre discrimination  Needs revision 
Between 0.30 and 0.39 Acceptable discrimination  Opportunity to improve 

Equal or above 0.40 Excellent discrimination  Keep 
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A relation between difficulty and discrimination rates exists: if an item is fully easy (p = 1), it 
cannot be discriminating (D = 0). Same happens with one fully difficult. Table 2 shows the relation 
between both rates. 

Table 2. Relation between the discriminating capacity of an item and its difficulty. 

Items Evaluation Difficulty Rate Discrimination Rate (Maximum Value) 
Very easy 0.91–1.00 0.36–0 

Easy 0.76–0.90 1–0.36 
Slightly easy 0.51–0.75 1 

Slightly difficult 0.26–0.50 1 
Difficult 0.11–0.25 0.36–1 

Very difficult 0–0.10 0–0.36 

3. Results and Discussion 

3.1. Multiple Choice Exam Design 

The TSEO is shown in Table 3: each item is related to a competence. 

Table 3. TSEO for the domain “Medicament and Pharmaceutical Technology: Introduction”. 

Medicament and 
Pharmaceutical Technology: 

Introduction 
Knowledge Understanding Concept 

Application 
Problem 
Solving 

Total 
Items 

1. Definition of medicines  Item 1 Item 4  2 
2. Different types of medicines Items 2 and 3    2 

3. Main objectives of 
pharmaceutical technology 

Item 5    1 

Total Items 3 1 1  5 

3.2. Psychometric Properties 

An Excel sheet is designed placing the items and the students involved (Figure 1). Once the exam 
has been carried out, cells are filled: “1” for correct answers and “0” for wrong answers. The formula 
for calculating the parameters used to verify the exam (ID, IDc, …) is placed at the end. 

 

Figure 1. Excel sheet showing the values of the evaluating parameters for an exam. 

From the students’ answers and the corrected multiple choice exams, was then carried through. 
Table 4 shows the results of the items’ analysis obtained for the conceptual domain: “Medicament 
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and Pharmaceutical Technology: Introduction” (n = number of students). To verify the exam’s 
reliability, an analysis of its internal consistency was carried out (Table 5). In all cases significant 
values were obtained, indicating the reliability of the exams. 

Table 4. Psychometric properties of the items of the multiple choice exam. 

Item Level of Knowledge Difficulty Rate Discrimination Rate 
TF-1 (n = 40) Understanding 0.33—moderately difficult- 0.73 (1) 
TF-2 (n = 40) Knowledge 0.90—easy- 0.18 (0.36) 
TF-3 (n = 81) Knowledge 0.52—moderately easy- 0.55 (1) 
TF-4 (n = 41) Knowledge application 0.73—moderately easy- 0.46 (1) 
TF-5 (n = 41) Knowledge 0.12—difficult- 0.18 (0.42) 

Table 5. Multiple choice exam’s quality. 

Exam’s Templates for Exam 1 α of Cronbach Measurement Error 
Exam 1-A 0.564 1.13 
Exam 1-B 0.681 0.95 
Exam 1-C 0.577 1.13 
Exam 1-D 0.435 1.19 

3.3. Analysis Decisions  

The defined criteria application leads to the actions shown in Table 6. 

Table 6. Decisions from the analysis of the items. 

Item Level of Knowledge Action 
TF-1 (n = 40) Understanding Keep 
TF-2 (n = 40) Knowledge Keep 
TF-3 (n = 81) Knowledge Keep 
TF-4 (n = 41) Knowledge application Keep 
TF-5 (n = 41) Knowledge Keep 
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