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Abstract: In this article, we develop a compact finite difference scheme for a variable-order-time
fractional-sub-diffusion equation of a fourth-order derivative term via order reduction. The proposed
scheme exhibits fourth-order convergence in space and second-order convergence in time. Addi-
tionally, we provide a detailed proof for the existence and uniqueness, as well as the stability of
scheme, along with a priori error estimates. Finally, we validate our theoretical results through
various numerical computations.
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1. Introduction

In recent years, fractional calculus has become a pivotal mathematical tool in various
scientific and engineering disciplines. It is particularly noteworthy for its ability to effec-
tively capture the historical memory and holistic relevance of intricate dynamic systems,
phenomena, or structures. However, contemporary studies increasingly reveal that these
systems’ memory or non-local characteristics can evolve over time, space, or under varying
conditions [1,2]. Constant-order fractional calculus is not very effective in describing such
changes. In contrast, variable-order fractional calculus offers a more nuanced approach
to capturing the memory and hereditary properties inherent in many physical phenom-
ena and processes. Therefore, variable-order fractional calculus is a sensible and useful
option for accurately describing complex biological systems and processes [3]. Since then,
variable-order fractional differential equations have become better known for their ability
to simulate various phenomena [4-9].

Due to the intricate nature and analytical difficulty of equations involving variable-
order derivatives, developing effective numerical methods stands as a major challenge.
Chen et al. [10] investigated a variable-order anomalous subdiffusion equation and devel-
oped a numerical scheme characterized by first-order temporal and fourth-order spatial
accuracy. Concurrently, they employed Fourier analysis techniques to rigorously ana-
lyze their numerical scheme’s convergence, stability, and solvability. In [11], Zhao et al.
crafted two second-order approximation formulas specifically for the variable-order Ca-
puto fractional-time derivatives. They also provided a comprehensive error analysis
to support their formulations. Shivanian [12] introduced a meshless local radial point
interpolation method specifically designed for solving two-dimensional fractional-time
convection—diffusion-reaction equations. Liu et al. [13] developed optimal piecewise-linear
and piecewise-quadratic finite element methods for solving space-time fractional diffu-
sion equations, which have a 2 — y order temporal accuracy. Liu et al. [14] explored a
Galerkin mixed finite element method combined with a time second-order discrete scheme,
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but its spatial accuracy is less than second-order. Zhao et al. [15] have developed an im-
plicit scheme tailored for time-space fractional diffusion equations. They demonstrate the
scheme’s convergence in the L2-norm, achieving an order of O(t? + h?). El-Sayed and
Agarwal [16] employed shifted Legendre polynomials to construct the numerical solution
for multiterm variable-order fractional differential equations. Hajipour et al. [17] described
a precise discretization method that can be used to solve variable-order fractional reaction—
diffusion problems. Their scheme is characterized by a third-order accuracy in time.
However, the equations do not involve a fourth-order derivative term. Du et al. [18] de-
scribed two discrete difference methods that can solve multidimensional variable-order
time fractional-sub-diffusion equations. These methods have second-order accuracy in
time and second-order and fourth-order accuracy in space, respectively. Gu et al. [19] put
forward an implicit finite difference scheme for a time-fractional diffusion equation with
a time-invariant type variable fractional order. This scheme achieves an accuracy order
of O(t + h?). Garrappa et al. [20] contextualized Scarps’s concepts within the modern
framework of General Fractional Derivatives and Integrals, predominantly based on the
Sonine condition. They explore the fundamental characteristics of the resulting variable-
order operators. For mobile-immobile variable-order time-fractional diffusion equations,
Zhang et al. [21] developed a robust fast method, while Sun et al. [22] introduced a fast
and memory-efficient numerical scheme. Both methods are of accuracy-order O(t + h?).
Xu et al. [23] crafted an improved backward substitute method to model variable-order
time-fractional advection—diffusion-reaction equation. However, within numerical research
focusing on variable-order fractional partial differential equations, studies that attain a
second-order temporal accuracy while incorporating higher-order derivative terms remain
relatively scarce.

Inspired by this, this article aims to present a high-order, stable numerical scheme for
fourth-order variable-order-time fractional-sub-diffusion equations as follows:

ED™ (2, £) + thyaar (2, £) + quix,t) = f(x,£), x€ (0, L), te (0, T],

u(0,t) =0, u(L,t) =0, te |0, T, 1)
Uy (0,£) =0, uyy (L, t) =0, telo, T,
u(x,0) = ¢(x), x € [0, L],

where f(x,t), ¢(x) are given sufficiently smooth functions; g is a positive constant. The

. (16] : : -
expression ng(t)w(t) represents the w(t)-order time-fractional Caputo derivative of the
function w(t), and its definition is

ED"Dap(t) = /Ot W' (s)(t—s)"*(ds, 0<a(t) <1, )

T'(1—a(t))
w'(t), a(t)=1.

The fourth-order fractional diffusion Equation (1) has extensive applications across
a diverse array of scientific disciplines, such as wave propagation in complex media,
anomalous diffusion, and heat conduction in materials with memory [4]. The intrinsic
challenges in numerically solving these equations stem from the non-local properties
inherent in fractional derivatives and their overall elevated complexity. To address these
challenges, this study adopts an innovative approach. We employ the technique of order
reduction to simplify these high-order differential equations into forms that are more
amenable to analysis. Furthermore, we approximate the Caputo fractional derivative
using a finite difference method, enabling a more manageable and effective computational
strategy to tackle these equations.

The structure of the paper is as follows. We present the compact difference scheme,
which has temporal second-order precision and spatial fourth-order accuracy, in Section 2,
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along with various notations. We examine the fully discrete scheme’s existence and unique-
ness in Section 3. We give the step-by-step convergence and stability analysis in Section 4.
We perform some numerical calculations in Section 5 to confirm our theoretical findings. A
brief conclusion is included in the next part.

2. The Compact Finite Difference Scheme

This section uses the order reduction method to derive a compact finite difference scheme.

Before deriving the difference scheme, we provide some helpful lemmas and notations.

Divide the interval [0, L] into M equal parts and [0, T] into N equal parts. Take the
spatial step length i = % and the time step length T = L. Let x; = ih (0 < i < M) and
th=nTt (0<n<N);Q={x;]0<i<M},Qr={t,|0<n <N}

Let V, = {u | u = (up,uy, ..., up), ug = up = 0} be the grid function on (). For any
grid functions u, v € Vj,, we introduce the following symbols:

1

1
Oxttyy g = 3 (Ui1 — i), Su; = 7 (i1 = 2ui + i),

I
N|—=

h 1

M-1 M-1
(wv) =h Z% uiv;, (0xu,6,0) =h Z(:) ((qui+%)(5xz;i+%),
1= 1=
||MH = (Z/I,I/l), |M|1 = ((5351/[,53511).
Let
Tn = 0(tn), thto, = th +OnT, Unto, = &(tn + On).

Here, o(t,) € (},1) is the unique root of the equation 0 = 1— 1 a(t, +071), 0 < n <

N —1([18]).

Foru = {uk|0 < k < N} defined on Q, we introduce following notation:

o — Jnun+1 + (1 _ (Tn)un

Lemma 1 ([18]). Ifu € C3[0,t,1], let ry :g D‘tx(t)u(t) lt=tyse, — D"t mu(tyiy,), we have

—K
Mo, " 1 On

7 7_‘_ T3—lxn+t7n,

Iral < T(l—an+(,n)[12 6(1 — apte,)
where M= max |u" ()].

0<t<tyin
Lemma 2 ([18]).
T Xnton n
Dntony(t = u(t —u(t
( n+¢7n) r( _ an+o'n ; k+1 ( k)]

= Bn kz "ty g1) — u(tai)],
=0
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where B, = % Whenn =0, c(()"’ ) — 0,1 fnton - ohenn > 1,
# [(1 +o0 )Zflxn-;—an _ U_Z*Otnﬂrn} _ 1|:(1 +o )171Xn+u'n _ O_lfucn+gn:|
2 — apio, " " 2 n n ,
=0,
1 _ _ _
m |:(Z + 0y + 1)2 fnton _ 2(1 + Un)z Hntaon + (l + 0y — 1)2 tx"*”ni|
— &ptoy,
, 1 _ _ _

6= - S+ an ) e 21 gy (14 gy 1) ],

1<I<n-1,
1 _ _
_ m [(l _|_0,n)2 Anton _ (l + 0, — 1)2 mﬁrm}
1 _ _

+ E {3(1 + (Tn)l Xnton _ (l +o, — 1)1 “n+(7ni|,l — 1.

Lemma 3 ([24]). Suppose g € CO[x;_1, x;,1]; then, we have
1 " " " 1
5|8 (i) +108" (x) + 8" (xi30) | = 5l8(xim1) = 28(x:) + g(xisa)] + OGHY).
Let

v(x) = uxx(x,1);

then, we obtain an equivalent form of (1) as follows:

D2, 8) + vy (2, t) + quix, £) = f(x,8), x€ (0, L), te(0,T), 3)
v(x, t) = uxx(x,t), xe (0,L), te(0, T], 4)
u(0,8) = ay(t), u(L,t) = aa(t), telo, 1], ®)
0(0,£) = 11(t), v(L,t) = 72(t), telo, 1], (6)
u(x,0) = ¢(x), x € [0, L]. (7)

Define the grid functions U and V on ), x ():

U =u(x;, ty), V' =0v(x;ty), 0<i<M,0<n<N.

1
Now, considering Equations (3) and (4) at the points (x;, ty1¢, ), we have
gD?(tn_Wn)u(xi/ tn+0’n) + vxx(xi/ t}’l+17n) + qu (xi/ tn+17n) = f(xi/ tn+¢7n)/
1<i<M-10<n<N-1,
(X, thto,) = Uxx (X, tnto, ), 1<i<M-1,0<n<N-1

Applying the compact operator A to both sides of the above equations, we obtain
Ang(thn u (Xi, tnton ) + Avxx (Xi, tusoy, ) + G AU(X, tnto,) = Af (X tnto, )

1<i<M-1,0<n<N-1, (8)
Av(xj, tyte,) = Attxx(Xi, tnto, ), 1<isM-1,0<n=<N-1 ©)

Using the Lemmas 1 and 2, we obtain

n
AO tn+Jn) u(xi, tsc,) = Bn Z C](Cn,tx)A(uin—k+l _ uin—k) + O(T3—an+an)_ (10)
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By the technique in [18] and Lemma 3, we obtain
-Avxx(xi, tn+l7n) :A((Tnvxx (xl, tn+1) + (1 - (Tn)vxx(xi, tn) + O(Tz))
=0u02V" 4+ (1 — 03) 82V + O(T2 + 1)
=53 (o VT + (1= 00) V') + O(T* + h)

=02V O(T2 + ). (11)
Similarly, we have
Au(x, tygg,) = AU + O(12), (12)
Av(xj, thie,) = AVinW” +0(1?), (13)
At (X, tygo,) = 62U+ O(T% + ). (14)

Substituting (10)—(14) into (8) and (9) arrives at

n
,Bn Z Cl(cn,zx)A(Uinfk+l o uinfk) +5326Vin+c7n +un;1+an _ Af,-n+0n +R?+U"/

k=0

1<i<M-1,0<n<N-1, (15)

AV = ST 4§ 1<i<M—1,0<n<N-1, (16)

where there exists a constant ¢ such that

IRIH < c(T? + hY), 1<i<M-1 0<n<N-1, (17)

|SIF| < o(T + 1Y), 1<i<M-1, 0<n<N-1 (18)

|6 RIT| < o(T? + 1), 1<i<M-1, 0<n<N-1, (19)

6:SIF| < o(T? + H), 1<i<M-1, 0<n<N-1 (20)

Omitting the small terms RZHU” and S?J”T”, substituting U}’ with u}, and noticing
boundary conditions

uy =0, Uy, =0, 0<n<N, (21)
V=0, V=0, 0<n<N, (22)
ud = ¢(x;), 1<i<M-1, (23)

we arrive at the compact finite difference scheme as follows:

i

n
Bu Z C}({n,a)A(ulr.szJrl _ unfk) _|_532601fz+0n + un?ﬂrn _ Aflﬁ-i-an,
k=0

1<i<M-1,0<n<N-1, (24)
Aol = SZul o, 1<i<M-1, 0<n<N-1, (25)
ug =0, uy; =0, 0<n<N, (26)
vy =0, v}y, =0, 0<n<N, (27)
uf = (x;), 1<i<M-1 (28)

3. Existence and Uniqueness

The solvability of the difference scheme (24)—(28) is covered in this section.
First, we present some useful lemmas.
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Lemma 4 ([25]). Forany a(t)(0 < a(t) < 1) and {c, (0 <1< mn,n>1)},itholds that

c(()""x) > cgn’“) > > cﬁl"_’oi) > c&""x) >0, (29)
1-— _
e ) > S (4 )~ > 0. (30)

Lemma 5 ([25]). Let V), be an inner product space, and (-, -)  is the inner product with the induced
norm || - ||«. For any grid function v" € V},, 0 < n < N, suppose {cﬁ,"’“)} satisfies (29); we have

n
Z Cl((”/“) <Un7k+l _ Z)nfk/ Unanrl (1 _ Un

n
Z (o2 — o R 2).

I\J\P—‘

Lemma 6 ([24]). Forany u, v € V}, we have
(u, 62v) = —(8xu, 6,0).
For any u, v € V), we define
(u,v) 4 = (Au, u), (w,v) 4 = (Au, — 52u);
then, (u,v) 4, (4,v) 4 are the inner product on V. So, we denote
ull?y = (,0) 4 [ulf 4 = (u,0) 4.
Theorem 1. The difference scheme (24)—(28) is uniquely solvable.

Proof. We use mathematical induction to prove it. By (26)—(28), the value of 1% and ©° are
determined. If {u¥| 0 < k < n} and {v¥| 0 < k < n} have already been given, then we
consider the corresponding homogeneous systems about u"*! and v"*1:

,Bnc(()n'a)A n+1 52 n+l +unn+1 -0, 1<i<M-1, (31)
Avftt = Gt 1<i<M-1 (32)

Making an inner product with u"*t1 on both sides of (31), we obtain

ﬁncon uc)Hun-HHZ (5}2(Un+1’un+1) _I_q”un+1||§4 —0. 33)
Taking an inner product of (32) with 0" 1, we obtain
an+1‘|34 — (5§u"+1,v”+1). (34)

Using Lemma 6, we have

(520n+1 un+1) —_ (52un+1 Un+1)
X 4 X 7 .
Combining Equation (33) with Equation (34) arrives at

(B + q) [u" Y% + [0 3 = 0

n+1H34 n+1||2

2, = 0, which follows u"+! = "

It yields ||u = v +1 = 0. This completes

the proof. O

4. Convergence and Stability Analysis

The convergence of the difference scheme (24)—(28) is first explored in this section, and
stability is assessed using the Lax Equivalency Theorem.
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Lemma 7. Denote

we have

Proof. By Equation (30) in Lemma 4 and the definition of 8, we have

1 2 Kn+top
- (n+oy)

[(2 = apg, )T

ngn,zx)ﬁn 1—antq,

2(n + 0, Kn+oy
=r2- “”*”’l)(l—zxzzﬂf
:Zta(t)r(l - D‘(t)) ‘tn-HTn
<2¢.

O

Lemma 8. For any u € Vy, we obtain
2 5 2 2.
§|“|1 < fuli 4 < |ulf;

it results in the equivalence of the norms |u|3 4 and |ul? on V.

Proof.

h? h?
|”|%,A = (Au, — Jgu) = ((1 + uéi)u,—éiu) = (u, —Jiu) — E(&%u, 5£u).

By the inverse estimate |u|? < ]f—z||u||2, we have |6xu[? < %H(quﬂz, SO

2 2_’772(5 2
uf} 4 =Juf} — 210l

1
>[uft = 5 6.
2
:§|”|%-
This completes the proof. [

Theorem 2. Suppose {u} |0 <i < M,0<n < N}and {0} |0<i<M,0<n<N}arethe
solutions of the difference scheme below

n
ﬁn Z C]({”r"‘)A(uZ(lfk+1 _ u?fk) + 5)2{%%% +un;(l+Un — Finthfn,
k=0

1<i<M-10<n<N-1, (35)
Aot = g2yt 4 G, 1<i<M-1,0<n<N-1, (36)
ug =0, uy; =0, 0<n<N, (37)
vy =0, vy =0, 0<n<N, (38)

u? = ¢(x), 1<i<M-1. (39)
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Then, we obtain

3 3
W < |0 4 200 max (G lI0FT P4 718G, 0<m<N. - (40)
Proof. Taking an inner product of (35) with —&2u"*%, we obtain

n
(,Bn Z C]((n,a)A(unfk+1 _ u?fk), _5§un+£rn) + (5§0n+0”, _5J2Cun+a,,)
k=0

+ (uni’l-HTn, _532(un+17n) — (F?’l-’rﬂ'n, _532(un+(7n). (41)
Taking an inner product of (36) with —§20" %, we have

(.AU”—HT", —éiv”“’”) — (532(un+c7nl _532(U7Z+0'n) 4 (G”'HT”, _5926071—&-0;1)' (42)
Combine Equation (41) with Equation (42), and we obtain

n
(,Bn Z C](CHIIX)A(unfk+1 _ unfk), _5%un+rfn) + (unn+anl _JJZCunJr(r,,)
k=0
+ (AU”+‘T”, _532cvn+17n> — (Fner,, _532(un+(7n) + (Gn+¢7nl _5JZCUn+(Tn ) (43)

For the first item on the left-hand side of (43), using Lemma 5, we have

n n
(ﬁnlgci"f“>A(u"—k+1 — k), —g2urtony > % kzoc,(f"”(|u"—k+1|i A= R ). @)

By Lemma 8, the other items on the left-hand side of (43) arrive at
2
(0, — ) = qlu Ry > 2y, 5
2
(A,Uf’l"r(fn,_é%v?’l"r(fn) - |v”+‘7”|i4 > §|vn+0n|%_ (46)

Substituting (44)—(46) into (43), and using a Cauchy—Schwarz inequality, we obtain

:B < , —k —k 2q . 2 .
7n 2 C]((ntx)(|un +1 %,A — |u" %,A) + §|un+a |% + g|vn+(7 l%
k=0
S ||5XF71+(7n || Héxuf’H“(Tn || + ||5xG71+0'n || ||5x,01’1+17n ||
3 |2 Zq 12 3 12 2 12
<ol G 4 GIGT R 4 Sl
that is,
‘B ) ’ -k —k 3 n 3 n
YHkZ:C]En“)(‘un +1 %,A _ |un %,A) S 87q|Fn+U |%+ g|Gn+a |%
=0
Transform the above equation and apply Lemma 7; we have
n—1
1,3 3
R 4 < Y (e = el R g eI g+ o (PR 4 16 R).
k=0 Bn 4q 4
n—1
_ 3 3
< L) = R el 0 o 200 [P 411G R
k=0
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It is easy to know that (40) is true when n = 0, so we use mathematical induction

to prove (40). Assume (40) is valid for 0 < n < [; now we proved that (40) is valid for
n=1I1+1.

1 k 3 3
T Z (1) = Dl ot ') [ 10F 4+ 2e0( S P+ FIGHR)|

-1
(La) 3 | pstos2 | 3| pshosp2
< 3 ) ) (1 2 s 7+ 16

1a) 3 3
! [0 o+ 2eo( R + Fl6 |

I-1

Y (e =)+

< _
k=0

3 : 3
0+ 2e0 ma ([P 4 16 |%>]
<C(l/ﬂ¢) |u0|2 + 2¢0 max(i\FsﬂTsF + §|Gs+as‘2) .
—*0 1,A 0<s<l 4q 1 4 1
From the above inequality, we have

3 3
1412 012 2 2
T 4 < fu \1,A+2Coggg;<l(zq\Fs+”s|1 + 271G

This completes the proof. 0

Theorem 3. Suppose u(x,t), v(x,t) is the solution of (1) and {u}, v} |0 <i < M,0<n <
N} is the solution of the difference scheme (24)—(28). Denote

ef =U'—ul, & =V'-0v!, 0<i<M, 0<n<N; 47)
then, there exists a constant C such that
le"|lo < C(T2+Hh*), 0<n<N.
Proof. Subtracting (24)-(28) from (15)-(16) and (21)—(23), we obtain the system of
error equations:
By f c,((n'a).A(ef”kH _ e;z—k> n 5}2(52’14’1771 +qul(z+0n _ R;’lJr(Tn’
k=0

1<i<M-1,0<n<N-1,

AT = g2l L 5 1<i<M-1,0<n<N-1,

eg =0, ef; =0, 0<n<N,
e =0, e,=0, 0<n<N,
e) =0, 1<i<M-1

Applying Theorem 2, we know
le"2 4 < %% 4 +2¢co max (EH(SXRSJ"TSH2 + §||5XSS+USH2), 0<n<N.
LA = 1A 0<s<n—1 4q 4 - =
Noticing (19) and (20), we know

|en|1A<Co( q )\fc(r +1*), 0<n<N.
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According to Lemma 8, we obtain

I |

€)1 < ;2Mq+m¢uﬁﬂmﬁ,ogn§N

By the inverse estimate ||u||cc < 4 |u|1, we obtain
le"]le < C(T2+H*), 0<n<N,

where

It completes the proof. O

Theorem 4 (The Lax Equivalence Theorem [26]). For a consistent finite difference scheme,
stability is equivalent to convergence.

Theorem 5. In accordance with Theorem 3 and Theorem 4, the solution of the compact finite differ-
ence scheme (24)—(28) is stable with respect to initial value u® and the source term f, and we have

3
W' < [ul)? 2¢ Z|AfT%12), 0<n<N.
0l < 00+ 200 max (ZIAFTOR), 0<n<
5. Numerical Results

In this section, the compact scheme (24)-(28) will be utilized to address problem (1).
On a computer with Intel(R) Core(TM) i5-8265U CPU@1.60GHz 1.80 GHz and 8.00GB
RAM, we offer two numerical instances to confirm that the theoretical analysis is accurate
via Python 3.9.0.

Denote

E(h,T) = Og}(ax |U* — 15|,

E(h,27)
E(h,7)

E(2h,47)

order: = log, EhT)

ordery, = log,

Example 1. For Problem (1), we consider the initial condition u®(x) = sin x, and the source term is

3—a(t) 2—u(t)
fx,t) = < ot + ot +2(t3+3t2+1)> sin x.

I'(4—a(t)) T@—a(t))
Take L = 7t, T = 1, g = 1. The exact solution is given by u(x,t) = (3 +3t> + 1) sin x.

In Table 1, we take the fixed spatial step size h = ﬁ and verify temporal step T from
1/10 to /160. Table 1 displays the maximum error and corresponding convergence order of
the compact difference scheme for different values a(t) =1 — %tz, e, #. The numerical
results in Table 1 show that the difference scheme is second-order convergent in time.

The maximum error and accompanying spatial convergence order of the compact
difference scheme with varying step sizes are presented in Table 2. According to Table 2,
the spatial convergence order of the scheme varies about around order 4. The convergence
orders in space and time that have been observed align with the theoretical outcomes found
in Theorem 3.
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Table 1. The maximum error and convergence order in time for 1 = 71/500 for Example 1.

a(t) T E(h,T) order,
1- 32 1/10 8.794433 x 1073
1/20 2.184325 x 1073 2.0094
1/40 5.435953 x 104 2.0066
1/80 1.354184 x 10~% 2.0051
1/160 3.361582 x 1075 2.0102
et 1/10 6.611430 x 1073
1/20 1.647638 x 1073 2.0046
1/40 4103318 x 10~ 2.0055
1/80 1.019858 x 104 2.0084
1/160 2.554354 x 10~° 1.9973
1t2sint 1/10 9.074528 x 10~3
1/20 2.261408 x 1073 2.0046
1/40 5.626816 x 1074 2.0068
1/80 1.400681 x 104 2.0062
1/160 3.467035 x 1075 2.0144

Table 2. The maximum error and convergence order in space for Example 1.

a(t) h T E(h,T) ordery,
1- 12 n/5 1/10 6.585513 x 1073
/10 1/40 4278681 x 104 3.9441
71/20 1/160 2.650930 x 107> 4.0126
/40 1/640 1.646259 x 10~° 4.0092
/80 1/2560 1.024713 x 1077 4.0059
et /5 1/10 4405910 x 1073
/10 1/40 2.884598 x 104 3.9330
/20 1/160 1.791444 x 107> 4.0092
/40 1/640 1.114702 x 10~° 4.0064
/80 1/2560 6.960226 x 10~8 4.0014
1t2sint n/5 1/10 6.852871 x 1072
/10 1/40 4471970 x 10~4 3.9377
/20 1/160 2.768960 x 107> 40135
/40 1/640 1.718657 x 10~° 4.0100
7/80 1/2560 1.069261 x 1077 4.0066

Example 2. Take L = 71, T =1, g = 1. The exact solution is given as
u(x,t) = (244t + 1) sin x.
Based on the exact solution, we know the source term and the initial value

120£5—«(t) 2443-(t)
flxt) = <r<6 —a®) TTE =)

+2(8° + 483 + 1)) sinx,

up(x) = sinx.

In Tables 3 and 4, we show the error and convergence for various «(t) for Example 2.
Additionally, it shows a near consistency between the theoretical and numerical results.
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Table 3. The maximum error and convergence order in space for Example 2.
u(t) h T E(h,T) ordery,
1— 3 n/5 1/10 2.409320 x 1072
/10 1/40 1.549210 x 1073 3.9590
/20 1/160 9.445871 x 107> 4.0357
7t/40 1/640 5.794117 x 107° 4.0270
/80 1/2560 3.576473 x 1077 4.0180
et /5 1/10 1.816586 x 1072
/10 1/40 1.186513 x 1073 3.9364
/20 1/160 7.299520 x 107> 4.0228
/40 1/640 4512097 x 10~° 4.0159
/80 1/2560 2.803956 x 10~ 4.0083
1t2sint n/5 1/10 2.560157 x 1072
/10 1/40 1.647386 x 103 3.9580
/20 1/160 1.000595 x 104 4.0412
/40 1/640 6.117342 x 107° 4.0318
/80 1/2560 3.767160 x 1077 4.0214

Table 4. The maximum error and convergence order in time for 1 = 71/500 for Example 2.

a(t) T E(h,T) order,
1- 32 1/10 2.740388 x 1072
1/20 6.789080 x 1073 2.0131
1/40 1.677644 x 1073 2.0168
1/80 4.144795 x 104 2.0171
1/160 1.023590 x 104 2.0177
et 1/10 2.135416 x 102
1/20 5.336100 x 1073 2.0007
1/40 1.325432 x 1073 2.0093
1/80 3.285335 x 1074 2.0124
1/160 8.168648 x 107> 2.0079
1+2sint 1/10 2.893380 x 10~2
1/20 7.180678 x 1073 2.0106
1/40 1.771918 x 1073 2.0188
1/80 4368764 x 10~4 2.0200
1/160 1.075720 x 10~* 2.0219

6. Conclusions

In this article, we proposed a novel and efficient compact finite difference scheme
for variable-order-time fractional-sub-diffusion equations of the fourth order. The core of
our method is to use the reduced-order method to simplify the equation and implement
a second-order temporal discretization formula to develop the difference scheme. The
robustness of our proposed scheme is thoroughly validated through rigorous theoretical
analysis. We have comprehensively proven the solvability, stability, and convergence of
the scheme, ensuring that it is effective and reliable for practical applications. Numerical
tests further demonstrate the scheme’s efficacy. Looking ahead, integrating cutting-edge
high-order temporal methodologies, mainly designed for time-fractional equations as in
reference [27], into our framework offers a promising avenue for enhancing accuracy.
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