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Abstract: In this paper, the numerical method for a multiterm time-fractional reaction–diffusion equa-
tion with classical Robin boundary conditions is considered. The full discrete scheme is constructed
with the L1-finite difference method, which entails using the L1 scheme on graded meshes for the
temporal discretisation of each Caputo fractional derivative and using the finite difference method
on uniform meshes for spatial discretisation. By dealing with the discretisation of Robin boundary
conditions carefully, sharp error analysis at each time level is proven. Additionally, numerical results
that can confirm the sharpness of the error estimates are presented.
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1. Introduction

In recent years, fractional calculus, which is considered to be a generalisation of
classical derivatives and integrals to non-integer order, has become a powerful modelling
tool that is more flexible and precise for describing physical problems than integer calculus.
The fractional system has been widely used in engineering, physical science, chemical
science, biology, and a variety of other subjects, for which it has gradually become an
essential component. For more details on fractional calculus, see [1–5].

At present, it is not generalised enough to consider a numerical solution of the initial
boundary value problem with only the time fractional derivative term with the order
α ∈ (0, 1), such as in [6]. On this basis, more attention is being paid to the summation form
of the time fractional derivative with the order

0 < αL < . . . < α2 < α1 < 1.

where L is a positive integer. At the initial time, the typical solutions of such problems
have a key factor that must be considered (as in [6]); this factor is weak singularity which
significantly complicates analysis. Now, many time-fractional initial-boundary value
problems with Robin boundary conditions are widely used in the research fields of heat
equation, biomathematics, and so on [7–9]. That is the main reason why this type of
boundary condition is considered in this paper.

The problem that we study in the spatial domain is Ω := (0, 1)2 with closure Ω̄ =
[0, 1]2. Define the boundary as ∂Ω = Ω̄ \Ω. Set Q = Ω× (0, T] and Q̄ = Ω̄× [0, T] where
T > 0 be fixed.

Based on the above description, the purpose of this paper is to propose the following
multiterm time-fractional reaction–diffusion problem numerically.

L

∑
l=1

ql D
αl
t u(x, y, t)− ∆u(x, y, t) + c(x, y)u(x, y, t) = F(x, y, t) for (x, y, t) ∈ Q, (1a)
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with the initial condition

u(x, y, 0) = u0(x, y) for (x, y) ∈ Ω, (1b)

and Robin boundary conditions

σu(x, y, t) +
∂

∂n
u(x, y, t) = g(x, y, t) for (x, y, t) ∈ ∂Ω, 0 < t ≤ T. (1c)

where ql and σ are given positive constants, g and u0 are sufficiently smooth in their
respective domains, F ∈ C1(Q̄), and c ∈ C1(Q̄) with c ≥ c0 > 0. u0 ∈ C1(Ω̄) with
σu0 + (∂/∂n)u0 = 0 on ∂Ω. Dαl

t u(x, y, t) is defined as the temporal Caputo fractional
derivative of order αl of u by

Dαl
t u(x, y, t) :=

1
Γ(1− αl)

∫ t

0
(t− s)−αl

∂

∂s
u(x, y, s) ds.

For ([10] Lemma 2.2) and ([11] Section 6), (1) has unique solution which satisfies the
following regularity with weak initial singularity∣∣∣∣ ∂η

∂xη u(x, y, t)
∣∣∣∣+ ∣∣∣∣ ∂η

∂yη u(x, y, t)
∣∣∣∣ ≤ C for η = 0, 1, 2, 3, 4, (2)∣∣∣∣ ∂ν

∂tν
u(x, y, t)

∣∣∣∣ ≤ C(1 + tα1−ν) for ν = 0, 1, 2, (3)

where C is some fixed constant.
In recent years, the introduction of the classic L1 scheme to the discrete Caputo

derivative has received widespread attention [12,13]. To recover the convergence rate,
researchers have used the L1 scheme on graded meshes [6,11,14]. Analysis of the local
convergence rate is mathematically interesting [15,16], as the local convergence rate on
every time node is sharper than the global one. This method has wide applicability. When
considering practical problems such as [17–19], it can be combined with the finite difference
and finite element methods in the space direction [6,20].

To avoid discrete errors at the boundary, Dirichlet boundary conditions are usually
considered in the local error analysis because the boundary values are known. For Robin
boundary conditions, to ensure global accuracy, we need to find a suitable boundary
discretisation method. One of the novelties of this paper is mitigation of the difficulty
caused by Robin boundary conditions in the discretisation process. At present, there
are many papers consider global convergence of the time fractional problem with Robin
boundary conditions [10,21,22]; But no local in time error analysis for multi-term time-
fractional problems with Robin boundary conditions has been considered. This is our
motivation for completing this paper. The highlights of this paper can be summarized as
the following:

• By using the L1-finite difference method to solve (1a), we have propose a discrete
scheme at the boundary which can match the second-order central difference scheme
at interior points.

• When considering local errors, Dirichlet boundary conditions are usually consid-
ered [20,23,24]. In this paper, the boundary conditions are extended to Robin boundary
conditions.

The outline of the paper is as follows. In Section 2, the L1-finite difference method that
will be used to solve (1) is described. In Section 3, the local error of the L1-finite difference
method is analysed. Then, in Section 4, numerical examples are given to verify the local
error results.
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Notation: throughout the paper, C is used as a generic constant to solve (1) numerically,
and may take a different value each time it appears. Meanwhile, it is related to the
information of the problem (1) but is independent of (x, y, t) and of any mesh.

2. L1-Finite Difference Method for (1)

We shall consider the L1-finite difference method for construction of the fully discrete
scheme for the problem (1). At the boundary and inner points, the discrete scheme which
can match each other’s accuracy is constructed.

Let M and N be positive integers. Set tm = T(m/M)r for m = 0, 1, . . . , M, and denote
the time step τm = tm − tm−1 for m = 1, 2, . . . , M. The mesh grading r ≥ 1 will be chosen
later. Set the spatial step as h = 1/N. We divide Ω̄ into (N − 1)× (N − 1) intervals; the
mesh point is (xi, yj) with xi = ih and yj = jh, where (0 ≤ i, j ≤ N). Let

Ω̄h = {(xi, yj)|0 ≤ i, j ≤ N}, Ωh = Ω̄h ∩Ω, ∂Ωh = Ω̄h ∩ ∂Ω.

Let (i, j) ∈ Ω̄h represent (xi, yj) ∈ Ω̄h to simplify the notation. Similarly, set (i, j) ∈ Ωh
and let (i, j) ∈ ∂Ωh represent (xi, yj) ∈ Ωh and (xi, yj) ∈ ∂Ωh, respectively. Thus, our mesh is

{(xi, yj, tm) : i, j = 0, 1, . . . , N and m = 1, 2, . . . , M}.

At each mesh point (xi, yj, tm), the computed approximation to the analytical solu-
tion u will be denoted by um

i,j. Define the grid functions

ci,j = c(xi, yj), (c1)i,j =
∂

∂x
c(xi, yj), (c2)i,j =

∂

∂y
c(xi, yj),

Fm
i,j = F(xi, yj, tm), (F1)

m
i,j =

∂

∂x
F(xi, yj, tm), (F2)

m
i,j =

∂

∂y
F(xi, yj, tm).

where (i, j) ∈ Ω̄h, m = 1, 2, . . . , M.
The Caputo fractional derivative Dα

t u can be expressed as

Dα
t u(x, y, t) :=

1
Γ(1− α)

m−1

∑
k=0

∫ tk+1

s=tk

(t− s)−α ∂

∂s
u(x, y, s) ds.

The L1 scheme, which is used to approximate the Caputo fractional derivative to
obtain the discretisation of each time-fractional term ql D

αl
t u(xi, yj, tm).

ql D
αl
Mum

i,j : =
ql

Γ(1− αl)

m−1

∑
k=0

uk+1
i,j − uk

i,j

τk+1

∫ tk+1

s=tk

(tm − s)−αl ds

=
ql

Γ(2− αl)

m−1

∑
k=0

uk+1
i,j − uk

i,j

τk+1

[
(tm − tk)

1−αl − (tm − tk+1)
1−αl

]
for l = 1, 2, . . . , L.

In ([20] Lemma 4), the truncation error has the following estimate∣∣∣∣∣ L

∑
l=1

ql D
αl
Mum

i,j −
L

∑
l=1

ql D
αl
t u(xi, yj, tm)

∣∣∣∣∣ ≤ Cm−min{2−α1,r(α1+1)}. (4)

For any grid function v = {vi,j|0 ≤ i, j ≤ N}, the spatial difference operators are
defined as follows:

δxvi,j =
1
h
(vi,j − vi−1,j), δyvi,j =

1
h
(vi,j − vi,j−1), 1 ≤ i, j ≤ N,

and
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δ2
xvi,j =

1
h
(
δxvi+1,j − δxvi,j

)
, 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N,

δ2
yvi,j =

1
h
(
δyvi,j+1 − δyvi,j

)
, 1 ≤ i ≤ N, 0 ≤ j ≤ N − 1.

We discrete the initial condition (1b) in a standard way: for i, j ∈ Ω̄h, set u0
i,j =

u0(xi, yj). In the following three subsections, we will discretise (1a) and (1c) on inner points,
boundary points, and corner points separately.

2.1. Inner Points

In (i, j) ∈ Ωh, the diffusion term ∆u ≡ (∂/∂x)2u + (∂/∂y)2u in (1a) is approximated
by a standard second-order discretisation

∆u(xi, yj, tm) ≈ δ2
xum

i,j + δ2
yum

i,j. (5)

Then, the truncation error has the following estimate∣∣∣∣δ2
xu(xi, yj, tm)−

∂2

∂x2 u(xi, yj, tm)

∣∣∣∣+ ∣∣∣∣δ2
yu(xi, yj, tm)−

∂2

∂y2 u(xi, yj, tm)

∣∣∣∣ ≤ Ch2. (6)

In summary, we can approximate (1) on (i, j) ∈ Ωh with the discrete problem

L

∑
l=1

ql D
αl
Mum

i,j − δ2
xum

i,j − δ2
yum

i,j + ci,jum
i,j = Fm

i,j , for 1 ≤ m ≤ M. (7)

2.2. Boundary Points

For brevity, we set

g1(x, y, t) :=
J

∑
l=1

ql D
αl
t g(x, y, t)− ∂2

∂y2 g(x, y, t) + c(x, y)g(x, y, t) +
∂

∂x
F(x, y, t),

g2(x, y, t) :=
J

∑
l=1

ql D
αl
t g(x, y, t)− ∂2

∂x2 g(x, y, t) + c(x, y)g(x, y, t) +
∂

∂y
F(x, y, t),

p1(x, y, t) := u(x, y, t)
∂

∂x
c(x, y) + σc(x, y)u(x, y, t),

p2(x, y, t) := u(x, y, t)
∂

∂y
c(x, y) + σc(x, y)u(x, y, t),

q1(x, y, t) :=
2
h
(δxu(x, y, t)− σu(x, y, t) + g(x, y, t)),

q2(x, y, t) :=
2
h
(δyu(x, y, t)− σu(x, y, t) + g(x, y, t)),

and

δb
xu(x, y, t) := q1(x, y, t)− h

3

(
σ

J

∑
l=1

ql D
αl
Mu(x, y, t)

+ p1(x, y, t)− σδ2
yu(x, y, t)− g1(x, y, t)

)
,

δb
yu(x, y, t) := q2(x, y, t)− h

3

(
σ

J

∑
l=1

ql D
αl
Mu(x, y, t)

+ p2(x, y, t)− σδ2
xu(x, y, t)− g2(x, y, t)

)
.
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Then, define grid functions

(g1)
m
i,j = g1(xi, yj, tm), δb

xum
i,j := δb

xu(xi, yj, tm), (p1)
m
i,j = p1(xi, yj, tm),

(g2)
m
i,j = g2(xi, yj, tm), δb

yum
i,j := δb

yu(xi, yj, tm), (p2)
m
i,j = p2(xi, yj, tm),

(q1)
m
i,j = p1(xi, yj, tm), (q2)

m
i,j = q2(xi, yj, tm).

Lemma 1. Assume u(·, ·, tm) ∈ C2(Ω̄) for every tm; then, there exists a constant C such that∣∣∣∣δb
xu(0, yj, tm)−

∂2

∂x2 u(0, yj, tm)

∣∣∣∣ ≤ Ch2 + Chm−min{2−α1,r(α1+1)}. (8)

Proof. For boundary points (0, yj, tm), where j = 1, . . . , N − 1 and m = 1, . . . , M. (1a) and
(1c) at point (0, yj, tm) is

L

∑
l=1

ql D
αl
t u(0, yj, tm)− ∆u(0, yj, tm) + c(0, yj)u(0, yj, tm) = F(0, yj, tm), (9)

σu(0, yj, tm)−
∂

∂x
u(0, yj, tm) = g(0, yj, tm). (10)

By Taylor expansion of u(h, yj, tm) at point (0, yj, tm)

u(h, yj, tm) = u(0, yj, tm) + h
∂

∂x
u(0, yj, tm) +

h2

2
∂2

∂x2 u(0, yj, tm) +
h3

6
∂3

∂x3 u(0, yj, tm) + Ch4,

using (10), we have

∂2

∂x2 u(0, yj, tm) = q1(0, yj, tm)−
h
3

∂3

∂x3 u(0, yj, tm)− Ch2. (11)

Differentiating (9) with respect to x, (∂3/∂x3)u can be expressed as

∂3

∂x3 u(0, yj, tm) =
L

∑
l=1

ql D
αl
t

∂

∂x
u(0, yj, tm)−

∂

∂x
∂2

∂y2 u(0, yj, tm) (12)

+u(0, yj, tm)
∂

∂x
c(0, yj) + c(0, yj)

∂

∂x
u(0, yj, tm)−

∂

∂x
F(0, yj, tm).

Furthermore, in view of (10), we obtain

∂3

∂x3 u(0, yj, tm) = σ
J

∑
l=1

ql D
αl
t u(0, yj, tm)− σ

∂2

∂y2 u(0, yj, tm) + p1(0, yj)− g1(0, yj, tm). (13)

So, substituting (13) into (11) to replace (∂3/∂x3)u yields

∂2

∂x2 u(0, yj, tm) =q1(0, yj, tm)−
h
3

(
σ

J

∑
l=1

ql D
αl
t u(0, yj, tm)− σ

∂2

∂y2 u(0, yj, tm) (14)

+ p1(0, yj, tm)− g1(0, yj, tm)

)
− Ch2.
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Adding (σh/3)(∑J
l=1 ql D

αl
Mu(0, yj, tm)) to the right-hand side and subtract it. Then, by trun-

cation error (4), we have

∂2

∂x2 u(0, yj, tm) =q1(0, yj, tm)−
h
3

(
σ

J

∑
l=1

ql D
αl
Mu(0, yj, tm)− σ

∂2

∂y2 u(0, yj, tm)

+ p1(0, yj)− g1(0, yj, tm)

)
− Ch2 − Chm−min{2−α1,r(α1+1)}.

For 1 ≤ j ≤ N − 1, 1 ≤ m ≤ M, we can approximate (1) on boundary point (0, yj, tm)
by the discrete problem

L

∑
l=1

ql D
αl
Mum

0,j − δb
xum

0,j − δ2
yum

0,j + c0,jum
0,j = Fm

0,j (15)

The other corner points can be treated similarly.

2.3. Corner Points

For convenience, we introduce the following functions

δc
xu(x, y, t) :=

1
1− σh

3

[
q1(x, y, t)− h

3

(
σ

J

∑
l=1

ql D
αl
Mu(x, y, t) + p1(x, y, t)− g1(x, y, t)

)]

δc
yu(x, y, t) :=

1
1− σh

3

[
q2(x, y, t)− h

3

(
σ

J

∑
l=1

ql D
αl
Mu(x, y, t) + p2(x, y, t)− g2(x, y, t)

)]
and grid functions

δc
xum

i,j = δc
xu(xi, yj, tm), δc

yum
i,j = δc

yu(xi, yj, tm)

Lemma 2. Assume u(·, ·, tm) ∈ C2(Ω̄) for fixed tm; then, there exists a constant C such that∣∣∣∣δc
xu(0, 0, tm)−

∂2

∂x2 u(0, 0, tm)

∣∣∣∣+ ∣∣∣∣δc
yu(0, 0, tm)−

∂2

∂y2 u(0, 0, tm)

∣∣∣∣
≤ Ch2 + Chm−min{2−α1,r(α1+1)}. (16)

Proof. For corner point (0, 0, tm), where m = 1, . . . , M (1a) and (1c) at point (0, 0, tm) are

L

∑
l=1

ql D
αl
t u(0, 0, tm)−∆u(0, 0, tm) + c(0, 0)u(0, 0, tm) = F(0, 0, tm), (17)

σu(0, 0, tm)−
∂

∂x
u(0, 0, tm) = g(0, 0, tm), σu(0, 0, tm)−

∂

∂y
u(0, 0, tm) = g(0, 0, tm). (18)

Similarly, by the Taylor expansion of u(h, 0, tm) at point (0, 0, tm) and u(0, h, tm) at point
(0, 0, tm)

u(h, 0, tm) = u(0, 0, tm) + h
∂

∂x
u(0, 0, tm) +

h2

2
∂2

∂x2 u(0, 0, tm) +
h3

6
∂3

∂x3 u(0, 0, tm) + Ch4,

u(0, h, tm) = u(0, 0, tm) + h
∂

∂y
u(0, 0, tm) +

h2

2
∂2

∂y2 u(0, 0, tm) +
h3

6
∂3

∂y3 u(0, 0, tm) + Ch4.
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Combining the above two equations and boundary conditions (18), we have

∂2

∂x2 u(0, 0, tm) +
∂2

∂y2 u(0, 0, tm) = q1(0, 0, tm) + q2(0, 0, tm)

− h
3

∂3

∂x3 u(0, 0, tm)−
h
3

∂3

∂y3 u(0, 0, tm)− Ch2. (19)

Differentiating (17) with respect to x and y, respectively, we can express (∂3/∂x3)u +
(∂3/∂y3)u at (0, 0, tm) as

∂3

∂x3 u(0, 0, tm) +
∂3

∂y3 u(0, 0, tm) = 2σ
J

∑
l=1

ql D
αl
t u(0, 0, tm) + p1(0, 0, tm) + p2(0, 0, tm)

− σ
∂2

∂y2 u(0, 0, tm)− σ
∂2

∂x2 u(0, 0, tm)− g1(0, 0, tm)− g2(0, 0, tm), (20)

where we can apply (20) into the right-hand side of (19); thus, we have

∂2

∂x2 u(0, 0, tm) +
∂2

∂y2 u(0, 0, tm) = q1(0, 0, tm) + q2(0, 0, tm) (21)

− h
3

(
2σ

J

∑
l=1

ql D
αl
t u(0, 0, tm)− σ

∂2

∂y2 u(0, 0, tm)− σ
∂2

∂x2 u(0, 0, tm)

+ p1(0, 0, tm) + p2(0, 0, tm)− g1(0, 0, tm)− g2(0, 0, tm)

)
− Ch2.

That means

∂2

∂x2 u(0, 0, tm) +
∂2

∂y2 u(0, 0, tm) =
1

1− σh
3

[
q1(0, 0, tm) + q2(0, 0, tm)

− h
3

(
2σ

J

∑
l=1

ql D
αl
t u(0, 0, tm) + p1(0, 0, tm) + p2(0, 0, tm) (22)

− g1(0, 0, tm)− g2(0, 0, tm)

)]
− Ch2.

Add (2σh/(3− σh))(∑J
l=1 ql D

αl
Mu(0, yj, tm)) to the right-hand side and subtract it. Then,

by truncation error (4), we have

∂2

∂x2 u(0, 0, tm) +
∂2

∂y2 u(0, 0, tm) =
1

1− σh
3

[
q1(0, 0, tm) + q2(0, 0, tm)

− h
3

(
2σ

J

∑
l=1

ql D
αl
Mu(0, 0, tm) + p1(0, 0, tm) + p2(0, 0, tm)

− g1(0, 0, tm)− g2(0, 0, tm)

)]
− Ch2 − Chm−min{2−α1,r(α1+1)}.

We can approximate (1) on corner point (0, 0, tm) with the discrete problem

L

∑
l=1

ql D
αl
Mum

0,0 − δc
xum

0,0 − δc
yum

0,0 + c0,0um
0,0 = Fm

0,0 for 1 ≤ j ≤ N − 1, 1 ≤ m ≤ M. (23)

The other corner points can be treated similarly.
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3. Error Analysis

The local error analysis of problem (1) is studied in this section. The discrete scheme is
the same as in Section 2. Let

Em :=


M−r tα1−1

m if 1 ≤ r < 2− α1,

Mα1−2 tα1−1
m [1 + ln(tm/t1)] if r = 2− α1,

Mα1−2 tα1−(2−α1)/r
m if r > 2− α1.

From ([20] Theorem 3), we obtain the next result, which will be used.

Lemma 3.

(i) If the mesh function {Vm}M
m=0 satisfies V0 = 0 and

L

∑
l=1

ql D
αl
M|V

m| ≤ Cm−min{2−α1, r(α1+1)} for m = 1, 2, . . . , M, (24)

for some C > 0, then |Vm| ≤ CEm for m = 1, 2, . . . , M.
(ii) If the mesh function {Vm}M

m=0 satisfies V0 = 0 and

L

∑
l=1

ql D
αl
M|V

m| ≤ C for m = 1, 2, . . . , M, (25)

for some C > 0, then |Vm| ≤ C for m = 1, 2, . . . , M.

Now, we provide the main result of this paper. For grid function {vm
i,j}, set ‖vm‖∞,Ω̄ =

max(i,j)∈Ω̄h
|vm

i,j|.

Theorem 1. The solution {um
i,j} of the L1-finite difference scheme satisfies

max
(xi ,yj ,tm)∈Q̄

|u(xi, yj, tm)− um
i,j| ≤ C

(
h2 + Em

)
(26)

for some constant C independent of the mesh.

Proof. Set em
i,j := u(xi, yj, tm)− um

i,j, where (i, j, m) ∈ Q̄. Set (i∗, j∗) ∈ Ω̄h such that |em
i∗ ,j∗ | =

max
(i,j)∈Ω̄

|em
i,j|. Suppose that em

i∗ ,j∗ ≥ 0 (the case em
i∗ ,j∗ ≤ 0 can be proved similarly).

If (i∗, j∗) ∈ Ωh, by (1a) and (7) we obtain the error equation

L

∑
l=1

ql D
αl
Mem

i,j − δ2
xem

i,j − δ2
yem

i,j + c(xi, yj)em
i,j

= (
L

∑
l=1

ql D
αl
M −

L

∑
l=1

ql D
αl
t )u(xi, yj, tm) + (δ2

x −
∂2

∂x2 )u(xi, yj, tm) (27)

+ (δ2
y −

∂2

∂y2 )u(xi, yj, tm)

= Ri,j
t + Ri,j

x + Ri,j
y .
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As a result of |em
i∗ ,j∗ | = max

(i,j)∈Ω̄
|em

i,j| and em
i∗ ,j∗ ≥ 0, we have −δ2

xem
i∗ ,j∗ − δ2

yem
i∗ ,j∗ > 0.

Combine this with c ≥ c0 > 0, we have

L

∑
l=1

ql D
αl
Mem

i∗ ,j∗ ≤ Ri,j
t + Ri,j

x + Ri,j
y ≤ C

(
m−min{2−α1,r(α1+1)} + h2

)
. (28)

If i∗ = 0 and j∗ = 1, . . . , N − 1. Applying (1a) into (15) leads to the error equation

(1 +
σh
3
)

L

∑
l=1

ql D
αl
Mem

0,j −
2
h

δxem
1,j − (1 +

σh
3
)δ2

yem
0,j +

[
c0,j +

h
3

(
6σ

h2 + (c1)0,j + σc0,j

)]
em

0,j

= (
L

∑
l=1

ql D
αl
M −

L

∑
l=1

ql D
αl
t )u(0, yj, tm) + (δb

x −
∂2

∂x2 )u(0, yj, tm) + (δ2
y −

∂2

∂y2 )u(0, yj, tm)

= R0,j
t + R0,j

x + R0,j
y . (29)

It is easy to obtain − 2
h δxem

1,j∗ − (1 + σh
3 )δ2

yem
0,j∗ > 0. When h is small enough, (c0,j +

h
3 (

6σ
h2 +

(c1)0,j + σc0,j)) > 0. Compared to the time direction truncation error Cm−min{2−α1,r(α1+1)},
we can omit the higher order truncation error Chm−min{2−α1,r(α1+1)} caused by boundary
discretisation. Then, we have

L

∑
l=1

ql D
αl
Mem

i∗ ,j∗ ≤ (1 +
σh
3
)

L

∑
l=1

ql D
αl
Mem

i∗ ,j∗

≤ R0,j
t + R0,j

x + R0,j
y ≤ C

(
m−min{2−α1,r(α1+1)} + h2

)
. (30)

If i∗ = j∗ = 0. By (1a) into (23), the error equation is

(1 +
2hσ

3− σh
)

L

∑
l=1

ql D
αl
Men

0,0 −
1

1− σh
3

(
2
h

δxem
1,0 +

2
h

δyem
0,1)

+
1

1− σh
3

[
h
3

(
(c1)0,0 + (c2)0,0 −

2σh
3

c(x0, y0)

)
+ 2σ

]
em

0,0 + c0,0em
0,0 (31)

= (
L

∑
l=1

ql D
αl
M −

L

∑
l=1

ql D
αl
t )u(0, 0, tm) + (δc

x −
∂2

∂x2 )u(0, 0, tm) + (δc
y −

∂2

∂y2 )u(0, 0, tm)

= R0,0
t + R0,0

x + R0,0
y .

Then, we have − 2
h δxem

1,0 −
2
h δxem

0,1 > 0. When h is small enough, we have c(0, 0)−
1

1− σh
3

(
(c1)0,0 + (c2)0,0 + 2σ− σh

3 c(x0, y0)
)
. Similarly, omitting higher order error caused by

Chm−min{2−α1,r(α1+1)}, we have

L

∑
l=1

ql D
αl
Mem

i∗ ,j∗ ≤ R0,0
t + R0,0

x + R0,0
y ≤ C

(
m−min{2−α1,r(α1+1)} + h2

)
. (32)

For other corner points, we shall obtain similar results.
For l = 1, . . . , L, rewrite the discretization of each Caputo derivative as

Dαl
Mum

i,j =
dl

m,1

Γ(2− αl)
um

i,j −
dl

m,m

Γ(2− αl)
u0

i,j +
1

Γ(2− αl)

m−1

∑
k=1

um−k
i,j

[
dl

m,k+1 − dl
m,k

]
where

dl
m,k :=

(tm − tm−k)
1−αl − (tm − tm−k+1)

1−αl

τm−k+1
.
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The mean value theorem gives (1− αl)(tm − tm−k)
−αl ≤ dl

m,k ≤ (1− αl)(tm − tm−k+1)
−αl

and hence dl
m,k − dl

m,k+1 ≥ 0. Then,

Dαl
Mem

i∗ ,j∗ = dαl
m,mem

i∗ ,j∗ −
m−1

∑
k=0

(dαl
m,k − dαl

m,k+1)e
k
i∗ ,j∗ .

≥ dαl
m,m‖em‖∞,Ω̄h

−
m−1

∑
k=0

(dαl
m,k − dαl

m,k+1)‖e
k‖∞,Ω̄h

= Dαl
M‖e

m‖∞,Ω̄h
.

By (28), (30) and (32), we have

L

∑
l=1

ql D
αl
M‖e

m‖∞,Ω̄h
≤ C

(
m−min{2−α1,r(α1+1)} + h2

)
. (33)

Note that ∑J
l=1 ql D

αl
M is associated with an M-matrix, so we can deal separately with

the terms m−min{2−α1,r(α1+1)} and h2. This means for m = 1, . . . , M,

‖u(xi, yj, tm)− um
i,j‖∞,Ω̄h

≤ C
(

h2 + Em
)

.

Then, we finish the proof.

Remark 1. From (26), we can obtain the following global error results

max
m=1,...M

‖u(xi, yj, tm)− um
i,j‖∞,Ω̄h

≤ C max
m=1,...M

(
h2 + Em

)
≤ C

(
h2 + M−min{2−α1,rα1}

)
. (34)

4. Numerical Results

In order to prove the validity of the numerical scheme, two numerical examples are
introduced. One example has a known solution, the other is unknown.

We use the full discrete scheme in Section 2 to discretize 1. In the following examples,
we set mesh parameters r = (2− α1)/0.9, L = 2 and 0 < α2 < α1 < 1. Let the space
interval N equals to the time interval M such that the error in the time direction dominates
the space error. On this basis, we shall check the sharpness of Theorem (1).

Example 1.

Dα1
t u + Dα2

t u− ∂2u
∂x2 −

∂2u
∂y2 + (1 + x + y)u = f (x, y, t) for (x, y, t) ∈ [0, 2]× [0, 2]× (0, 1],

u(x, y, 0) = (
1
3

x3 − x2 +
1
3

x +
1
3
)(

1
3

y3 − y2 +
1
3

y +
1
3
) for (x, y) ∈ [0, 2]× [0, 2],

u(0, y, t)− ∂u
∂x

(0, y, t) = 0, u(2, y, t) +
∂u
∂x

(2, y, t) = 0 for y ∈ [0, 2] t ∈ (0, 1].

u(x, 0, t)− ∂u
∂y

(x, 0, t) = 0, u(x, 2, t) +
∂u
∂y

(x, 2, t) = 0 for x ∈ [0, 2] t ∈ (0, 1].

(35)

The exact solution is u(x, y, t) = (1+ tα1 + t3)( 1
3 x3− x2 + 1

3 x + 1
3 )(

1
3 y3− y2 + 1

3 y + 1
3 ).

The right-hand-side function f (x, y, t) can be computed from (35).
In Table 1, the table contains the global error, and local error is defined as

errorM,N
G := max

i,j∈Ω̄
1≤m≤M

|um
i,j − u(xi, yj, tm)|, errorM,N

L := max
i,j∈Ω̄

dM/10e≤m≤N

|um
i,j − u(xi, yj, tm)|
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Then, we can compute the rate of convergence

rateM,N
G = log2

(
errorM,N

G

error2M,2N
G

)
, rateM,N

L = log2

(
errorM,N

L

error2M,2N
L

)
.

Table 1. Example 1 with α2 = 0.1 and r = (2− α1)/α1.

Global Error Rate Local Error Rate

α1 = 0.4

M = 64 9.1820 × 10−4 0.509 3.4584 × 10−5 1.551
M = 128 6.4522 × 10−4 0.567 1.1802 × 10−5 1.568
M = 256 4.3544 × 10−4 0.612 3.9795 × 10−6 1.579
M = 512 2.8472 × 10−4 1.3317 × 10−6

α1 = 0.6

M = 64 4.6098 × 10−4 0.806 8.7567 × 10−5 1.377
M = 128 2.6355 × 10−4 0.860 3.3700 × 10−5 1.387
M = 256 1.4514 × 10−4 0.887 1.2876 × 10−5 1.393
M = 512 7.8446 × 10−5 4.9017 × 10−6

α1 = 0.8

M = 64 2.2223 × 10−4 0.852 2.1862 × 10−4 1.190
M = 128 1.2316 × 10−4 0.903 9.5808 × 10−5 1.195
M = 256 6.5823 × 10−5 0.943 4.1826 × 10−5 1.198
M = 512 3.4215 × 10−5 1.8230 × 10−5

Example 2.

Dα1
t u + Dα2

t u− ∂2u
∂x2 −

∂2u
∂y2 + (1 + x + y)u = 0 for (x, y,t) ∈ [0, 2]× [0, 2]× (0, 1],

u(x, y, 0) = (
1
3

x3 − x2 +
1
3

x +
1
3
)(

1
3

y3 − y2 +
1
3

y +
1
3
) for (x, y) ∈ [0, 2]× [0, 2],

u(0, y, t)− ∂u
∂x

(0, y, t) = 0, u(2, y, t) +
∂u
∂x

(2, y, t) = 0 for y ∈ [0, 2] t ∈ (0, 1].

u(x, 0, t)− ∂u
∂y

(x, 0, t) = 0, u(x, 2, t) +
∂u
∂y

(x, 2, t) = 0 for x ∈ [0, 2] t ∈ (0, 1].

(36)

In this example, the exact solution is unknown, and we can use the two-mesh principle
in [25] to check the convergence rate. Let um

i,j be the numerical solution computed on
the mesh {(xi, yj, tm)} for i, j = 0, . . . , N, m = 0, . . . , M. The second mesh is defined
as {(xi/2, yj/2, tm/2)} for i, j = 0, . . . , 2N, m = 0, . . . , 2M, where xi+1/2 := 1

2 (xi+1 + xi),
yy+1/2 := 1

2 (yj+1 + yj) and tm+1/2 := 1
2 (tm+1 + tm). Then, compute a new approximation

ûm
i,j using the same scheme as um

i,j.
Now the maximum two-mesh differences are defined by

errorM,N
G := max

i,j∈Ω̄
1≤m≤M

|um
i,j − ûm

i,j|, errorM,N
L := max

i,j∈Ω̄
d9M/10e≤m≤M

|um
i,j − ûm

i,j|

and they are used to compute the global and local rate of convergence rates

rateM,N
G = log2

(
errorM,N

G

error2M,2N
G

)
, rateM,N

L = log2

(
errorM,N

L

error2M,2N
L

)
.

In each Tables 1 and 2, let r = (2− α1)/0.9 and α2 = 0.1. The global convergence rate is
bigger than α1. The convergence rate ‖em

i,j‖ ≤ M−min{2−α1,rα1} can be found in other papers
that only focus on global errors [26,27]. When the parameters r and a1 are selected the
same as in this paper, the convergence rate can be seen to be the same. The most important
conclusion of this paper is the convergence rate of local errors. We can see that the rate of
convergence is (2− α1). It is obvious that the local convergence rate in every time step is
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sharper than the global convergence rate. All these experimental results demonstrate the
sharpness of our theoretical analysis.

Table 2. Example 2 with α2 = 0.1 and r = (2− α1)/0.9.

Global Error Rate Local Error Rate

α1 = 0.4

M = 32 6.6148 × 10−3 0.220 1.1175 × 10−4 1.683
M = 64 5.6762 × 10−3 0.374 3.4786 × 10−5 1.637
M = 128 4.4626 × 10−3 0.453 1.1178 × 10−5 1.568
M = 256 3.2585 × 10−3 3.7696 × 10−6

α1 = 0.6

M = 32 5.3413 × 10−3 0.662 4.0714 × 10−4 1.248
M = 64 3.3751 × 10−3 0.762 1.7139 × 10−4 1.391
M = 128 1.9889 × 10−3 0.751 6.5340 × 10−5 1.310
M = 256 1.1813 × 10−3 2.6352 × 10−5

α1 = 0.8

M = 32 3.7397 × 10−3 0.802 1.6129 × 10−3 1.175
M = 64 2.1438 × 10−3 0.877 7.1399 × 10−4 1.073
M = 128 1.1668 × 10−3 0.942 3.3927 × 10−4 1.163
M = 256 6.0732 × 10−4 1.5143 × 10−4

5. Discussion

In this paper, we have presented a fully discrete scheme for multiple time-fractional
reaction diffusion equations by using the L1 scheme in time and finite difference method
in space. To the best of our knowledge, the Robin boundary conditions have not been
explored much in this regard. For this type of boundary conditions, we have constructed
a discrete scheme of (1) at the boundary points which can match the convergence rate of
the inner points. Based on the fully discrete scheme, a detailed local error analysis for
(1) is presented. The convergence rate of each time node is proven, and two numerical
examples are used to verify the theoretical results. In our future work, we will consider
some methods with higher convergence rates in time and consider methods such as the
mixed finite element method in space.
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