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Abstract: Although many applications of fractional calculus have been reported in literature, mod-
eling the physical world using this technique is still a challenge. One of the main difficulties in
solving this problem is that the long memory property is necessary, whereas the infinite memory
is undesirable. To address this challenge, a new type of nabla fractional calculus with a weight
function is formulated, which combines the benefits of nabla fractional calculus and its tempered
counterpart, making it highly valuable for modeling practical systems. However, many properties
of this calculus are still unclear and need to be discovered. Therefore, this paper gives particular
emphasis to the topic, developing some remarkable properties, i.e., the equivalence relation, the nabla
Taylor formula, and the nabla Laplace transform of such nabla tempered fractional calculus. All the
developed properties greatly enrich the mathematical theory of nabla tempered fractional calculus
and provide high value and potential for further applications.

Keywords: nabla discrete time; tempered fractional calculus; nabla Taylor series; nabla Laplace transform

1. Introduction

Fractional calculus has become an important tool in various fields of science and
engineering due to its ability to describe and analyze complex systems with the long
memory property [1–3]. However, the long memory property of fractional calculus also
poses many challenges in modeling some special objects because the length of memory
is increasing and unbounded as time goes on. To overcome these difficulties, the concept
of tempered fractional calculus has been introduced in recent decades [4,5]. Tempered
fractional calculus involves an extra weight function, which allows for the control of the
memory length. With special selection of weight function, this has led to new insights,
inspirations, and developments in the field of fractional calculus, as it provides a way
to accurately model complex systems with adjustable memory. These advantages have
motivated many researchers to explore the subject of tempered fractional calculus, leading
to significant progress in the field in recent years [6–8]. Tempered fractional calculus has
become a hot topic in fractional order fields. Its potential applications are vast and expected
to continue growing in the future.

Fernandez et al. performed some detailed analysis of the mathematical underpinnings
of tempered fractional calculus. For example, they demonstrated some special functions
that have an intrinsic connection to tempered fractional calculus and derived the related
Taylor’s theorem, integral inequalities [9]. In a recent work [10], Fernandez et al. considered
an increasing weight function, promoted the conjugation relations, and developed the
Laplace transform. In addition, the tempered fractional calculus with respect to function
was discussed preliminarily. Reference [11] concerned the tempered fractional calculus
with respect to function, dealt with some analytical properties of such calculus, and also
developed some properties for such fractional differential equations involving existence,
uniqueness, data dependency, and stability. Gu et al. proposed a class of tempered fractional
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neural networks and developed the stability conditions involving the attractivity and the
Mittag–Leffler stability [12]. Ortigueira et al. made a brief of substantial, tempered, shifted
fractional derivatives and explored the relationship between these derivatives in a unified
framework [13]. The numerical computation problem of tempered fractional differential
equation was discussed in [14–16].

Compared with the continuous time tempered fractional calculus, the research in
the discrete time case is just in its infancy and only a few studies has been reported.
Abdeljawada et al. introduced definitions of delta tempered fractional calculus, investigated
its memory effect, and applied it to image processing [17]. Fu et al. extended the time scale Z
to hZ, defined both the delta/nabla tempered fractional calculus, and derived the solution of
a nonlinear system [18]. Ferreira generalized the exponential weight function to the nonzero
case and discussed its application in entropy analysis [19]. With the developed nabla
tempered fractional calculus, the authors defined the tempered Mittag–Leffler stability and
derived the fractional difference inequality, the comparison principle, and the Lyapunov
criteria [20]. Due to the existence of weight functions in tempered fractional calculus, such
calculus has some essential characteristics different from the classical fractional counterpart,
which are far from clarifying.

Although the study on discrete time tempered fractional calculus is still insufficient,
a proliferation of results reported on discrete time fractional calculus [21–25] could give
us much helpful inspiration. The basic arithmetic and equivalence relations of fractional
difference and fractional sum were discussed in [21–23]. The continuity on the order of
fractional difference was studied in [21,23,26]. However, the Grünwald–Letnikov difference
is not equivalent to the classical integer order case when the order is assumed to be an
integer, which means that the existing results need extra conditions. The nabla Taylor
series was first investigated systematically in [26], although some of the existing results
require quite strict conditions and the nabla Taylor formula expanded at the current time
was not discussed enough. A brief review was made on the nabla Laplace transform [27],
and some interesting properties still could be built with the existing results. Bearing these
in mind, the primary objective of this study is to establish some analytical properties
of nabla tempered fractional calculus. In particular, some similar properties, such as
the semigroup property and the limit property, will be checked under three well-known
definitions. The nabla Taylor series, the nabla Taylor formula, and the Leibniz rule will
be built for nabla tempered fractional calculus. The Laplace transform and its application
on difference transfer property will be discussed for the suggested calculus. However, it
is not easy to complete this task, as the introduction of the weight function brings some
unexpected difficulty and damages some accustomed properties.

The remainder of this paper is summarized as follows. In Section 2, the basic concept
and properties of nabla tempered fractional calculus are presented. In Section 3, many
foundational properties are developed for such fractional calculus. In Section 4, a simulation
study is performed to illustrate the validity of the developed results. In Section 5, some
concluding remarks are provided to end this paper.

2. Preliminaries

In this section, the definitions and properties for nabla tempered fractional calculus
are introduced.

Definition 1. ([22] Definition 2.1) For x : Na+1−n → R, its nth nabla difference is defined by

∇nx(k) := ∑n
i=0(−1)i( n

i
)
x(k− i), (1)

where n ∈ Z+, k ∈ Na+1 := {a+ 1, a+ 2, · · · }, a ∈ R,
( p

q
)

:= Γ(p+1)
Γ(q+1)Γ(p−q+1) is the generalized

binomial coefficient and Γ(·) is the Gamma function.
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Definition 2. ([22] Definition 3.1) For x : Na+1 → R, its αth Grünwald–Letnikov difference/sum
is defined by

G
a ∇α

k x(k) := ∑k−a−1
i=0 (−1)i( α

i
)
x(k− i), (2)

where α ∈ R, k ∈ Na+1 and a ∈ R.

When α > 0, G
a ∇α

k x(k) represents the difference operation. When α < 0, G
a ∇α

k x(k)
represents the sum operation including the fractional order case and the integer order case.
Specially, G

a ∇0
k x(k) = x(k). Even though α = n ∈ Z+, G

a ∇α
k x(k) 6≡ ∇nx(k) for all k ∈ Na+1.

Defining the rising function pq := Γ(p+q)
Γ(p) , p ∈ Z+, q ∈ R, by applying Γ(θ)Γ(1− θ) =

π
sin(πθ)

, θ ∈ R and replace the summing order, it follows that

G
a ∇α

k x(k) = ∑k−a−1
i=0 (−1)i Γ(1+α)

Γ(i+1)Γ(1+α−i) x(k− i)

= ∑k−a−1
i=0

Γ(i−α)
Γ(i+1)Γ(−α)

x(k− i)

= ∑k−a−1
i=0

(i+1)−α−1

Γ(−α)
x(k− i)

= ∑k
i=a+1

(k−i+1)−α−1

Γ(−α)
x(i),

(3)

which will play a key role in subsequent analysis.

Definition 3. ([22] Definitions 3.4 and 3.5) For x : Na+1−n → R, its αth Riemann–Liouville
fractional difference and Caputo fractional difference are defined by

R
a∇α

k x(k) := ∇nG
a ∇α−n

k x(k), (4)

C
a∇α

k x(k) := G
a ∇α−n

k ∇nx(k), (5)

respectively, where α ∈ (n− 1, n), n ∈ Z+, k ∈ Na+1 and a ∈ R.

On this basis, the following properties hold.

Lemma 1. [23,28] For any x : Na+1−n → R, α ∈ (n− 1, n), k ∈ Na+1, n ∈ Z+, a ∈ R, one has

R
a∇α

k
G
a ∇−α

k x(k) = C
a∇α

k
G
a ∇−α

k x(k) = x(k), (6)

G
a ∇−α

k
R
a∇α

k x(k) = x(k)−∑n−1
i=0

(k−a)α−i−1

Γ(α−i) [Ra∇α−i−1
k x(k)]k=a, (7)

G
a ∇−α

k
C
a∇α

k x(k) = x(k)−∑n−1
i=0

(k−a)i

i! [∇ix(k)]k=a. (8)

With the well defined fractional difference and fractional sum, the concept of nabla
fractional calculus can be developed by introducing the weight function w : Na+1 → R\{0}.

Definition 4. ([19] Definition 2.4) For x : Na+1 → R, its αth Grünwald–Letnikov tempered
difference/sum is defined by

G
a ∇

α,w(k)
k x(k) := w−1(k)G

a ∇α
k [w(k)x(k)], (9)

where α ∈ R, k ∈ Na+1, a ∈ R and w : Na+1 → R\{0}.

Definition 5. ([19] Definition 2.9) The nth nabla tempered difference, the αth Riemann–Liouville
tempered fractional difference, and Caputo tempered fractional difference of x : Na+1−n → R can be
defined by

∇n,w(k)x(k) := w−1(k)∇n[w(k)x(k)], (10)
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R
a∇

α,w(k)
k x(k) := w−1(k)R

a∇α
k [w(k)x(k)], (11)

C
a∇

α,w(k)
k x(k) := w−1(k)C

a∇α
k [w(k)x(k)], (12)

respectively, where α ∈ (n− 1, n), n ∈ Z+, k ∈ Na+1, a ∈ R and w : Na+1 → R\{0}.

On this basis, the following relationships hold

R
a∇

α,w(k)
k x(k) = ∇n,w(k)G

a ∇
α−n,w(k)
k x(k), (13)

C
a∇

α,w(k)
k x(k) = G

a ∇
α−n,w(k)
k ∇n,w(k)x(k). (14)

The equivalent condition of w : Na+1 → R\{0} is finite nonzero. In this work, when
w(k) = (1 − λ)k−a, λ ∈ R\{1}, the operations ∇n,w(k)x(k), G

a ∇
α,w(k)
k x(k), R

a∇
α,w(k)
k x(k),

C
a∇

α,w(k)
k x(k) could be abbreviated as ∇n,λx(k), G

a ∇α,λ
k x(k), R

a∇α,λ
k x(k), C

a∇α,λ
k x(k), respec-

tively. Notably, this special case is still different from the one in [19], i.e., w(k) = (1− λ)k.
The adopted one facilitates the use and analysis. Compared to existing results, the tempered
function w(k) is no longer limited to the exponential function, which makes this work more
general and practical.

By using the linearity, the following lemmas can be derived immediately, which is
simple while useful for understanding such fractional calculus. Therefore, the proof is
omitted here.

Lemma 2. For any x : Na+1−n → R, n ∈ Z+, a ∈ R, w : Na+1 → R\{0}, α ∈ (n− 1, n),
k ∈ Na+1, ρ ∈ R\{0}, one has

∇n,w(k)x(k) = ∇n,ρw(k)x(k),
G
a ∇

α,w(k)
k x(k) = G

a ∇
α,ρw(k)
k x(k),

G
a ∇
−α,w(k)
k x(k) = G

a ∇
−α,ρw(k)
k x(k),

R
a∇

α,w(k)
k x(k) = R

a∇
α,ρw(k)
k x(k),

C
a∇

α,w(k)
k x(k) = C

a∇
α,ρw(k)
k x(k).

Note that Lemma 2 is indeed the scale invariance. When ρ = −1, the sign of w(k)
is just reversed to ρw(k). From this, one is ready to claim that if a property on tempered
calculus holds for w(k) > 0, it also holds for w(k) < 0.

Lemma 3. For any x : Na+1−n → R, n ∈ Z+, a ∈ R, α ∈ (n− 1, n), β ∈ (m− 1, m), m ∈ Z+,
m ≤ n, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R, one has

R
a∇

n−β,w(k)
k

C
a∇

β,w(k)
k x(k) = ∇n,w(k)x(k),

R
a∇

β,w(k)
k

C
a∇

n−β,w(k)
k x(k) = ∇n,w(k)x(k),

C
a∇

n−β,w(k)
k

R
a∇

β,w(k)
k x(k) = G

a ∇
n,w(k)
k x(k),

C
a∇

β,w(k)
k

R
a∇

n−β,w(k)
k x(k) = G

a ∇
n,w(k)
k x(k).

Lemma 3 gives the semigroup properties for different tempered differences, which
can be adopted to simplify the nabla tempered fractional difference equations.

3. Main Results

In this section, a series of nice properties will be nicely developed on the nabla
tempered fractional calculus.
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3.1. The Basic Relationship

In this part, the relationship between tempered nabla fractional difference/sum will
be discussed.

Theorem 1. For any x : Na+1−n → R, α ∈ (n− 1, n), n ∈ Z+, k ∈ Na+1, a ∈ R, w : Na+1 →
R\{0}, one has

R
a∇

α,w(k)
k x(k) = G

a ∇
α,w(k)
k x(k), (15)

R
a∇

α,w(k)
k x(k) = C

a∇
α,w(k)
k x(k) + ∑n−1

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a, (16)

G
a ∇
−α,w(k)
k x(k) = ∇n,w(k)G

a ∇
−α−n,w(k)
k x(k). (17)

Proof of Theorem 1. Taking first order difference with regard to k, one has ∇ (k−j+1)β

Γ(β+1) =

(k−j+1)β−1

Γ(β)
, β ∈ R\Z+ and ∇∑k

j=a+1 f (j, k) = ∑k
j=a+1∇ f (j, k) + f (k, k − 1), which coin-

cides with [23] (Theorems 3.57 and 3.41). Letting z(k) := w(k)x(k) and applying the
aforementioned equations, one has

R
a∇

α,w(k)
k x(k)

(11)
= w−1(k)R

a∇α
k z(k)

(4)
= w−1(k)∇nG

a ∇α−n
k z(k)

(3)
= w−1(k)∇n ∑k

j=a+1
(k−j+1)n−α−1

Γ(n−α)
z(j)

= w−1(k)∇n−1[∑k
j=a+1∇

(k−j+1)n−α−1

Γ(n−α)
z(j) + 0n−α−1

Γ(n−α)
z(k)]

= w−1(k)∇n−1 ∑k
j=a+1

(k−j+1)n−α−2

Γ(n−α−1) z(j) + w−1(k) 0n−α−1

Γ(n−α)
∇n−1z(k)

= w−1(k)∇n−2 ∑k
j=a+1∇

(k−j+1)n−α−2

Γ(n−α−1) z(j) + w−1(k) 0n−α−2

Γ(n−α−1)∇
n−2z(k)

+w−1(k) 0n−α−1

Γ(n−α)
∇n−1z(k)

= w−1(k)∑k
j=a+1

(k−j+1)−α−1

Γ(−α)
z(j) + w−1(k)∑n−1

i=0
0i−α

Γ(i−α+1)∇
iz(k)

(3)
= G

a ∇
α,w(k)
k x(k) + ∑n−1

i=0
0i−α

Γ(i−α+1)∇
i,w(k)x(k),

which implies Equation (15) because of 0−β

Γ(1−β)
= 0, β ∈ R\Z+ and the finite ∇i,w(k)x(k),

i = 0, 1, · · · , n− 1, k ∈ Na+1.

Taking the first order difference with regard to j, one has ∇ (k−j)β

Γ(β+1) = − (k−j+1)β−1

Γ(β)
,

β ∈ R\Z+. By applying the formula of summation by parts in [23] (Theorem 3.39),
i.e., ∑k

j=a+1∇ f (j)g(j) = [ f (j)g(j)]j=k
j=a −∑k

j=a+1 f (j− 1)∇g(j), it follows

G
a ∇

α,w(k)
k x(k)

(9)
= w−1(k)G

a ∇α
k z(k)

(3)
= w−1(k)∑k

j=a+1
(k−j+1)−α−1

Γ(−α)
z(j)

= −w−1(k)∑k
j=a+1∇

(k−j)−α

Γ(1−α)
z(j)

= w−1(k) (k−a)−α

Γ(1−α)
z(a)− w−1(k) 0−α

Γ(1−α)
z(k) + w−1(k)∑k

j=a+1
(k−j+1)−α

Γ(1−α)
∇z(j)

= −w−1(k)∑k
j=a+1∇

(k−j)1−α

Γ(2−α)
∇z(j) + w−1(k) (k−a)−α

Γ(1−α)
z(a)− w−1(k) 0−α

Γ(1−α)
z(k)

= w−1(k)∑k
j=a+1

(k−j+1)n−α−1

Γ(n−α+1) ∇
nz(j) + w−1(k)∑n−1

i=0
(k−a)i−α

Γ(i−α+1) [∇
iz(k)]k=a

−w−1(k)∑n−1
i=0

0i−α

Γ(i−α+1)∇
iz(k)

(12)
= C

a∇
α,w(k)
k x(k) + ∑n−1

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a

−∑n−1
i=0

0i−α

Γ(i−α+1)∇
i,w(k)x(k).
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The result in Equation (16) follows immediately by combining the above two equations.
Utilizing [28] (Theorem 4), one has

G
a ∇
−α,w(k)
k x(k)

(9)
= w−1(k)G

a ∇−α
k z(k)

= w−1(k)∇nG
a ∇−α−n

k z(k)
= w−1(k)∇nw(k)w−1(k)G

a ∇−α−n
k w(k)x(k)

(10)
= ∇n,w(k)G

a ∇
−α−n,w(k)
k x(k),

which is just (17). The proof is completed.

Theorem 1 presents the basic relation between different fractional differences. Note
that the finite value assumption on ∇i,w(k)x(k) is not necessary for Equation (16). When
w(k) = 1, the tempered case in Theorem 1 reduces to the classical case ([28] Theorem 4, [26]
Theorem 3). Equations (15) and (16) develop the relation between three well-known
differences. Equation (17) implies that the tempered Grünwald–Letnikov sum can be
described in the form of the tempered Riemann–Liouville difference. Notably, the con-
dition of w(k) 6= 0 is very common, and it can be positive or negative, for example,
w(k) = sin

(
kπ − aπ + π

4
)
, k ∈ Na+1.

Theorem 2. For any α ∈ (n− 1, n), n ∈ Z+, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R, one has

G
a ∇

α,w(k)
k

G
a ∇
−α,w(k)
k x(k) =R

a∇
α,w(k)
k

G
a ∇
−α,w(k)
k x(k) = C

a∇
α,w(k)
k

G
a ∇
−α,w(k)
k x(k) = x(k), (18)

G
a ∇
−α,w(k)
k

R
a∇

α,w(k)
k x(k) = x(k)−∑n−1

i=0
(k−a)α−i−1

Γ(α−i)
w(a)
w(k) [

R
a∇

α−i−1,w(k)
k x(k)]k=a, (19)

G
a ∇
−α,w(k)
k

C
a∇

α,w(k)
k x(k) = x(k)−∑n−1

i=0
(k−a)i

i!
w(a)
w(k) [∇

i,w(k)x(k)]k=a. (20)

Proof of Theorem 2. Using [28] (Corollary 1), one has

G
a ∇

α,w(k)
k

G
a ∇
−α,w(k)
k x(k) = w−1(k)G

a ∇α
k

G
a ∇−α

k [w(k)x(k)]
= w−1(k)G

a ∇0
k [w(k)x(k)]

= w−1(k)w(k)x(k)
= x(k).

From Lemma 1 and [28] (Theorem 2), one has

R
a∇

α,w(k)
k

G
a ∇
−α,w(k)
k x(k) = ∇n,w(k)G

a ∇
α−n,w(k)
k

G
a ∇
−α,w(k)
k x(k)

= w−1(k)∇nG
a ∇α−n

k
G
a ∇−α

k [w(k)x(k)]
= w−1(k)∇nG

a ∇−n
k [w(k)x(k)]

= x(k).

Similarly, by using Lemma 1 and [28] (Theorem 4), it follows that

C
a∇

α,w(k)
k

G
a ∇
−α,w(k)
k x(k) = G

a ∇
α−n,w(k)
k ∇n,w(k)G

a ∇
−α,w(k)
k x(k)

= w−1(k)G
a ∇α−n

k ∇nG
a ∇−α

k [w(k)x(k)]
= w−1(k)G

a ∇α−n
k

G
a ∇n−α

k [w(k)x(k)]
= w−1(k)G

a ∇0
k [w(k)x(k)]

= x(k).

Combining the two mentioned equations yields Equation (18).
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Assuming z(k) := w(k)x(k), considering the first order difference with regard to j,
and using ∑k

j=a+1∇ f (j)g(j) = [ f (j)g(j)]j=k
j=a −∑k

j=a+1 f (j− 1)∇g(j), it follows that

G
a ∇
−α,w(k)
k

R
a∇

α,w(k)
k x(k)

= w−1(k)G
a ∇−α

k
R
a∇α

k z(k)

= w−1(k)∑k
j=a+1

(k−j+1)α−1

Γ(α)
R
a∇α

j z(j)

= w−1(k)∑k
j=a+1

(k−j+1)α−1

Γ(α) ∇R
a∇α−1

j z(j)

= w−1(k)[ (k−j)α−1

Γ(α)
R
a∇α−1

j z(j)]j=k
j=a − w−1(k)∑k

j=a+1∇
(k−j)α−1

Γ(α)
R
a∇α−1

j z(j)

= w−1(k) 0α−1

Γ(α)
R
a∇α−1

k z(k)− w−1(k) (k−a)α−1

Γ(α) [Ra∇α−1
k z(k)]k=a

+w−1(k)∑k
j=a+1

(k−j+1)α−2

Γ(α−1) ∇
R
a∇α−2

j z(j)

= w−1(k)∑n−1
i=0

0α−i−1

Γ(α−i)
R
a∇α−i−1

k z(k)− w−1(k)∑n−1
i=0

(k−a)α−i−1

Γ(α−i) [Ra∇α−i−1
k z(k)]k=a

+w−1(k)∑k
j=a+1

(k−j+1)α−n−1

Γ(α−n)
R
a∇α−n

j z(j)

= ∑n−1
i=0

0α−i−1

Γ(α−i)
R
a∇

α−i−1,w(k)
k x(k)−∑n−1

i=0
(k−a)α−i−1

Γ(α−i)
w(a)
w(k) [

R
a∇

α−i−1,w(k)
k x(k)]k=a

+w−1(k)G
a ∇n−α

k
G
a ∇α−n

k z(k)

= w−1(k)G
a ∇0

kz(k)−∑n−1
i=0

(k−a)α−i−1

Γ(α−i)
w(a)
w(k) [

R
a∇

α−i−1,w(k)
k x(k)]k=a,

which implies Equation (19).
For the Caputo case, one has

G
a ∇
−α,w(k)
k

C
a∇

α,w(k)
k x(k) = w−1(k)G

a ∇−α
k

C
a∇α

k z(k)
= w−1(k)G

a ∇−α
k

G
a ∇α−n

k ∇nz(k)
= w−1(k)G

a ∇−n
k ∇

nz(k)

= w−1(k)z(k)− w−1(k)∑n−1
i=0

(k−a)i

i! [∇iz(k)]k=a
(10)
= x(k)−∑n−1

i=0
w(a)
w(k)

(k−a)i

i! [∇i,w(k)x(k)]k=a,

which leads to Equation (20). All of these complete the proof.

Theorem 2 gives the relation between tempered fractional difference and tempered
fractional sum, which can be the generalization of [26] (Corollary 5). These properties can
be adopted to derive the equivalent description of a nabla tempered fractional order system
and calculate the solution.

By recalling Equation (20) and its derivation process, one has

x(k) = ∑n−1
i=0

(k−a)i

i!
w(a)
w(k) [∇

i,w(k)x(k)]k=a + ∑k
j=a+1

(k−j+1)α−1

Γ(α)
w(j)
w(k)

C
a∇

α,w(j)
j x(j)

= ∑n−1
i=0

(k−a)i

i!
w(a)
w(k) [∇

i,w(k)x(k)]k=a + ∑k
j=a+1

(k−j+1)n−1

Γ(n)
w(j)
w(k)∇

n,w(j)x(j),

which can be regarded as the nabla Taylor expansion of x(k) at k = a with summation
reminder. The summation might be the fractional order case G

a ∇
−α,w(k)
k

C
a∇

α,w(k)
k x(k) or the

integer order case G
a ∇
−n,w(k)
k ∇n,w(k)x(k).

In the same way, for any m ∈ Z+, m < α, one has

∇m,w(k)x(k) = ∑n−1
i=m

(k−a)i−m

(i−m)!
w(a)
w(k) [∇

i,w(k)x(k)]k=a + ∑k
j=a+1

(k−j+1)α−m−1

Γ(α−m)
w(j)
w(k)

C
a∇

α,w(k)
j x(j).

From the definition, one can derive that

G
a ∇

n,w(k)
k x(k) = ∇n,w(k)x(k) +

{
∑n

i=k−a (−1)i( n
i )

w(k−i)
w(k) x(k− i), k < a + n,

0, k ≥ a + n,
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where n ∈ Z+, k ∈ Na+1, a ∈ R, and w(k) 6= 0. In other words, G
a ∇

n,w(k)
k x(k) is not always

identical to ∇n,w(k)x(k). To explore more details, the limit of the fractional order case will
be discussed.

Theorem 3. For any x : Na+1 → R, α > 0, k ∈ Na+1, a ∈ R, w : Na+1 → R\{0},
G
a ∇
−α,w(k)
k x(k) is continuous with respect to α and one has

lim
α→0

G
a ∇
−α,w(k)
k x(k) = x(k).

Proof of Theorem 3. By using Equations (6) and (9) and the formula of summation by
parts, it follows that

G
a ∇
−α,w(k)
k x(k) = w−1(k)∑k

j=a+1
(k−j+1)α−1

Γ(α) w(j)x(j)

= −w−1(k)∑k
j=a+1∇

(k−j)α

Γ(α+1)w(j)x(j)

= w−1(k)∑k
j=a+1

(k−j+1)α

Γ(α+1) ∇[w(j)x(j)]− w−1(k)
[ (k−j)α

Γ(α+1)w(j)x(j)
]j=k

j=a

= w−1(k)∑k
j=a+1

(k−j+1)α

Γ(α+1) ∇[w(j)x(j)] + (k−a)α

Γ(α+1)
w(a)
w(k) x(a).

Since (k−j+1)α

Γ(α+1) is continuous with respect to α for any j ∈ Nk
a+1, G

a ∇
−α,w(k)
k x(k) is also

continuous. Due to the fact of lim
α→0

(k−j+1)α

Γ(α+1) = 1, taking the limit for both sides of the above

equation, one has

lim
α→0

G
a ∇
−α,w(k)
k x(k) = w−1(k)∑k

j=a+1∇[w(j)x(j)] + w(a)
w(k) x(a) = x(k).

The proof is thus done.

In a similar way, the following corollary can be developed.

Corollary 1. For any x : Na+1 → R, α ∈ (0, 1), k ∈ Na+1, a ∈ R, w : Na+1 → R\{0},
G
a ∇

α,w(k)
k x(k) is continuous with respect to α and one has

lim
α→0

G
a ∇

α,w(k)
k x(k) = x(k).

Theorem 4. For any x : Na+1−n → R, a ∈ R, n ∈ Z+, α ∈ (n− 1, n), w : Na+1 → R\{0},
C
a∇

α,w(k)
k x(k) and R

a∇
α,w(k)
k x(k), k ∈ Na+1 are continuous with respect to α, and the following

limits hold:
lim
α→n

C
a∇

α,w(k)
k x(k) = ∇n,w(k)x(k), (21)

lim
α→n−1

C
a∇

α,w(k)
k x(k) + w(a)

w(k) [∇
n−1,w(k)x(k)]k=a = ∇n−1,w(k)x(k), (22)

lim
α→n

R
a∇

α,w(k)
k x(k) = ∇n,w(k)x(k), (23)

lim
α→n−1

R
a∇

α,w(k)
k x(k) = ∇n−1,w(k)x(k). (24)

Proof of Theorem 4. Assume z(k) := w(k)x(k). The formula of summation by parts gives
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C
a∇

α,w(k)
k x(k) = w−1(k)C

a∇α
k z(k)

= w−1(k)∑k
j=a+1

(k−j+1)n−α−1

Γ(n−α)
∇nz(j)

= −w−1(k)∑k
j=a+1∇

(k−j)n−α

Γ(n−α+1)∇
nz(j)

= w−1(k)∑k
j=a+1

(k−j+1)n−α

Γ(n−α+1) ∇
n+1z(j) + w−1(k) (k−a)n−α

Γ(n−α+1) [∇
nz(k)]k=a.

Note that (k−j+1)n−α−1

Γ(n−α)
is continuous regarding α for any j ∈ Nk

a+1 k ∈ Na+1; (k−a)n−α

Γ(n−α+1)

is also continuous regarding α for any k ∈ Na+1. Therefore, C
a∇

α,w(k)
k x(k) is also continuous.

Due to the continuity of (k−a)i−α

Γ(i−α+1) with respect to α, i = 0, 1, · · · , n − 1, ∀k ∈ Na+1 and

the fact R
a∇

α,w(k)
k x(k) = C

a∇
α,w(k)
k x(k) + ∑n−1

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a, R
a∇

α,w(k)
k x(k) is

continuous with respect to α.
Taking the limit for α→ n and using Γ(−z) = ∞, z ∈ N, one has

lim
α→n

C
a∇

α,w(k)
k x(k) = lim

α→n
w−1(k)∑k

j=a+1
(k−j+1)n−α

Γ(n−α+1) ∇
n+1z(j)

+ lim
α→n

w−1(k) (k−a)n−α

Γ(n−α+1) [∇
nz(k)]k=a

= w−1(k)∑k
j=a+1 lim

α→n
(k−j+1)n−α

Γ(n−α+1) ∇
n+1z(j)

+w−1(k) lim
α→n

(k−a)n−α

Γ(n−α+1) [∇
nz(k)]k=a

= w−1(k)∑k
j=a+1∇n+1z(j) + w−1(k)[∇nz(k)]k=a

= w−1(k)∇nz(k)− w−1(k)[∇nz(k)]k=a + w−1(k)[∇nz(k)]k=a
= w−1(k)∇nz(k) = ∇n,w(k)x(k).

For the case of α→ n− 1, it follows that

lim
α→n−1

C
a∇

α,w(k)
k x(k) = lim

α→n−1
{w−1(k)∑k

j=a+1
(k−j+1)n−α−1

Γ(n−α)
∇nz(j)}

= w−1(k)∑k
j=a+1 lim

α→n−1

(k−j+1)n−α−1

Γ(n−α)
∇nz(j)

= w−1(k)∑k
j=a+1∇nz(j)

= w−1(k)∇n−1z(k)− w−1(k)[∇n−1z(k)]k=a

= ∇n−1,w(k)x(k)− w(a)
w(k) [∇

n−1,w(k)x(k)]k=a,

which smoothly leads to (23).
For any k ∈ Na+1, the following limit can be obtained:

lim
α→n

∑n−1
i=0

(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a = ∑n−1
i=0

Γ(k−a+i−n)
Γ(i−n+1)Γ(k−a)

w(a)
w(k) [∇

i,w(k)x(k)]k=a = 0.

On this basis, one has the following equation for k ∈ Na+1:

lim
α→n

R
a∇

α,w(k)
k x(k) = lim

α→n
C
a∇

α,w(k)
k x(k) + lim

α→n
∑n−1

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a

= ∇n,w(k)x(k).

Similarly, for any k ∈ Na+1, it follows that
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lim
α→n−1

R
a∇

α,w(k)
k x(k) = lim

α→n−1
w−1(k)∑k

j=a+1
(k−j+1)n−α−1

Γ(n−α)
∇nz(j)

+ lim
α→n−1

w−1(k)∑n−1
i=0

(k−a)i−α

Γ(i−α+1) [∇
iz(k)]k=a

= w−1(k)∑k
j=a+1∇nz(j) + w−1(k)[∇n−1z(k)]k=a

= w−1(k)∇n−1z(k)
= ∇n−1,w(k)x(k).

Equation (24) is proved.

Theorem 4 can be viewed as the generalization of [29] (page 781) and [23] (Theorem 3.63).
Note that α ∈ (n − 1, n), the adopted limit is the unilateral limit. When w(k) = 1,
Equations (23) and (24) reduce to the traditional nabla case in [23] (Theorem 3.63). Us-
ing Theorem 4, the range of α for R

a∇
α,w(k)
k x(k) can be extended as [n− 1, n], and the range

of α for C
a∇

α,w(k)
k x(k) should be (n− 1, n].

Theorem 5. For x, xi : Nb
a+1 → R, i ∈ Z+, if {xi} converges uniformly to x, then for any α > 0,

k, b ∈ Na+1, a ∈ R, w : Na+1 → R+ or w : Na+1 → R−, one has

lim
i→+∞

G
a ∇
−α,w(k)
k xi(k) = G

a ∇
−α,w(k)
k x(k). (25)

Proof of Theorem 5. Due to the given condition on uniform convergence, one obtains that
for any ε > 0, there exists N ∈ Z+, such that |xi(k)− x(k)| < ε, for any i > N, k ∈ Nb

a+1.

Assuming w : Na+1 → R+, κ := max
k

G
a ∇
−α,w(k)
k 1 and ε := εκ, then for any i > N, one has

|Ga ∇
−α,w(k)
k xi(k)− G

a ∇
−α,w(k)
k x(k)| = |w−1(k)∑k

j=a+1
(k−j+1)α−1

Γ(α) w(j)[xi(j)− x(j)]|

≤ w−1(k)∑k
j=a+1

(k−j+1)α−1

Γ(α) w(j)|xi(j)− x(j)|

≤ εw−1(k)∑k
j=a+1

(k−j+1)α−1

Γ(α) w(j)
≤ εκ = ε,

which implies Equation (25). By applying Lemma 2, it follows that Equation (25) still holds
for w : Na+1 → R−.

Theorem 5 is inspired by [30] (Theorem 4), which can be used to find the limit of
G
a ∇
−α,w(k)
k xi(k) as i → +∞ and estimate the value of G

a ∇
−α,w(k)
k x(k). Different from the

previous theorems, w(k) in Theorem 5 is assumed to be finite positive or finite negative.

3.2. Nabla Taylor Formula

In this part, some properties regarding the nabla Taylor formula and the nabla Taylor
series of the nabla tempered fractional difference/sum will be developed. To this end,
a useful lemma is given first.

Lemma 4. ([23] Theorem 3.48) For any x : Na−K−1 → R, a ∈ R, K ∈ N, k ∈ Nb
a, one has

x(k) = ∑K
i=0

(k−a)i

i! [∇ix(k)]k=a + ∑k
j=a+1

(k−j+1)K

K! ∇K+1x(j), (26)

which can be regarded as the nabla Taylor formula of x(k) expanded at the initial instant k = a.
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Theorem 6. For any x : Na−K−1 → R, a ∈ R, K ∈ N, n ∈ Z+, K > n, w : Na+1 → R\{0},
k ∈ Na+1, one has

∇n,w(k)x(k) = ∑K
i=n

(k−a)i−n

(i−n)!
w(a)
w(k) [∇

i,w(k)x(k)]k=a

+∑k
j=a+1

(k−j+1)K−n

Γ(K−n)!
w(j)
w(k)∇

K+1,w(j)x(j).
(27)

For any x : Na−K−1 → R, a ∈ R, K ∈ N, α ∈ R\Z+, w : Na+1 → R\{0}, k ∈ Na+1,
one has

G
a ∇

α,w(k)
k x(k) = ∑K

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a

+∑k
j=a+1

(k−j+1)K−α

Γ(K−α+1)
w(j)
w(k)∇

K+1,w(j)x(j).
(28)

For any x : Na−K−1 → R, a ∈ R, K ∈ N, α ∈ (n− 1, n), n ∈ Z+, w : Na+1 → R\{0},
k ∈ Na+1, one has

R
a∇

α,w(k)
k x(k) = ∑K

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a

+∑k
j=a+1

(k−j+1)K−α

Γ(K−α+1)
w(j)
w(k)∇

K+1,w(j)x(j).
(29)

For any x : Na−K−1 → R, a ∈ R, K ∈ N, α ∈ (n− 1, n), n ∈ Z+, K > n, w : Na+1 →
R\{0}, k ∈ Na+1, one has

C
a∇

α,w(k)
k x(k) = ∑K

i=n
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a

+∑k
j=a+1

(k−j+1)K−α

Γ(K−α+1)
w(j)
w(k)∇

K+1,w(j)x(j).
(30)

Proof of Theorem 6. Letting z(k) := w(k)x(k), using Lemma 4, one has

z(k) = TK(k) + RK(k),

where TK(k) := ∑K
i=0

(k−a)i

i! [∇iz(k)]k=a and RK(k) := ∑k
j=a+1

(k−j+1)K

K! ∇K+1z(j) =
G
a ∇
−(K+1)
k ∇K+1z(k).

In the same way, ∑k
j=a+1∇ f (j)g(j) = [ f (j)g(j)]j=k

j=a −∑k
j=a+1 f (j− 1)∇g(j) leads to

∇nTK(k) = ∑K
i=0∇n (k−a)i

i! [∇iz(k)]k=a

= ∑K
i=n

(k−a)i−n

(i−n)! [∇iz(k)]k=a,

∇nRK(k) = ∇n−1∇∑k
j=a+1

(k−j+1)K

K! ∇K+1z(j)

= ∇n−1 ∑k
j=a+1∇

(k−j+1)K

K! ∇K+1z(j) +∇n−1[ (k−j)K

K! ∇K+1z(j)
]

j=k

= ∇n−1 ∑k
j=a+1

(k−j+1)K−1

(K−1)! ∇
K+1z(j) + 0K

K!∇K+nz(k)

= ∑k
j=a+1

(k−j+1)K−n

(K−n)! ∇
K+1z(j) + ∑n

j=1
0K+n−j

(K+n−j)!∇
K+jz(k)

= ∑k
j=a+1

(k−j+1)K−n

(K−n)! ∇
K+1z(j).

Using the above equations, one has

∇n,w(k)x(k) = w−1(k)∇nz(k)
= w−1(k)∇nTK(k) + w−1(k)∇nRK(k)

= ∑K
i=n

(k−a)i−n

(i−n)!
w(a)
w(k) [∇

i,w(k)x(k)]k=a + ∑k
j=a+1

(k−j+1)K−n

(K−n)!
w(j)
w(k)∇

K+1,w(j)x(j),

which confirms Equation (27).



Fractal Fract. 2023, 7, 330 12 of 27

In a similar way, one has

G
a ∇

α,w(k)
k x(k) = w−1(k)G

a ∇α
k z(k)

= w−1(k)G
a ∇α

k TK(k) + w−1(k)G
a ∇α

k RK(k)

= w−1(k)∑K
i=0

G
a ∇α

k
(k−a)i

i! [∇iz(k)]k=a + w−1(k)G
a ∇α

k
G
a ∇
−(K+1)
k ∇K+1z(k)

= w−1(k)∑K
i=0

(k−a)i−α

Γ(i−α+1) [∇
iz(k)]k=a + w−1(k)G

a ∇
α−(K+1)
k ∇K+1z(k)

= ∑K
i=0

(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a + ∑k
j=a+1

(k−j+1)K−α

Γ(K−α+1)
w(j)
w(k)∇

K+1,w(j)x(j),

R
a∇

α,w(k)
k x(k) = w−1(k)R

a∇α
k z(k)

= w−1(k)∇nG
a ∇α−n

k TK(k) + w−1(k)∇nG
a ∇α−n

k RK(k)

= w−1(k)∇n ∑K
i=0

(k−a)i−α+n

Γ(i−α+n+1) [∇
iz(k)]k=a + w−1(k)∇nG

a ∇α−n−K−1
k ∇K+1z(k)

= w−1(k)∑K
i=0

(k−a)i−α

Γ(i−α+1) [∇
iz(k)]k=a + w−1(k)G

a ∇
α−(K+1)
k ∇K+1z(k)

= ∑K
i=0

(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a + ∑k
j=a+1

(k−j+1)K−α

Γ(K−α+1)
w(j)
w(k)∇

K+1,w(j)x(j),

C
a∇

α,w(k)
k x(k) = w−1(k)C

a∇α
k z(k)

= w−1(k)G
a ∇α−n

k ∇nTK(k) + w−1(k)G
a ∇α−n

k ∇nRK(k)

= w−1(k)G
a ∇α−n

k ∑K
i=n

(k−a)i−n

(i−n)! [∇iz(k)]k=a

+w−1(k)G
a ∇α−n

k ∑k
j=a+1

(k−j+1)K−n

(K−n)! ∇
K+1z(j)

= w−1(k)∑K
i=n

G
a ∇α−n

k
(k−a)i−n

(i−n)! [∇iz(k)]k=a

+w−1(k)G
a ∇α−n

k
G
a ∇
−(K−n+1)
k ∇K+1z(k)

= w−1(k)∑K
i=n

(k−a)i−α

Γ(i−α+1) [∇
iz(k)]k=a + w−1(k)G

a ∇
α−(K+1)
k ∇K+1z(k)

= ∑K
i=n

(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a + ∑k
j=a+1

(k−j+1)K−α

Γ(K−α+1)
w(j)
w(k)∇

K+1,w(j)x(j).

All of these complete the proof.

Typically, Theorem 6 provides the nabla Taylor formula of the nabla tempered frac-
tional difference/sum expanded at the initial instant, which can be regarded as the gen-
eralization of [26] (Corollary 1). Theorem 6 can be adopted to derive some properties of
nabla tempered fractional calculus and calculate the value for given function. For example,
Theorems 1–4 can be derived accordingly. To discuss the nabla Taylor series expanded at
the initial instant, Za := {· · · , a− 2, a− 1, a, a + 1, a + 2, · · · } is introduced first.

Definition 6. ([23] Definition 3.49) For x : Za → R, if the following equation holds for k ∈ Na

x(k) = ∑+∞
i=0

(k−a)i

i! [∇ix(k)]k=a, (31)

then Equation (31) is called the nabla Taylor series of x expanded at k = a.

Theorem 7. If w(k)x(k) can be expanded as a nabla Taylor series at k = a, where x : Za → R,
w : Za → R\{0}, then for any n ∈ Z+, k ∈ Na+1, a ∈ R, one has

∇n,w(k)x(k) = ∑+∞
i=n

(k−a)i−n

(i−n)!
w(a)
w(k) [∇

i,w(k)x(k)]k=a. (32)

If w(k)x(k) can be expanded as a nabla Taylor series at k = a, where x : Za → R, w : Za → R\{0},
then for any α ∈ R\Z+, k ∈ Na+1, a ∈ R, one has

G
a ∇

α,w(k)
k x(k) = ∑+∞

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a. (33)
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If w(k)x(k) can be expanded as a nabla Taylor series at k = a, where x : Za → R, w : Za →
R\{0}, then for any α ∈ (n− 1, n), n ∈ Z+, k ∈ Na+1, a ∈ R, one has

R
a∇

α,w(k)
k x(k) = ∑+∞

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a. (34)

If w(k)x(k) can be expanded as a nabla Taylor series at k = a, where x : Za → R, w : Za →
R\{0}, then for any α ∈ (n− 1, n), n ∈ Z+, k ∈ Na+1, a ∈ R, one has

C
a∇

α,w(k)
k x(k) = ∑+∞

i=n
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a. (35)

Proof of Theorem 7. Using Definition 6 and a similar method as Theorem 6, the proof can
be completed immediately.

Sometimes, x is called analytic, as in [30] (Theorem 11, Theorem 12). In this
condition, lim

K→+∞
RK(k) = 0, as in [23] (Theorem 3.50). When α = 0 in Equation (33), it

follows that
x(k) = ∑+∞

i=0
(k−a)i

i!
w(a)
w(k) [∇

i,w(k)x(k)]k=a,

which reduces to Equation (31) when w(k) = 1. To discuss the nabla Taylor formula ex-
panded at the future instant k = b, a new set is introduced here: Nb

a := {a, a+ 1, a+2, · · · , b}.

Lemma 5. ([26] Theorem 1) For any x : Na−K−1 → R, a ∈ R, K ∈ N, k ∈ Nb
a, K < b− k + 1,

one has
x(k) = ∑K

i=0
(k−b)i

i! [∇ix(k)]k=b −∑b
j=k+1

(k−j+1)K

K! ∇K+1x(j), (36)

which can be regarded as the nabla Taylor formula of x expanded at the future instant k = b.

Theorem 8. For any x : Na−K−1 → R, a ∈ R, K ∈ N, α ∈ R\Z+, w : Na+1 → R\{0},
k ∈ Na+1, one has

G
a ∇

α,w(k)
k x(k) = ∑K

i=0 (
α
i )

(k−a−i)i−α

Γ(i−α+1) ∇
i,w(k)x(k)

−∑k
i=a+2

w(i)
w(k)∇

K+1,w(i)x(i)∑i
j=a+2

(k−j+2)−α−1

Γ(−α)
(j−i)K

K! .
(37)

For any x : Na−K−1 → R, a ∈ R, K ∈ N, α ∈ (n− 1, n), n ∈ Z+, w : Na+1 → R\{0},
k ∈ Na+1, one has

R
a∇

α,w(k)
k x(k) = ∑K

i=0 (
α
i )

(k−a−i)i−α

Γ(i−α+1) ∇
i,w(k)x(k)

−∑k
i=a+2

w(i)
w(k)∇

K+1,w(i)x(i)∑i
j=a+2

(k−j+2)−α−1

Γ(−α)
(j−i)K

K! .
(38)

For any x : Na−K−1 → R, a ∈ R, K ∈ N, K ≥ n, n ∈ Z+, α ∈ (n− 1, n), w : Na+1 →
R\{0}, k ∈ Na+1, one has

C
a∇

α,w(k)
k x(k) = ∑K

i=n
( α−n

i−n
) (k−a−i+n)i−α

Γ(i−α+1) ∇
i,w(k)x(k)

−∑k
i=a+2

w(i)
w(k)∇

K+1,w(i)x(i)∑i
j=a+2

(k−j+2)n−α−1

Γ(n−α)
(j−i)K−n

(K−n)! .
(39)

Proof of Theorem 8. Letting z(k) := w(k)x(k), using Lemma 5, one has

z(j) = TK(j)− RK(j),

where TK(k) := ∑K
i=0

(j−k)i

i! ∇
iz(k), RK(j) := ∑k

i=j+1
(j−i+1)K

K! ∇K+1z(i), k, j ∈ Na+1, j ≤ k,
K < k− j + 1.



Fractal Fract. 2023, 7, 330 14 of 27

Taking the first order difference with respect to j, one has−∇ (k−j−i)i−α

Γ(i−α+1) = (k−j+1−i)i−α−1

Γ(i−α)

and then

G
a ∇α

k TK(k) = ∑k
j=a+1

(k−j+1)−α−1

Γ(−α)
TK(j)

= ∑K
i=0

1
Γ(−α)i!∇

iz(k)∑k
j=a+1 (k− j + 1)−α−1(j− k)i

= ∑K
i=0

1
Γ(−α)i!∇

iz(k)∑k
j=a+1

Γ(k−j−α)Γ(j−k+i)
Γ(k−j+1)Γ(j−k)

= ∑K
i=0

(−1)i

Γ(−α)i!∇
iz(k)∑k

j=a+1
Γ(k−j−α)

Γ(k−j+1−i)

= ∑K
i=0 (

α
i )∇iz(k)∑k

j=a+1
(k−j+1−i)i−α−1

Γ(i−α)

= −∑K
i=0 (

α
i )∇iz(k)∑k

j=a+1∇
(k−j−i)i−α

Γ(i−α+1)

= ∑K
i=0 (

α
i )∇iz(k)

[ (k−a−i)i−α

Γ(i−α+1) −
(−i)i−α

Γ(i−α+1)

]
= ∑K

i=0 (
α
i )

(k−a−i)i−α

Γ(i−α+1) ∇
iz(k)

= w(k)∑K
i=0 (

α
i )

(k−a−i)i−α

Γ(i−α+1) ∇
i,w(k)x(k),

G
a ∇α

k RK(k) = ∑k
j=a+1

(k−j+1)−α−1

Γ(−α)
RK(j)

= ∑k
j=a+2

(k−j+2)−α−1

Γ(−α) ∑k
i=j

(j−i)K

K! ∇K+1z(i)

= ∑k
i=a+2∇K+1z(i)∑i

j=a+2
(k−j+2)−α−1

Γ(−α)
(j−i)K

K!

= w(k)∑k
i=a+2

w(i)
w(k)∇

K+1,w(i)x(i)∑i
j=a+2

(k−j+2)−α−1

Γ(−α)
(j−i)K

K! .

To sum up, the following equations can be derived as

G
a ∇

α,w(k)
k x(k) = w−1(k)G

a ∇α
k TK(k) + w−1(k)G

a ∇α
k RK(k)

= ∑K
i=0 (

α
i )

(k−a−i)i−α

Γ(i−α+1) ∇
i,w(k)x(k)

+∑k
i=a+2

w(i)
w(k)∇

K+1,w(i)x(i)∑i
j=a+2

(k−j+2)−α−1

Γ(−α)
(j−i)K

K! .

From Theorem 1, one has R
a∇

α,w(k)
k x(k) = G

a ∇
α,w(k)
k x(k). Therefore, the result in

Equation (38) can be derived for any α ∈ (n− 1, n), n ∈ Z+.

Using Lemma 5, one has ∇nz(j) = ∑K−n
i=0

(j−k)i

i! ∇
i+nz(k) + ∑k

i=j+1
(j−i+1)K−n

(K−n)! ∇
K+1z(i).

In the same way, Equation (37) leads to

C
a∇

α,w(k)
k x(k) = w−1(k)G

a ∇α−n
k ∇nz(k)

= w−1(k)∑k
j=a+1

(k−j+1)n−α−1

Γ(n−α)
∇nz(j)

= ∑K−n
i=0 ( α−n

i ) (k−a−i)i−α+n

Γ(i−α+n+1) ∇
i+n,w(k)x(k)

−∑k
i=a+2

w(i)
w(k)∇

K+1,w(i)x(i)∑i
j=a+2

(k−j+2)n−α−1

Γ(n−α)
(j−i)K−n

(K−n)!

= ∑K
i=n
( α−n

i−n
) (k−a−i+n)i−α

Γ(i−α+1) ∇
i,w(k)x(k)

−∑k
i=a+2

w(i)
w(k)∇

K+1,w(i)x(i)∑i
j=a+2

(k−j+2)n−α−1

Γ(n−α)
(j−i)K−n

(K−n)! .

The proof is completed.

Notably, z(k) is expanded after substituting in the definition of the nabla tempered
difference/sum in Theorem 8, whereas z(k) is expanded before substituting in the definition
of the nabla tempered difference/sum in Theorem 6. The nabla Taylor formula in Theorem 8
is expanded at the current instant k, and the nabla Taylor formula in Theorem 6 is expanded
at the initial instant a.

Similar to Definition 6, the nabla Taylor series expanded at the future instant is
provided here.
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Definition 7. ([26] Definition 5) For x : Za → R, if the following equation holds for k ∈ Nb
a+1:

x(k) = ∑+∞
i=0

(k−b)i

i! [∇ix(k)]k=b, (40)

then Equation (40) is called the nabla Taylor series of x at k = b.

Note that when i > b − k, one has (k− b)i = (−1)i Γ(b−k+1)
Γ(b−k−i+1) = 0. Consequently,

Equation (40) can be simplified as x(k) = ∑b−k
i=0

(k−b)i

i! [∇ix(k)]k=b. For convenience, it is still
called the nabla Taylor series.

Lemma 6. ([21] Lemma 7.5) For x : Za → R, k, j ∈ Na+1, k ≥ j, one has

x(j) = ∑
k−j
i=0

(j−k)i

i! ∇
ix(k). (41)

Proof of Lemma 6. Defining the identity operator I, i.e., Ix(k) = x(k), then one has
x(k− 1) = x(k)−∇x(k) = (I −∇)x(k). In a similar way, one has

x(j) = (I −∇)k−jx(k)
= ∑

k−j
i=0 (−1)i( k−j

i

)
∇ix(k)

= ∑
k−j
i=0 (−1)i (k−j−i+1)i

i! ∇ix(k)
= ∑

k−j
i=0 (−1)i Γ(k−j+1)

i!Γ(k−j−i+1)∇
ix(k)

= ∑
k−j
i=0

Γ(j−k+i)
i!Γ(j−k) ∇

ix(k)

= ∑
k−j
i=0

(j−k)i

i! ∇
ix(k),

which completes the proof.

Lemma 6 shows that x : Za → R can be expanded as a nabla Taylor series at j = k as
in Equation (40) without strict conditions, which makes it more practical.

Theorem 9. For any x : Za → R, α ∈ R\Z+, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R, one has

G
a ∇

α,w(k)
k x(k) = ∑k−a−1

i=0

(
α
i
) (k−a−i)i−α

Γ(i−α+1) ∇
i,w(k)x(k). (42)

For any x : Za → R, α ∈ (n− 1, n), n ∈ Z+, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R,
one has

R
a∇

α,w(k)
k x(k) = ∑k−a−1

i=0

(
α
i
) (k−a−i)i−α

Γ(i−α+1) ∇
i,w(k)x(k). (43)

For any x : Za → R, α ∈ (n− 1, n), n ∈ Z+, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R,
one has

C
a∇

α,w(k)
k x(k) = ∑k−a−1+n

i=n
( α−n

i−n
) (k−a−i+n)i−α

Γ(i−α+1) ∇
i,w(k)x(k). (44)

Proof of Theorem 9. Letting z(k) := w(k)x(k), Lemma 6 gives

z(j) = ∑
k−j
i=0

(j−k)i

i! ∇
iz(k).

Using ∑k
j=a+1 ∑

k−j
i=0 = ∑k−a−1

i=0 ∑k−i
j=a+1 , Γ(θ)Γ(1− θ) = π

sin(πθ)
and the basic definition,

it follows that
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G
a ∇

α,w(k)
k x(k) = w−1(k)G

a ∇α
k z(k)

= w−1(k)∑k
j=a+1

(k−j+1)−α−1

Γ(−α) ∑
k−j
i=0

(j−k)i

i! ∇
iz(k)

= w−1(k)∑k−a−1
i=0

1
i!Γ(−α)

∇iz(k)∑k−i
j=a+1 (j− k)i(k− j + 1)−α−1

= ∑k−a−1
i=0

1
i!Γ(−α)

∇i,w(k)x(k)∑k−i
j=a+1

Γ(j−k+i)
Γ(j−k)

Γ(k−j−α)
Γ(k−j+1)

= ∑k−a−1
i=0

(−1)i

i!Γ(−α)
∇i,w(k)x(k)∑k−i

j=a+1
Γ(k−j−α)

Γ(1−j+k−i)

= ∑k−a−1
i=0

(
α
i
)
∇i,w(k)z(k)∑k−i

j=a+1
(k−j+1−i)i−α−1

Γ(i−α)

= −∑k−a−1
i=0

(
α
i
)
∇i,w(k)x(k)∑k−i

j=a+1∇
(k−j−i)i−α

Γ(i−α+1)

= ∑k−a−1
i=0

(
α
i
)
∇i,w(k)x(k)

[ (k−a−i)i−α

Γ(i−α+1) −
0i−α

Γ(i−α+1)

]
= ∑k−a−1

i=0

(
α
i
) (k−a−i)i−α

Γ(i−α+1) ∇
i,w(k)x(k),

which is just Equation (42). With the help of R
a∇

α,w(k)
k x(k) = G

a ∇
α,w(k)
k x(k) in Theorem 1,

the result in Equation (43) can be derived for any α ∈ (n− 1, n), n ∈ Z+.
From the definition of Caputo tempered fractional difference and the proved result in

Equation (43), it follows that

C
a∇

α,w(k)
k x(k) = G

a ∇
α−n,w(k)
k ∇n,w(k)x(k)

= ∑k−a−1
i=0

(
α−n

i
) (k−a−i)i−α+n

Γ(i−α+n+1) ∇
i+n,w(k)x(k)

= ∑k−a−1+n
i=n

( α−n
i−n
) (k−a−i+n)i−α

Γ(i−α+1) ∇
i,w(k)x(k).

The proof is complete.

Using Lemma 6, one has z(k− j) = ∑
j
i=0

(−j)i

i! ∇
iz(k). In the same way, one has

∇n,w(k)x(k) = w−1(k)∇nz(k)
= w−1(k)∑n

j=0 (−1)j( n
j
)
z(k− j)

= w−1(k)∑n
j=0 (−1)j( n

j
)

∑
j
i=0

(−j)i

i! ∇
iz(k)

= ∑n
i=0∇i,w(k)x(k)∑n

j=i (−1)j( n
j
) (−j)i

i!

= ∑n
i=0
( n

i
)
∇i,w(k)x(k)∑n

j=i
(1−i+j)i−n−1

Γ(i−n)

= ∑n
i=0
( n

i
)
∇i,w(k)x(k)∑n

j=i∇
(1−i+j)i−n

Γ(i−n+1)

= ∑n
i=0
( n

i
)
∇i,w(k)x(k)

[ (1−i+n)i−n

Γ(i−n+1) −
0i−n

Γ(i−n+1)

]
= ∇n,w(k)x(k),

which means that similar representation in Equation (32) does not hold. The result od
Equation (27) can also be discussed in a similar way. It is the main reason that the expansion
of ∇n,w(k)x(k) is considered in Theorems 6 and 7 while not discussed in Theorems 8 and 9.
Notably, the main value of the nabla Taylor formula and the nabla Taylor series is that
they allow us to approximate the nabla tempered fractional difference/sum using a finite
number of terms. This can be useful in situations where it is difficult or impossible to
calculate the function exactly, but where an approximate value is sufficient. Additionally,
the developed results can be adopted in analytical analysis.

Theorem 10. For any f , g : Za → R, n ∈ Z+, w : Na+1 → R\{0}, k ∈ Na+1, one has

∇n,w(k){ f (k)g(k)} = ∑n
i=0
( n

i
)
∇i,w(k) f (k)∇n−ig(k− i). (45)
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For any α ∈ R\Z+, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R, one has

G
a ∇

α,w(k)
k { f (k)g(k)} = ∑k−a−1

i=0

(
α
i
)
∇i,w(k) f (k)G

a ∇α−i
k−i g(k− i). (46)

For any α ∈ (n− 1, n), n ∈ Z+, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R, one has

R
a∇

α,w(k)
k { f (k)g(k)} = ∑k−a−1

i=0

(
α
i
)
∇i,w(k) f (k)G

a ∇α−i
k−i g(k− i). (47)

For any α ∈ (n− 1, n), n ∈ Z+, w : Na+1 → R\{0}, k ∈ Na+1, a ∈ R, one has

C
a∇

α,w(k)
k { f (k)g(k)} = ∑k−a−1

i=0

(
α
i
)
∇i,w(k) f (k)G

a ∇α−i
k−i g(k− i)− R, (48)

where R = ∑n−1
j=0 ∑n−1

i=j
( i

j
) (k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

j,w(k) f (k)∇i−jg(k− j)]k=a.

Proof of Theorem 10. Using the nabla Leibniz rule in [21] (Theorem 7.1), one has

∇n,w(k){ f (k)g(k)} = w−1(k)∇n{w(k) f (k)g(k)}
= w−1(k)∑n

i=0
( n

i
)
∇i{w(k) f (k)}∇n−ig(k− i)

= ∑n
i=0
( n

i
)
∇i,w(k) f (k)∇n−ig(k− i),

which is just Equation (45).
Using Equations (42) and (45), one has

G
a ∇

α,w(k)
k { f (k)g(k)} = ∑k−a−1

j=0

( α
j
) (k−a−j)j−α

Γ(j−α+1) ∇
j,w(k) f (k)g(k)

= ∑k−a−1
j=0

( α
j
) (k−a−j)j−α

Γ(j−α+1) ∑
j
i=0

( j
i

)
∇i,w(k) f (k)∇j−ig(k− i).

Applying ∑k−a−1
j=0 ∑

j
i=0 = ∑k−a−1

i=0 ∑k−a−1
j=i and

( α
j+i
)( j+i

i

)
=
(

α
i
)( α−i

j
)
, it follows that

G
a ∇

α,w(k)
k { f (k)g(k)} = ∑k−a−1

i=0 ∑k−a−1
j=i

( α
j
)( j

i

)
∇i,w(k) f (k)∇j−ig(k− i) (k−a−j)j−α

Γ(j−α+1)

= ∑k−a−1
i=0 ∑k−a−1−i

j=0

( α
j+i
)( j+i

i

)
∇i,w(k) f (k)∇jg(k− i) (k−a−j−i)j+i−α

Γ(j+i−α+1)

= ∑k−a−1
i=0

(
α
i
)
∇i,w(k) f (k)∑k−i−a−1

j=0

( α−i
j
)
∇jg(k− i) (k−a−j−i)j+i−α

Γ(j+i−α+1)

= ∑k−a−1
i=0

(
α
i
)
∇i,w(k) f (k)G

a ∇α−i
k−i g(k− i).

Due to the relation between Equations (42) and (43), it is not difficult to derive
Equation (47) as we derived Equation (46).

Using Equation (16), one has

C
a∇

α,w(k)
k { f (k)g(k)} = R

a∇
α,w(k)
k { f (k)g(k)} −∑n−1

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k){ f (k)g(k)}]k=a

= ∑k−a−1
i=0

(
α
i
)
∇i,w(k) f (k)G

a ∇α−i
k−i g(k− i)

−∑n−1
i=0 ∑i

j=0
( i

j
) (k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

j,w(k) f (k)∇i−jg(k− j)]k=a

= ∑k−a−1
i=0

(
α
i
)
∇i,w(k) f (k)G

a ∇α−i
k−i g(k− i)

−∑n−1
j=0 ∑n−1

i=j
( i

j
) (k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

j,w(k) f (k)∇i−jg(k− j)]k=a,

which confirms the correctness of Equation (48).

Theorem 11. For any x : Na+1−n → R, α ∈ (n− 1, n), n ∈ Z+, k ∈ Na+1, a ∈ R, w : Na+1 →
R\{0}, one has

lim
k→+∞

[Ra∇
α,w(k)
k x(k)− C

a∇
α,w(k)
k x(k)] = 0, (49)

lim
a→−∞

[Ra∇
α,w(k)
k x(k)− C

a∇
α,w(k)
k x(k)] = 0. (50)
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Proof of Theorem 11. Using the fact that R
a∇

α,w(k)
k x(k) = C

a∇
α,w(k)
k x(k) +∑n−1

i=0
(k−a)i−α

Γ(i−α+1)
w(a)
w(k)

[∇i,w(k)x(k)]k=a, lim
p→+∞

pq

pq = 1 and the boundedness of w(k), [∇i,w(k)x(k)]k=a, it follows that

lim
k→+∞

∑n−1
i=0

(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a = 0,

lim
a→−∞

∑n−1
i=0

(k−a)i−α

Γ(i−α+1)
w(a)
w(k) [∇

i,w(k)x(k)]k=a = 0.

On this basis, the desired results in Equations (49) and (50) can be developed.

Theorem 10 gives the Leibniz rule for nabla tempered fractional calculus. Theorem 11
presents the equivalent relation between the Riemann–Liouville difference and the Caputo
difference. They are the applications of the developed nabla Taylor formula/series. In the
same way, different properties can be built. To keep it simple, the extension will not be
discussed here.

3.3. Nabla Laplace Transform

In this section, the nabla Laplace transform of nabla tempered fractional calculus will
be developed. To achieve it, the basic definition will be provided here.

Definition 8. ([23] Theorem 3.65) For x : Na+1 → R, its nabla Laplace transform is defined by

Na{x(k)} := ∑+∞
j=1 (1− s)j−1x(j + a), (51)

where s ∈ C.

From the existing results in [23,27], it can be observed that the region of convergence
for the infinite series in Equation (51) is not empty.

Theorem 12. If the nabla Laplace transform of x : Na+1 → R converges for |s− 1| < r, r > 0,
then for any α ∈ R\Z+, λ 6= 1, one has

Na
{G

a ∇α,λ
k x(k)

}
=
( s−λ

1−λ

)α
Na{x(k)}, (52)

where |s− 1| < min{r, |1− λ|}.

Proof of Theorem 12. Letting X(s) := Na{x(k)}, the nabla Laplace transform of
(1− λ)k−ax(k) can be calculated as

Na{(1− λ)k−ax(k)} = ∑+∞
k=1 (1− λ)kx(k + a)(1− s)k−1

= (1− λ)∑+∞
k=1 x(k + a)[1− (s + λ− λs)]k−1

= (1− λ)X(s + λ− λs),

where the region of convergence satisfies |s− 1| < |1− λ|−1r.
Using [27] (Lemma 4, Lemma 6, Theorem 14), one has

Na
{G

a ∇α
k [(1− λ)k−ax(k)]

}
= Na

{ (k−a)−α−1

Γ(−α)
∗ [(1− λ)k−ax(k)]

}
= Na

{ (k−a)−α−1

Γ(−α)

}
Na{(1− λ)k−ax(k)}

= (1− λ)sαX(s + λ− λs),

where |s− 1| < min{1, |1− λ|−1r} and the convolution operation f (k) ∗ g(k) := ∑k
j=a+1

f (k + a + 1− j)g(j).
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With the help of [27] (Theorem 5), one has

Na
{G

a ∇α,λ
k x(k)

}
= 1

1−λNa
{G

a ∇α
k [(1− λ)k−ax(k)]

}
s= s−λ

1−λ

=
( s−λ

1−λ

)αX
( s−λ

1−λ + λ− λ s−λ
1−λ

)
=
( s−λ

1−λ

)αX(s),

where |s− 1| < min{r, |1− λ|}.

Theorem 13. If the nabla Laplace transform of x : Na−n+1 → R converges for |s− 1| < r, r > 0,
then for any α ∈ (n− 1, n), n ∈ Z+, λ 6= 1, one has

Na
{
∇n,λx(k)

}
=
( s−λ

1−λ

)n
Na{x(k)} − 1

1−λ ∑n−1
i=0

( s−λ
1−λ

)i
[∇n−i−1,λx(k)]k=a, (53)

Na
{
∇n,λx(k)

}
=
( s−λ

1−λ

)n
Na{x(k)} − 1

1−λ ∑n−1
i=0

( s−λ
1−λ

)n−i−1
[∇i,λx(k)]k=a, (54)

Na
{R

a∇α,λ
k x(k)

}
=
( s−λ

1−λ

)α
Na{x(k)} − 1

1−λ ∑n−1
i=0

( s−λ
1−λ

)i
[Ra∇α−i−1,λ

k x(k)]k=a, (55)

Na
{C

a∇α,λ
k x(k)

}
=
( s−λ

1−λ

)α
Na{x(k)} − 1

1−λ ∑n−1
i=0

( s−λ
1−λ

)α−i−1
[∇i,λx(k)]k=a, (56)

where |s− 1| < min{r, |1− λ|}.

Proof of Theorem 13. Letting X(s) := Na{x(k)}, using [27] (Lemma 10), one has

Na
{
∇n[(1− λ)k−ax(k)]

}
= snNa

{
(1− λ)k−ax(k)

}
−∑n−1

i=0 si[∇n−1−i(1− λ)k−ax(k)]k=a
= sn(1− λ)X(λ + s− λs)−∑n−1

i=0 si[∇n−1−i,λx(k)]k=a
= sn(1− λ)X(λ + s− λs)−∑n−1

i=0 sn−i−1[∇i,λx(k)]k=a.

Theorem 5 of [27] further leads to

Na{∇n,λx(k)} = 1
1−λNa

{
∇n[(1− λ)k−ax(k)]

}
s= s−λ

1−λ
,

which could result in Equations (53) and (54) immediately.
Using [27] (Lemma 12, Lemma 13), one has

Na{R
a∇α

k [(1− λ)k−ax(k)]}
= sαNa{(1− λ)k−ax(k)} −∑n−1

i=0 si[Ra∇α−i−1
k (1− λ)k−ax(k)]k=a

= sα(1− λ)X(λ + s− λs)−∑n−1
i=0 si[Ra∇α−i−1,λ

k x(k)]k=a,

Na{C
a∇α

k [(1− λ)k−ax(k)]}
= sαNa{(1− λ)k−ax(k)} −∑n−1

i=0 sα−i−1[∇i(1− λ)k−ax(k)]k=a
= sα(1− λ)X(λ + s− λs)−∑n−1

i=0 sα−i−1[∇i,λx(k)]k=a.

From [27] (Theorem 5), one has

Na{R
a∇α,λ

k x(k)} = 1
1−λNa{R

a∇α
k [(1− λ)k−ax(k)]}s= s−λ

1−λ
,

Na{C
a∇α,λ

k x(k)} = 1
1−λNa{C

a∇α
k [(1− λ)k−ax(k)]}s= s−λ

1−λ
.

In the same way, Equations (55) and (56) can be obtained.

Theorems 12 and 13 develop the Laplace transform of the nabla tempered differ-
ence/sum, which could solve some nabla tempered fractional difference equations. The pro-



Fractal Fract. 2023, 7, 330 20 of 27

posed method is easy to apply and yet able to give accurate results. For example, using variable
substitution z(k) := w(k)x(k) and Theorem 13, the following corollary can be developed.

Corollary 2. Given C
a∇

α,w(k)
k x(k) = µx(k) with α ∈ (0, 1), finite nonzero w(k), µ ∈ R\{1},

x(a) ∈ R, then one has x(k) = w−1(k)Fα,1(µ, k, a)x(a), k ∈ Na+1, where Fα,β(µ, k, a) :=

N −1
a { sα−β

sα−µ}.

For analytic x : Za → R, using Theorem 7 and [27] (Theorem 5), one has

Na{∇n,λx(k)} = Na
{

∑+∞
i=n

(k−a)i−n

(i−n)! (1− λ)a−k[∇i,λx(k)]k=a
}

= ∑+∞
i=n Na

{ (k−a)i−n

(i−n)! (1− λ)a−k}[∇i,λx(k)]k=a

= ∑+∞
i=n

1
1−λ

1
( s−λ

1−λ )
i−n+1 [∇i,λx(k)]k=a

=
( s−λ

1−λ

)n
∑+∞

i=0
1

1−λ
1

( s−λ
1−λ )

i+1 [∇i,λx(k)]k=a

−
( s−λ

1−λ

)n
∑n−1

i=0
1

1−λ
1

( s−λ
1−λ )

i+1 [∇i,λx(k)]k=a

=
( s−λ

1−λ

)n
Na{x(k)} −∑n−1

i=0

( s−λ
1−λ

)n−i−1
[∇ix(k)]k=a,

which confirms the result in Equation (54).
For analytic x : Za → R, α ∈ R\Z+, it follows that

Na{G
a ∇α,λ

k x(k)} = Na
{

∑+∞
i=0

(k−a)i−α

Γ(i−α+1) (1− λ)a−k[∇i,λx(k)]k=a
}

= ∑+∞
i=0 Na

{ (k−a)i−α

Γ(i−α+1) (1− λ)a−k}[∇i,λx(k)]k=a

= ∑+∞
i=0

1
1−λ

1
( s−λ

1−λ )
i−α+1 [∇i,λx(k)]k=a

=
( s−λ

1−λ

)α
∑+∞

i=0
1

1−λ
1

( s−λ
1−λ )

i+1 [∇i,λx(k)]k=a

=
( s−λ

1−λ

)α
Na{x(k)},

which coincides with Equation (55).
Due to the equivalent series representation of G

a ∇α,λ
k x(k) and R

a∇α,λ
k x(k), one has

Na{R
a∇α,λ

k x(k)} =
( s−λ

1−λ

)α
Na{x(k)}, which implies [Ra∇α−i−1,λ

k x(k)]k=a = 0.
For analytic x : Za → R, α ∈ (n− 1, n), one has

Na{C
a∇α,λ

k x(k)} = Na
{

∑+∞
i=n

(k−a)i−α

Γ(i−α+1) (1− λ)a−k[∇i,λx(k)]k=a
}

= ∑+∞
i=n Na

{ (k−a)i−α

Γ(i−α+1) (1− λ)a−k}[∇i,λx(k)]k=a

= ∑+∞
i=n

1
1−λ

1
( s−λ

1−λ )
i−α+1 [∇i,λx(k)]k=a

=
( s−λ

1−λ

)α
∑+∞

i=0
1

1−λ
1

( s−λ
1−λ )

i+1 [∇i,λx(k)]k=a

−
( s−λ

1−λ

)α
∑n−1

i=0
1

1−λ
1

( s−λ
1−λ )

i+1 [∇i,λx(k)]k=a

=
( s−λ

1−λ

)α
Na{x(k)} −∑n−1

i=0

( s−λ
1−λ

)α−i−1
[∇i,λx(k)]k=a,

which coincides with Equation (56).

Theorem 14. For any α ∈ R\Z+, λ 6= 1, x, y : Na+1 → R, a ∈ R, one has

∑k
j=a+1 x(k + a + 1− j)G

a ∇α,λ
j y(j) = ∑k

j=a+1
G
a ∇α,λ

j x(j)y(k + a + 1− j). (57)

Proof of Theorem 14. Using [27] (Lemma 6), one has
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Na
{

∑k
j=a+1 x(k + a + 1− j)G

a ∇α,λ
j y(j)

}
= Na

{
x(k) ∗ G

a ∇α,λ
k y(k)

}
= Na{x(k)}Na

{G
a ∇α,λ

k y(k)
}

=
( s−λ

1−λ

)α
Na{x(k)}Na{y(k)},

Na
{

∑k
j=a+1

G
a ∇α,λ

j x(j)y(k + a + 1− j)
}
= Na

{G
a ∇α,λ

k x(k) ∗ y(k)
}

= Na
{G

a ∇α,λ
k x(k)

}
Na{y(k)}

=
( s−λ

1−λ

)α
Na{x(k)}Na{y(k)}.

Using the uniqueness of nabla Laplace transform (see [27], Lemma 2), Equation (57)
follows immediately.

Equation (57) can be rewritten as

x(k) ∗ G
a ∇α,λ

k y(k) = G
a ∇α,λ

k x(k) ∗ y(k). (58)

Similarly, when α = 0, Equation (57) holds naturally. When α > 0, Equation (57) is
relevant to the Grünwald–Letnikov tempered difference. When α < 0, Equation (57) is
relevant to the Grünwald–Letnikov tempered sum.

Theorem 15. For any α ∈ (n− 1, n), n ∈ Z+, λ 6= 1, x, y : Na−n+1 → R, a ∈ R, one has

∑k
j=a+1 x(k + a + 1− j)∇n,λy(j)

= ∑k
j=a+1∇n,λx(j)y(k + a + 1− j) + ∑n−1

i=0 [∇i,λx(k + a− j)∇n−i−1,λy(j)]j=k
j=a,

(59)

∑k
j=a+1 x(k + a + 1− j)R

a∇α,λ
j y(j)

= ∑k
j=a+1

C
a∇α,λ

j x(j)y(k + a + 1− j) + ∑n−1
i=0 [∇i,λx(k + a− j)R

a∇α−i−1,λ
j y(j)]j=k

j=a.
(60)

Proof of Theorem 15. Using Theorem 13 and ∑n−1
i=0 ∑n−i−2

j=0 = ∑n−2
i=0 ∑n−i−2

j=0 , one has

Na
{

∑k
j=a+1 x(k + a + 1− j)∇n,λy(j)

}
= Na{x(k)}Na{∇n,λy(k)}
= Na{x(k)}

{( s−λ
1−λ

)n
Na{y(k)} −∑n−1

i=0

( s−λ
1−λ

)n−i−1
[∇i,λy(k)]k=a

}
,

Na
{

∑k
j=a+1∇n,λx(k + a + 1− j)y(j)

}
= Na

{
∇n,λx(k)

}
Na{y(k)}

=
{( s−λ

1−λ

)n
Na{x(k)} −∑n−1

i=0

( s−λ
1−λ

)n−i−1
[∇i,λx(k)]k=a

}
Na{y(k)},

Na
{

∑n−1
i=0 [∇i,λx(k + a− j)∇n−i−1,λy(j)]j=k

j=a
}

= Na
{

∑n−1
i=0 [∇i,λx(k)]k=a∇n−i−1,λy(k)

}
−Na

{
∑n−1

i=0 ∇
i,λx(k)[∇n−i−1,λy(k)]k=a

}
= Na

{
∑n−1

i=0 [∇i,λx(k)]k=a∇n−i−1,λy(k)
}
−Na

{
∑n−1

i=0 ∇
n−i−1,λx(k)[∇i,λy(k)]k=a

}
= ∑n−1

i=0 [∇i,λx(k)]k=aNa{∇n−i−1,λy(k)}
−∑n−1

i=0 Na{∇n−i−1,λx(k)}[∇i,λy(k)]k=a

= Na{y(k)}∑n−1
i=0

( s−λ
1−λ

)n−i−1
[∇i,λx(k)]k=a

− 1
1−λ ∑n−1

i=0 ∑n−i−2
j=0

( s−λ
1−λ

)n−i−2−j
[∇j,λy(k)]

k=a
[∇i,λx(k)]k=a

−Na{x(k)}∑n−1
i=0

( s−λ
1−λ

)n−i−1
[∇i,λy(k)]k=a

+ 1
1−λ ∑n−1

i=0 ∑n−i−2
j=0

( s−λ
1−λ

)n−i−2−j
[∇j,λx(k)]

k=a
[∇i,λy(k)]k=a

= Na{y(k)}∑n−1
i=0

( s−λ
1−λ

)n−i−1
[∇i,λx(k)]k=a

−Na{x(k)}∑n−1
i=0

( s−λ
1−λ

)n−i−1
[∇i,λy(k)]k=a,



Fractal Fract. 2023, 7, 330 22 of 27

which lead to the result in Equation (59) with the help of the uniqueness of the nabla
Laplace transform.

Due to the convolution operation, Equation (59) can be rewritten as

x(k) ∗ ∇n,λy(k) = ∇n,λx(k) ∗ y(k) + ∑n−1
i=0 [∇i,λx(k + a− j)∇n−i−1,λy(j)]j=k

j=a.

In a similar manner, reference [27] (Lemma 6) and Equations (55) and (56) lead to

∑k
j=a+1 x(k + a + 1− j)R

a∇α,λ
j y(j)

= x(k) ∗ R
a∇α,λ

k y(k)
= x(k) ∗ ∇n,λG

a ∇α−n,λ
k y(k)

= ∇n,λx(k) ∗ G
a ∇α−n,λ

k y(k)
+∑n−1

i=0 [∇i,λx(k + a− j)∇n−i−1,λG
a ∇α−n,λ

k y(j)]j=k
j=a

= G
a ∇α−n,λ

k ∇n,λx(k) ∗ y(k)
+∑n−1

i=0 [∇i,λx(k + a− j)∇n−i−1,λG
a ∇α−n,λ

k y(j)]j=k
j=a

= C
a∇α,λ

k x(k) ∗ y(k) + ∑n−1
i=0 [∇i,λx(k + a− j)R

a∇α−i−1,λ
j y(j)]j=k

j=a

= ∑k
j=a+1

C
a∇α,λ

j x(j)y(k + a + 1− j)

+∑n−1
i=0 [∇i,λx(k + a− j)R

a∇α−i−1,λ
j y(j)]j=k

j=a.

All of these complete the proof.

Theorems 14 and 15 are inspired by [31] (Theorem 1), which can transfer the difference
or the sum from y(k) to x(k). In the same way, the tempered fractional difference/sum of
system output for nabla tempered fractional systems can be estimated non-asymptotically.
In a similar manner, Equation (60) can be rewritten as

x(k) ∗ R
a∇α,λ

k y(k) = C
a∇α,λ

k x(k) ∗ y(k) + ∑n−1
i=0 [∇i,λx(k + a− j)R

a∇α−i−1,λ
j y(j)]j=k

j=a.

Remark 1. Before ending this section, the main contributions and significance of this work lie in
the following aspects. (i) The relationship between the nabla tempered fractional difference/sum
under three different definitions is explored. (ii) The nabla Taylor formula/series representation
of nabla tempered fractional calculus is developed. From this, the Leibniz rules are derived. (iii)
The nabla Laplace transform for the nabla tempered fractional difference/sum is derived and then
the difference/sum transfer criterion is developed. Notably, the developed properties enrich the
mathematical theory of nabla tempered fractional calculus, which are helpful in understanding
such fractional calculus as well as various types of fractional calculus. It should be noted that this
work only makes a preliminary attempt to explore the properties of the nabla tempered fractional
difference/sum. In the same way, many useful and beautiful properties can be developed in this
direction. Although the current work is purely theoretical, it provides high value and potential for
further applications.

4. Simulation Study

Letting x(k) = sin(10k), a = 0, k ∈ N100
a+1, w(k) = 0.5k−a or w(k) = 0.5k−a + 0.01, then

the Grünwald–Letnikov difference/sum G
a ∇

α,w(k)
k x(k) can be calculated. The simulated

results are shown are Figure 1.
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step k
0 10 20 30 40 50 60 70 80 90 100

G a
∇

α
,w

(k
)

k
x
(k
)

×1028

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

α = 0.3
α = 0.5
α = 0.7
α = −0.3
α = −0.5
α = −0.7

95 96 97 98 99 100

×1025

0

5

10

(a)
step k

0 10 20 30 40 50 60 70 80 90 100

G a
∇

α
,w

(k
)

k
x
(k
)

-10

-8

-6

-4

-2

0

2

4

α = 0.3
α = 0.5
α = 0.7
α = −0.3
α = −0.5
α = −0.7

(b)

Figure 1. Time evolution of G
a ∇

α,w(k)
k x(k): (a) w(k) = 0.5k−a; (b) w(k) = 0.5k−a + 0.01.

It can be observed from Figure 1a that G
a ∇

α,w(k)
k x(k) diverges as k → +∞. More

specifically, when α > 0, the result tends to +∞. When α < 0, the result tends to −∞.

In this case, G
a ∇

α,w(k)
k x(k) = ∑k−a−1

i=0
(i+1)−α−1

Γ(−α)
2i sin(10k− 10i). Notably, 2k−a−1 → +∞ as

k → +∞, sin(10k − 10i) = sin(10) < 0 when i = k − a− 1. If α ∈ (0, 1), (i+1)−α−1

Γ(−α)
< 0

for i ∈ Nk−a−1
0 . If α ∈ (−1, 0), (i+1)−α−1

Γ(−α)
> 0 for i ∈ Nk−a−1

0 . From this, the trend of
G
a ∇

α,w(k)
k x(k) as k→ +∞ can be derived. The typical feature of w(k) = 0.5k−a is that w(k)

declines rapidly and converges to 0 while the tempered function w(k) is assumed to be
nonzero. Consequently, a nonzero number is introduced, namely, w(k) = 0.5k−a + 0.01.
Then, bounded G

a ∇
α,w(k)
k x(k) follows in Figure 1b. With the increase of k, 0.01 will play a

greater role than 0.5k−a; G
a ∇

α,w(k)
k x(k) performs like G

a ∇α
k x(k) in the steady stage and the

tempered case degenerates into the classical case.
To show more details, the following four cases are considered.

case 1 : w(k) =
√

2
k−a

;
case 2 : w(k) = −πk−a;
case 3 : w(k) = (−1)k−a;
case 4 : w(k) = sin( kπ

2 −
aπ
2 + π

4 ).

In each case, w(k) enjoys unique properties. In case 1, w(k) is positive and monotonically
increasing. In case 2, w(k) is negative and monotonically decreasing. In case 3, w(k) is in
oscillation between −1 and 1. Its positive value and negative value appear alternatively.
In case 4, w(k) is also in oscillation between −

√
2

2 and
√

2
2 . Two positive values will appear

after two negative values. The obtained results are shown in Figure 2. To clearly show the
difference, setting case 1 as the standard, the error of G

a ∇
α,w(k)
k x(k) between each case with

the standard is calculated and displayed in Figure 3.
It can be found that, no matter for the fractional difference or the fractional sum,

different w(k) correspond to different G
a ∇

α,w(k)
k x(k) in Figure 2. The difference always exists

and cannot be ignored. In the same way, different tempered functions can be constructed
for different scenarios and satisfy different demands, which could provide great potential
to apply nabla tempered fractional calculus.

To further check the value of tempered fractional difference, we select x(k) = sin(10k),
α = 0.5 and the aforementioned four cases. The results are shown in Figure 4.
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Figure 2. Time evolution of G
a ∇

α,w(k)
k x(k): (a) α = 0.5; (b) α = −0.5.
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Figure 3. The error of G
a ∇

α,w(k)
k x(k) in different cases: (a) α = 0.5; (b) α = −0.5.

It can be observed that for each w(k), the difference of the three fractional differences
is small. From the quantitative analysis, one has

case 1 : −4.4409× 10−16 ≤ G
a ∇

α,w(k)
k x(k)− R

a∇
α,w(k)
k x(k) ≤ 1.1102× 10−15;

case 2 : −8.8818× 10−16 ≤ G
a ∇

α,w(k)
k x(k)− R

a∇
α,w(k)
k x(k) ≤ 3.3307× 10−16;

case 3 : −1.0131× 10−16 ≤ G
a ∇

α,w(k)
k x(k)− R

a∇
α,w(k)
k x(k) ≤ 4.9960× 10−16;

case 4 : −2.2204× 10−16 ≤ G
a ∇

α,w(k)
k x(k)− R

a∇
α,w(k)
k x(k) ≤ 4.4409× 10−16,

which demonstrates the correctness of Equation (15).
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Figure 4. Time evolution of G
a ∇

α,w(k)
k x(k), R

a∇
α,w(k)
k x(k) and C

a∇
α,w(k)
k x(k): (a) w(k) =

√
2

k−a
;

(b) w(k) = −πk−a; (c) w(k) = (−1)k−a; (d) w(k) = sin( kπ
2 −

aπ
2 + π

4 ).

5. Conclusions

This paper constructed a formal mathematical analysis of the nabla tempered frac-
tional difference and fractional sum. A series of analytic properties were developed with
rigorous proof including the equivalence relation, the nabla Taylor formula, and the nabla
Laplace transform. The developed equivalence relation connects every operator in the
class back to the Grünwald–Letnikov, Riemann–Liouville, and Caputo fractional calculi via
multiplication and composition. The distinguished results on the nabla Taylor formula give
the equivalent description for the nabla tempered fractional difference/sum, which could
be helpful for analyzing and computing. The results on the nabla Laplace transform bridge
the connection between the time–domain property and the frequency–domain property
of the nabla tempered fractional difference/sum. All these results help to establish a firm
foundation for the theory of nabla tempered fractional calculus. The current work is purely
theoretical, but much remains to be done in the direction of nabla tempered fractional
difference equations and applications. It is believed that this work reveals the relationship
between time domain and frequency domain of nabla tempered fractional calculus and
enriches the knowledge of nabla tempered fractional calculus.

Future work following this paper may include the following interesting topics.

(i) Explore the properties of nabla tempered fractional calculus with respect to functions;
(ii) Discuss the numerical approximation of nonlinear nabla tempered fractional equations;
(iii) Develop and evaluate the essential inequalities on nabla tempered fractional calculus.
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