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Abstract: We give a theoretical and numerical analysis of a coronavirus (COVID-19) infection model
in this research. A mathematical model of this system is provided, based on a collection of fractional
differential equations (in the Caputo sense). Initially, a rough approximation formula was created
for the fractional derivative of tp. Here, the third-kind Chebyshev approximations of the spectral
collocation method (SCM) were used. To identify the unknown coefficients of the approximate
solution, the proposed problem was transformed into a system of algebraic equations, which was
then transformed into a restricted optimization problem. To evaluate the effectiveness and accuracy
of the suggested scheme, the residual error function was computed. The objective of this research
was to halt the global spread of a disease. A susceptible person may be moved immediately into the
confined class after being initially quarantined or an exposed person may be transferred to one of
the infected classes. The researchers adopted this strategy and considered both asymptomatic and
symptomatic infected patients. Results acquired with the achieved results were contrasted with those
obtained using the generalized Runge-Kutta method.

Keywords: COVID-19; Chebyshev SCM; optimization technique; residual error function; generalized;
Runge-Kutta method

MSC: 34A12; 41A30; 47H10; 65N20

1. Introduction

There are many models that are used to describe many phenomena in biology and
COVID-19, such as [1–4]. To understand how the pandemic spread, its effects, how it
could have been prevented and controlled, and the transmission of disease, as well as the
outcomes of preventive measures such as hand washing with a disinfecting hand sanitizer,
increasing the distance between people, and wearing face masks, researchers have been
using and developing mathematical models [5–8]. In [9], the early stages of the outbreak
of COVID-19 in Nigeria was examined and assessed by the authors. Good research on
preventive and therapeutic strategies to curb the epidemic were provided by researchers
from a range of fields, with encouraging outcomes. Nevertheless, the most current models
need to be examined more thoroughly to make a valid and satisfactory judgment [10–13].

All of the models described in the preceding investigations usually used known deriva-
tives [14]. These differential operators have memory qualities, allowing them to be utilized
to demonstrate a wide range of scientific phenomena and facts involving dynamics [15–17].
The concept of fractional differential equations (FDEs) in general, and ordinary differential
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equations (ODEs) in particular, has gained a lot of interest due to its wide-ranging improve-
ments to and numerous applications in several disciplines [18,19]. Recent literature [20]
has introduced local fractional derivative operators. These derivatives, which are local in
nature, are helpful for researching the fractional differentiability characteristics of extremely
irregular and nowhere-differentiable functions. Existing ideas on local fractional deriva-
tives have some strong connections to the standard derivative function. In actuality, the
first-order derivative of a function multiplied by a continuous function is the α-derivative
of that function. In addition, the majority of α-differentiation results are trivially inferable
from the conventional ones. Hence, local fractional calculus is a fascinating concept that
merits more study.

Approximate solutions for FDEs were developed using SCMs [21–23]. The main
advantage of these methods is that they can generate exact findings with fewer degrees of
freedom. The Chebyshev polynomials were used as orthogonal polynomials to approximate
functions in the interval [−1, 1]. These polynomials are crucial to the development of
spectral techniques for FDEs [24–26] due to the following reasons:

1. Numerical programs in the suggested technique for managing the study’s model
quickly produce Chebyshev coefficients for the solution;

2. The suggested approach using these polynomials is quicker than the alternatives.
Moreover, these polynomials are widely employed and have a wide range of applica-
tions due to their favorable function-approximation characteristics;

3. The suggested approach using these polynomials is an easy-to-use numerical tech-
nique with finite and infinite domains for a variety of problems with excellent accuracy
and exponential rates of convergence.

This study’s main objective was to offer a theoretical and numerical simulation of the
proposed COVID-19 system. The qualitative analysis of the proposed model is presented
and concerns the locally asymptotically stable endemic equilibrium point, the locally stable
disease-free equilibrium, and the globally asymptotically stable endemic equilibrium. A
particular focus was placed on providing a rough formula for the Caputo fractional (CF)
derivative with the use of the shifted Chebyshev polynomials. The model was turned
into an algebraic system of equations using the suggested method and this approximation
of a formula. The system was then stated as a constrained optimization problem, and
the problem was then optimized to find the unknown coefficients for the approximate
solution. Finally, we gave a numerical simulation of the model under study using the
proposed method with different values for the initial values, the various natality rate
values, and the distinct values of the fractional derivative. In addition, the residual error
function was introduced to estimate the error of the solution. In addition, we compared the
solution generated by the proposed method with the generalized Runge-Kutta method of
the fourth-order (GRK4).

The following is how the manuscript is organized: The definitions and approximate
formula for the CF derivative are presented in Section 2, along with some ideas concerning
the newly introduced shifted Chebyshev polynomials. The formulation and qualitative
analysis of the model is described in Section 3, where we also look at the stability of the
endemic equilibrium point and the invariant region. The solution process for the model
being studied is introduced in Section 4 of this article. In Section 5, numerical simulation is
also covered. We provide the conclusion and any planned follow-up work in Section 6.

2. Preliminaries and Notations
2.1. Some Definitions of Fractional Derivatives

Definition 1. The Caputo derivative Dα of fractional-order n− 1 < α < n of a function ζ(y) ∈
H1(0, b) may be defined as follows:

Dαζ(y) =
1

Γ(1− α)

∫ y

0

ζ(n)(τ)

(y− τ)α
dτ, y > 0. (1)
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In the following theorem, we give an approximate formula for tp to use later to derive the main
numerical scheme for the model under study.

Theorem 1. The Caputo derivative of order n− 1 < α < n of the function ζ(t) = tp with p ≥ n,
(n = dαe) is approximated in the interval [0, b] as follows:

Dα tp =
Γ(p + 1)

Γ(p + 1− dαe)Γ(1− α)
× h

3

[
Gα,p(t, ξ0) + Gα,p(t, ξm)

+ 4
m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]
.

(2)

The domain [0, b] is divided (with the length of each segment being h) into m equal segments:

h =
b
m

, Gα,p(t, ξ) = ξ p−dαe (t− ξ)−α, ξk = kh, k = 0, 1, 2, . . . , m.

Proof. Using Formula (1) in Definition 1 (CF derivative), we obtain Dntp = 0, p =
0, 1, 2, . . . , dαe − 1. Now, for p ≥ dαe we have the following:

Dα tp =
1

Γ(1− α)

∫ t

0
Dn (ξ p)(t− ξ)−αdξ =

1
Γ(1− α)

∫ t

0

Γ(p + 1)
Γ(p + 1− n)

ξ p−n(t− ξ)−αdξ

=
Γ(p + 1)

Γ(p + 1− n)Γ(1− α)

∫ t

0
Gα,p(t, ξ)dξ.

We used Simpson- 1
3 to evaluate the complicated integral above. We can approximately

derive Formula (2) of Dαtp as follows:

Dα tp =
Γ(p + 1)

Γ(p + 1− n)Γ(1− α)
× h

3

[
Gα,p(t, ξ0) + Gα,p(t, ξm)

+ 4
m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]
.

For more details on the Caputo derivatives see [27].

2.2. Shifted Chebyshev Polynomial Approximation

The third type of orthogonal Chebyshev polynomial of degree n is generated by the
following formula [28]:

Vn(z) =
cos((n + 0.5)θ)

cos(0.5θ)
, z = cos(θ), 0 ≤ θ ≤ π.

This set of polynomials is orthogonal on [−1, 1], with respect to the weight function
w(z) =

√
(1+ z)/(1− z), if the following condition is satisfied:

∫ 1

−1
w(z)Vr(z)Vs(z)dz =

{
0, if r 6= s;
π, if r = s.

These polynomials can be constructed directly from the following recurrence for-
mula [29]:

Vn+1(z) = 2zVn(z)−Vn−1(z), V0(z) = 1, V1(z) = 2z− 1, n = 1, 2, . . . .

By using the linear transformation z = (2/b)t− 1, we can generate the so-called
shifted Chebyshev polynomials on [0, b], which are denoted and defined as T̄n(t) =
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Vn((2/b)t − 1), where T̄0(t) = 1, T̄1(t) = (4/b)t − 3. The analytic form is given as
follows:

T̄n(t) =
n

∑
k=0

(−1)k22n−2k (2n + 1)Γ(2n− k + 1)
bn−kΓ(k + 1) Γ(2n− 2k + 2)

tn−k, n = 2, 3, . . . . (3)

Note that T̄k(0) = (−1)k(2k + 1), T̄k(b) = 1, k = 0, 1, 2 . . . . The most used of these
functions expresses any function Ω(t) ∈ L2[0, b] as a sum of infinite series as follows:

Ω(t) =
∞

∑
`=0

a` T̄`(t), a` =
2
π

∫ b

0
w̄(t)Ω(t) T̄`(t) dx, w̄(t) =

√
t

1− t
. ` = 0, 1, . . . . (4)

The series in (4) is cut with the first (m + 1)-terms of (3) to give the following:

Ωm(t) =
m

∑
`=0

a` T̄`(t). (5)

In [30], Handan demonstrated the uniform convergence of the shifted Chebyshev
expansion (finite series (5)) and generated a formula for the upper bound of the error when
approximating the function Ω(t) (5).

Additionally, by the use of the expression for the shifted Chebyshev polynomials (5)
and a few characteristics of the Caputo fractional (CF) derivative, we can provide a reason-
able formula for DαΩi(t) to use later to derive the main numerical scheme for the model
under study.

Theorem 2. The α-order of the CF derivative for the function Ωi(t), which is defined in Equation (5),
can be evaluated as follows:

Dα Ωi(t) =
i

∑
j=dαe

aj χi,j,α

[
Gα,p(t, ξ0) + Gα,p(t, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]
, (6)

where

χi,j,α =
h Γ(i− j + 1)

3 Γ(i− j + 1− dαe) ×
(−1)j(2i + 1) 4i−jΓ(2i− j + 1)

bi−jΓ(j + 1)Γ(2i− 2j + 2)
, Gα,p(t, ξ) = ξ p−dαe (t− ξ)−α

p=i−j.

Proof. By using Theorem 1 we have the following:

Dα ti−j =
Γ(i− j + 1)

Γ(i− j− dαe+ 1)
× h

3

[
Gα,p(t, ξ0) + Gα,p(t, ξm)

+ 4
m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]
.

(7)

The domain [0, b] is divided into m equal segments where each segment has a length
of h:

h =
b
m

, Gα,p(t, ξ) = ξ p−dαe (t− ξ)−α
p=i−j, ξk = kh, k = 0, 1, 2, . . . , m.

Connecting Equations (3), (5), and (7), we can evaluate the CF derivative of the ith

degree, Ωi(t), as follows:
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Dα Ωi(t) =
i

∑
j=0

(−1)j(2i + 1) 4i−jΓ(2i− j + 1)
bi−jΓ(j + 1)Γ(2i− 2j + 2)

Dα ti−j

=
i

∑
j=dαe

Γ(i− j + 1)
Γ(i− j + 1− dαe) ×

(−1)j(2i + 1) 4i−jΓ(2i− j + 1)
bi−jΓ(j + 1)Γ(2i− 2j + 2)

× h
3

[
Gα,p(t, ξ0) + Gα,p(t, ξm)

+ 4
m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]
.

(8)

From this result, we can easily obtain the required formula, Formula (6), and this ends
the proof.

3. The Formulation and Qualitative Analysis of the Model

Let N(t) be the total number of people. Individuals who are susceptible, exposed,
asymptotically infected, symptomatically infected, quarantined, and removed by COVID-
19 are denoted as S(t), E(t), IA(t), IS(t), Q(t), and R(t), respectively. Taking this into
account, the total population is calculated as follows [31]:

N(t) = S(t) + E(t) + Q(t) + IA(t) + IS(t) + R(t).

A system of ODEs is generated using the schematic diagram in Figure 1 and is de-
scribed in [31].

This nonlinear system of ODEs can be written as follows:

Ṡ(t) = Λ− (τ + µ)S(t)− βS(t)E(t),

Ė(t) = βS(t)E(t)− (γ + µ + η + σ)E(t),

Q̇(t) = τS(t) + γE(t)− (µ + v + θ)Q(t),

İA(t) = σE(t) + θQ(t)− (µ + r1)IA(t),

İS(t) = ηE(t) + υυQ(t)− (δ + µ + r2)IS(t),

Ṙ(t) = r1 IA(t) + r2 IS(t)− µR(t),

(9)

with the initial conditions

S(0) = S0, E(0) = E0, Q(0) = Q0, IA(0) = IA0, IS(0) = IS0, R(0) = R0. (10)

All the quantities, S0, E0, Q0, IA0, IS0, R0 ≥ 0, and the included parameters are de-
fined in detail in [31].

The dynamics of propagation for COVID-19 are described mathematically using a
system of fractional differential equations (∀ t ≥ 0):

DαS(t) = Λ− (τ + µ)S(t)− βS(t)E(t),

DαE(t) = βS(t)E(t)− (γ + µ + η + σ)E(t),

DαQ(t) = τS(t) + γE(t)− (µ + v + θ)Q(t),

Dα IA(t) = σE(t) + θQ(t)− (µ + r1)IA(t),

Dα IS(t) = ηE(t) + υQ(t)− (δ + µ + r2)IS(t),

DαR(t) = r1 IA(t) + r2 IS(t)− µR(t),

(11)

where α refers to the order of the Caputo fractional derivative.
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Figure 1. Flowchart describing the dynamics of spread in the model for COVID-19.

Due to the memory effect of fractional derivatives, we can more accurately evaluate
the effects of transmission in the COVID-19 pandemic in the past and present by using this
model (11), in its fractional form. Although mathematical models with integer derivatives
are essential for comprehending the dynamics of epidemiological systems, their applicabil-
ity is not always the case, since these systems lack memory or nonlocal effects. As a result,
it is crucial to transform different epidemiological models into FDEs to thoroughly analyze
a variety of natural occurrences. The theory of complex systems, in general, and the study
of exceptional events in nature both make considerable use of FDEs, which extensively
consider the properties of a curve. Lastly, they explain fractal patterns, temporal delays,
and other phenomena.

In this part, we include the computation and presentation of the fundamental repro-
duction number since it is necessary for the analysis of infection in sickness models [32].
We explore the stability of the disease-free equilibrium and the endemic equilibrium point
and give the invariant region for the recommended model (10).

3.1. Region of Invariance

It is crucial to note that S(t), E(t), Q(t), IA(t), IS(t), andR(t) are non-negative for all
t ≥ 0, which is important for characterizing the human population in the model (10). This
guarantees that the system’s solution, (9), with positive initial data remains positive for all
t ≥ 0 and is bounded. It is easy to see the following:

dN(t)
dt

= Λ− µN(t)− δIS(t), and sup
t→+∞

N(t) 6
Λ
µ

.

Taking these assumptions into account, we can investigate this model in the following
region:

Υ =

{
(S(t), E(t), Q(t), IA(t), IS(t), R(t)) ∈ R6

+ : 0 6 N(t) 6
Λ
µ

}
. (12)

Now, we can see that the system under study, (10), is epidemiologically well-posed
and that all of its components (S(t), E(t), Q(t), IA(t), IS(t), R(t)) ∈ R6

+ that remain in Υ are
well-posed as well (12).
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3.2. Disease-Free Equilibrium Point

We set E = Q = IA = IS = R = 0 to achieve the disease-free equilibrium (DFE), i.e.,
the DFE point, Ē0, of the system in (9) can be defined as follows:

Ē0 = (S0, 0, 0, 0, 0, 0) =
(

Λ
τ + µ

, 0, 0, 0, 0, 0
)

.

Definition 2. The expected value of infection rate per time unit is given by R0, the fundamental
reproduction number.

The major goal of this section was to deduce the condition that makes Ē0 asymptotically stable
locally. There are some facts [32] that will help us reach this goal.

The following equation is developed in the article using the classes of exposed populations
without symptoms and infected populations with symptoms, without losing generality, as shown by
the model in (9) [31]:

Ė(t) = βS(t)E(t)− (γ + µ + η + σ)E(t),

Q̇(t) = τS(t) + γE(t)− (µ + v + θ)Q(t),

İA(t) = σE(t) + θQ(t)− (µ + r1)IA(t),

İS(t) = ηE(t) + vQ(t)− (δ + µ + r2)IS(t).

(13)

We may create the following matrices, F and V, using the equations in (13) and the same
technique used in [31]:

F =


βS(t)E(t)

0
0
0

, V =


(γ + µ + η + σ)E(t)

−τS(t)− γE(t) + (µ + v + θ)Q(t)
−σE(t)− θQ(t) + (µ + r1)IA(t)
−ηE(t)− vQ(t) + (δ + µ + r2)IS(t)

.

As in [31], the Jacobian matrices of F and V at Ē0, denoted by F and V, respectively, are:

F =


βΛ

τ+µ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

, V =


γ + µ + η + σ 0 0 0

−γ µ + v + θ 0 0
−σ −θ µ + r1 0
−η −v 0 δ + µ + r2

.

In addition, as in [32], R0 is defined as follows:

R0 = ρ
(

FV−1
)
=

βΛ
(γ + µ + η + σ)(τ + µ)

> 0,

where ρ denotes the spectral radius of

FV−1 =


βΛ

A(τ+µ)
0 0 0

0 0 0 0
0 0 0 0
0 0 0 0

.

Theorem 3 (A study of Ē0’s local stability [31]). If R0 < 1, the disease-free equilibrium, Ē0, is
locally asymptotically stable.

3.3. Analysis of the Existence and Stability of an Endemic Equilibrium Point

The existence of an endemic equilibrium point is indicated by Ē1 =
(
S∗, E∗, Q∗, I∗A, I∗S , R∗

)
and is discussed in this part. The following notions will be used:
S(t) = S, E(t) = E, Q(t) = Q, IA(t) = IA, IS(t) = IS, and R(t) = R.
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This endemic equilibrium is known to satisfy [31]:

0 = Λ− (τ + µ)S∗ − βS∗E∗,

0 = βS∗E∗ − (γ + µ + η + σ)E∗,

0 = τS∗ + γE∗ − (µ + v + θ)Q∗,

0 = σE∗ + θQ∗ − (µ + r1)I∗A,

0 = ηE∗ + vQ∗ − (δ + µ + r2)I∗S ,

0 = r1 I∗A + r2 I∗S − µR∗.

(14)

We can find the solution for the system in (14) in the following way using basic
computation and simplification [31]:

S? =
γ + µ + η + σ

β
, E? =

(τ + µ)

β
(R0 − 1),

Q∗ =
τβ(γ + µ + η + σ) + γ(τ + µ)

β(µ + v + θ)
(R0 − 1),

I?A =
(τ + µ)[σ(µ + v + θ) + γθ]

β(µ + v + θ)(µ + r1)
(R0 − 1),

I?S =
(τ + µ)[η(µ + v + θ) + τβv(γ + v + η + σ) + γ]

β(µ + v + θ)(δ + µ + r2)
(R0 − 1),

R∗ =
1
µ

[
[(τ + µ)[σ(µ + v + θ) + γθ]]r1

β(µ + v + θ)(µ + r1)

+
[(τ + µ)[η(µ + v + θ) + τβv(γ + v + η + σ) + γ]]r2

β(µ + v + θ)(δ + µ + r2)

]
(R0 − 1).

We can express and prove the following theorem given these components of the system
solution in (14).

Theorem 4 ([31]). The system in (9) has a single endemic equilibrium point, which is defined as
follows:

Ē1 =

(
γ + µ + η + σ

β
, a(R0 − 1), b(R0 − 1), c(R0 − 1), d(R0 − 1),

(cr1 + dr2)

µ
(R0 − 1)

)
,

whenever R0 > 1 and

a =
(τ + µ)

β
, b =

τβ(γ + µ + η + σ) + γ(τ + µ)

β(µ + v + θ)
,

c =
(τ + µ)[σ(µ + v + θ) + γθ]

β(µ + v + θ)(µ + r1)
, d =

(τ + µ)[η(µ + v + θ) + τβv(γ + v + η + σ) + γ]

β(µ + v + θ)(δ + µ + r2)
.

Theorem 5 (A study of Ē1’s local stability [31]). The endemic equilibrium, Ē1, is locally asymp-
totically stable if R0 > 1. As Υ is positively invariant, all solutions for the system in (9) originate
and remain in Υ for all t, according to the Poincare–Bendixson theorem. As a result, this important
note is wrapped up with the following theorem.

Theorem 6 (A study of Ē1’s global stability [31]). When R0 > 1, the system in (9)’s endemic
equilibrium, Ē1, is globally asymptotically stable.



Fractal Fract. 2023, 7, 307 9 of 18

4. Solution Procedure

Now, we apply the proposed method to solve the system in (11) numerically. We ap-
proximate S(t), E(t), Q(t), IA(t), IS(t), and R(t) by SN(t), EN(t), QN(t), IAN(t), ISN(t),
and RN(t), respectively, in the following formula:

SN(t) =
N

∑
`=0

c1
` T̄`(t), EN(t) =

N

∑
`=0

c2
` T̄`(t), QN(t) =

N

∑
`=0

c3
` T̄`(t),

IAN(t) =
N

∑
`=0

c4
` T̄`(t), ISN(t) =

N

∑
`=0

c5
` T̄`(t), RN(t) =

N

∑
`=0

c6
` T̄`(t).

(15)

By substituting (6) and (15) into the system in (11), we obtain the following:

N

∑
j=dαe

c1
i χN,j,α

[
Gα,p(t, ξ0) + Gα,p(t, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]

= Λ− (τ + µ)

(
N

∑
i=0

c1
i T̄i(t)

)
− β

(
N

∑
i=0

c1
i T̄i(t)

)(
N

∑
i=0

c2
i T̄i(t)

)
,

(16)

N

∑
j=dαe

c2
i χN,j,α

[
Gα,p(t, ξ0) + Gα,p(t, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]

= β

(
N

∑
i=0

c1
i T̄i(t)

)(
N

∑
i=0

c2
i T̄i(t)

)
− (γ + µ + η + σ)

(
N

∑
i=0

c2
i T̄i(t)

)
,

(17)

N

∑
j=dαe

c3
i χN,j,α

[
Gα,p(t, ξ0) + Gα,p(t, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]

= τ

(
N

∑
i=0

c1
i T̄i(t)

)
+ γ

(
N

∑
i=0

c2
i T̄i(t)

)
− (µ + v + θ)

(
N

∑
i=0

c3
i T̄i(t)

)
,

(18)

N

∑
j=dαe

c4
i χN,j,α

[
Gα,p(t, ξ0) + Gα,p(t, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]

= σ

(
N

∑
i=0

c2
i T̄i(t)

)
+ θ

(
N

∑
i=0

c3
i T̄i(t)

)
− (µ + r1)

(
N

∑
i=0

c4
i T̄i(t)

)
,

(19)

N

∑
j=dαe

c5
i χN,j,α

[
Gα,p(t, ξ0) + Gα,p(t, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]

= η

(
N

∑
i=0

c2
i T̄i(t)

)
+ υ

(
N

∑
i=0

c3
i T̄i(t)

)
− (δ + µ + r2)

(
N

∑
i=0

c5
i T̄i(t)

)
,

(20)

N

∑
j=dαe

c6
i χN,j,α

[
Gα,p(t, ξ0) + Gα,p(t, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(t, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(t, ξk)
]

= r1

(
N

∑
i=0

c4
i T̄i(t)

)
+ r2

(
N

∑
i=0

c5
i T̄i(t)

)
− µ

(
N

∑
i=0

c6
i T̄i(t)

)
.

(21)
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By collocation, the previous equations, Equations (16)–(21), at N of points tr (roots of T̄N(t)), are
reduced to the following:

N

∑
j=dαe

c1
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

= Λ− (τ + µ)

(
N

∑
i=0

c1
i T̄i(tr)

)
− β

(
N

∑
i=0

c1
i T̄i(tr)

)(
N

∑
i=0

c2
i T̄i(tr)

)
,

(22)

N

∑
j=dαe

c2
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

= β

(
N

∑
i=0

c1
i T̄i(tr)

)(
N

∑
i=0

c2
i T̄i(tr)

)
− (γ + µ + η + σ)

(
N

∑
i=0

c2
i T̄i(tr)

)
,

(23)

N

∑
j=dαe

c3
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

= τ

(
N

∑
i=0

c1
i T̄i(tr)

)
+ γ

(
N

∑
i=0

c2
i T̄i(tr)

)
− (µ + v + θ)

(
N

∑
i=0

c3
i T̄i(tr)

)
,

(24)

N

∑
j=dαe

c4
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

= σ

(
N

∑
i=0

c2
i T̄i(tr)

)
+ θ

(
N

∑
i=0

c3
i T̄i(tr)

)
− (µ + r1)

(
N

∑
i=0

c4
i T̄i(tr)

)
,

(25)

N

∑
j=dαe

c5
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

= η

(
N

∑
i=0

c2
i T̄i(tr)

)
+ υ

(
N

∑
i=0

c3
i T̄i(tr)

)
− (δ + µ + r2)

(
N

∑
i=0

c5
i T̄i(tr)

)
,

(26)

N

∑
j=dαe

c6
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

= r1

(
N

∑
i=0

c4
i T̄i(tr)

)
+ r2

(
N

∑
i=0

c5
i T̄i(tr)

)
− µ

(
N

∑
i=0

c6
i T̄i(tr)

)
.

(27)

Substituting Equation (15) into Equation (10), the initial conditions in (10) are converted to the
following algebraic equations:

N

∑
i=0

(−1)i(2i + 1) c1
i = S0,

N

∑
i=0

(−1)i(2i + 1) c2
i = E0,

N

∑
i=0

(−1)i(2i + 1) c3
i = Q0,

N

∑
i=0

(−1)i(2i + 1) c4
i = IA0,

N

∑
i=0

(−1)i(2i + 1) c5
i = IS0,

N

∑
i=0

(−1)i(2i + 1) c6
i = R0.

(28)

The previous system defined in Equations (22)–(28) can be expressed as a constrained optimiza-
tion problem with the help of the following cost functions (CFs):
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CF1 =
N

∑
r=0

∣∣∣ N

∑
j=dαe

c1
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

−Λ + (τ + µ)

(
N

∑
i=0

c1
i T̄i(tr)

)
+ β

(
N

∑
i=0

c1
i T̄i(tr)

)(
N

∑
i=0

c2
i T̄i(tr)

)∣∣∣,
(29)

CF2 =
N

∑
r=0

∣∣∣ N

∑
j=dαe

c2
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

− β

(
N

∑
i=0

c1
i T̄i(tr)

)(
N

∑
i=0

c2
i T̄i(tr)

)
+ (γ + µ + η + σ)

(
N

∑
i=0

c2
i T̄i(tr)

)∣∣∣,
(30)

CF3 =
N

∑
r=0

∣∣∣ N

∑
j=dαe

c3
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

− τ

(
N

∑
i=0

c1
i T̄i(tr)

)
− γ

(
N

∑
i=0

c2
i T̄i(tr)

)
+ (µ + v + θ)

(
N

∑
i=0

c3
i T̄i(tr)

)∣∣∣,
(31)

CF4 =
N

∑
r=0

∣∣∣ N

∑
j=dαe

c4
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

− σ

(
N

∑
i=0

c2
i T̄i(tr)

)
− θ

(
N

∑
i=0

c3
i T̄i(tr)

)
+ (µ + r1)

(
N

∑
i=0

c4
i T̄i(tr)

)∣∣∣,
(32)

CF5 =
N

∑
r=0

∣∣∣ N

∑
j=dαe

c5
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

− η

(
N

∑
i=0

c2
i T̄i(tr)

)
− υ

(
N

∑
i=0

c3
i T̄i(tr)

)
+ (δ + µ + r2)

(
N

∑
i=0

c5
i T̄i(tr)

)∣∣∣,
(33)

CF6 =
N

∑
r=0

∣∣∣ N

∑
j=dαe

c6
i χN,j,α

[
Gα,p(tr, ξ0) + Gα,p(tr, ξm) + 4

m−1

∑
k=1, k−odd

Gα,p(tr, ξk) + 2
m−2

∑
k=2, k−even

Gα,p(tr, ξk)
]

− r1

(
N

∑
i=0

c4
i T̄i(tr)

)
− r2

(
N

∑
i=0

c5
i T̄i(tr)

)
+ µ

(
N

∑
i=0

c6
i T̄i(tr)

)∣∣∣,
(34)

with the constraints (Cons)

Cons =
∣∣∣ N

∑
i=0

(−1)i(2i + 1) c1
i − S0

∣∣∣+ ∣∣∣ N

∑
i=0

(−1)i(2i + 1) c2
i − E0

∣∣∣+ ∣∣∣ N

∑
i=0

(−1)i(2i + 1) c3
i −Q0

∣∣∣
∣∣∣ N

∑
i=0

(−1)i(2i + 1) c4
i − IA0

∣∣∣+ ∣∣∣ N

∑
i=0

(−1)i(2i + 1) c5
i − IS0

∣∣∣+ ∣∣∣ N

∑
i=0

(−1)i(2i + 1) c6
i − R0

∣∣∣. (35)

We use the penalty leap frog procedure [33] for solving the constrained optimization problem in
Equations (29)–(35) for the unknowns c1

i , c2
i , c3

i , c4
i , c5

i , c6
i , i = 0, 1, 2, . . . , N. This then prompts us to

develop a roughly correct answer via substitution in the form of (15).

5. Numerical Simulation
We look at the proposed system in (11) with the following parameter values [31]:

τ = 0.0002, β = 0.0805, δ = 0.000016728, γ = 0.00020138, η = 0.4478, θ = 0.0101,

µ = 0.0106, υ = 0.0003208, σ = 0.0668, Λ = 0.02537, r1 = 0.00005734, r2 = 0.00001673,

and different values of S0, E0, Q0, IA0, IS0, R0. Figures 2–6 show a numerical simulation of the
investigated model using the proposed method. All codes were written and debugged by Mathemat-
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ica 11 on a Dell Inspiron 15 (3593) Workstation (processor: 11th Gen Intel(R) Core(TM) i7-1165G7 and
2.80 GHz, 1.69 GHz, 32 GB Ram DDR3, and 1 TB storage).

Figure 2 depicts the behavior of the approximate solution for various fatality rate values
Λ = 0.01, 0.03, 0.05, in the interval (0, 120), with N = 7, h = 0.05, and initial conditions S0 = 0.5,
E0 = 0.2, Q0 = 0.1, IA0 = 0.2, IS0 = 0.1, R0 = 0.0. In Figure 3, the solution for all components
of the model via distinct values of α = 1.0, 0.92, 0.82, 0.72 is presented in the interval (0, 60), with
N = 8, h = 0.05, and S0 = 0.5, E0 = 0.2, Q0 = 0.1, IA0 = 0.2, IS0 = 0.1, R0 = 0.0, where, in this
case, R0 = 0.359916 < 1, and in view of Theorem 3 we note that ξ0 is locally asymptotically stable.
In Figure 4, the behavior of the approximate solution in the domain (0, 120) with N = 7, h = 0.05
is shown, where the components of solution S(t), E(t), Q(t), IA(t), IS(t), R(t) are represented by
different values of the initial conditions in Figure 4a–f, respectively. In this situation, we look at
three scenarios:

i. S0 = 0.5, E0 = 0.1, Q0 = 0.1, IA0 = 0.3, IS0 = 0.3, R0 = 0.0;
ii. S0 = 0.3, E0 = 0.2, Q0 = 0.2, IA0 = 0.1, IS0 = 0.2, R0 = 0.0;
iii. S0 = 0.5, E0 = 0.3, Q0 = 0.3, IA0 = 0.2, IS0 = 0.1, R0 = 0.0.

In all of these circumstances, the fundamental reproduction number, R0 < 1, is used.

Figure 2. Behavior of the approximate solution via different values of Λ. (a–f) S(t), E(t), Q(t), IA(t),
IS(t), R(t).
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Figure 3. Behavior of the approximate solution via different values of α. (a–f) S(t), E(t), Q(t), IA(t),
IS(t), R(t).

The residual error function (REF) [34] is introduced in Figure 5 using the same parameters and
domain as in Figure 2, at N = 8, h = 0.05, as well as the following initial conditions:

S0 = 0.5, E0 = 0.2, Q0 = 0.1, IA0 = 0.2, IS0 = 0.1, R0 = 0.0.

This figure demonstrates the accuracy of the theoretical stability findings found in the section
above. Where, according to Theorem 3, the disease-free equilibrium point, Ē0, is locally asymptotically
stable in all of these circumstances (Figures 2–5), and the fundamental reproduction number, R0 < 1,
is present in every instance.

We compared the solution generated by the proposed method with GRK4 [35] in Figure 6
with the same parameters and domain (0, 150) as in Figure 4, with N = 10, h = 0.05, and the
initial conditions S0 = 0.2, E0 = 0.1, Q0 = 0.1, IA0 = 0.2, IS0 = 0.2, R0 = 0.0. For more
comparison, we estimated the CPU running times (in seconds) for the two techniques (the present
method and the GRK4 method) with different values of N and h in Table 1. From this table, we
observed that our proposed method took CPU running times that were similar to the GRK4 method.
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Figure 4. Behavior of the approximate solution via different values of initial values. (a–f) S(t),
E(t), Q(t), IA(t), IS(t), R(t).

Table 1. The CPU running times for the present method and the GRK4 method.

α N h Present Method GRK4 Method

1.0
8

0.005 25 s 24 s

0.001 30 s 28 s

10 0.005 28 s 26 s

0.001 35 s 34 s

0.95
8

0.005 27 s 26 s

0.001 32 s 30 s

10
0.005 30 s 29 s

0.001 37 s 35 s

0.90
8

0.005 28 s 27 s

0.001 33 s 31 s

10
0.005 31 s 30 s

0.001 38 s 36 s
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Figure 5. The REF of the approximate solution. (a–f) S(t), E(t), Q(t), IA(t), IS(t), R(t).

The behavior of the solution is dependent on Λ, the initial circumstances, and τ, β, δ, γ, η, θ, µ,
υ, σ, r1, r2 are shown in Figures 2–6, which demonstrates how the suggested strategy was effectively
used to address the situation at hand. The expected behavior of the disease might have taken place,
which would be a clear replication of the model.

The findings showed that as individuals came into contact with exposed or infected persons,
their susceptibility declined at consistent rates, resulting in a bigger number of exposed individuals.
The declines and increases were caused by people becoming infected after being exposed to COVID-
19. Conversely, as a proportion of recovered people passed away from natural causes, fewer people
were exposed, infected, or placed in quarantine. Moreover, there were fluctuations in the proportion
of those quarantined to people who were exposed overall.
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Figure 6. Comparison the solution obtained by the proposed method and the GRK4M method. (a–f) S(t),
E(t), Q(t), IA(t), IS(t), R(t).

6. Conclusions and Remarks
We used the proposed method to simulate the COVID-19 model in this work. With the aid of

the characteristics of the shifted Chebyshev polynomials, a rough formula for the Caputo fractional
derivative was presented with a particular focus. The model was turned into an algebraic system
of equations using the suggested method and this approximation for a formula. The system was
then stated as a constrained optimization problem, and the problem was then optimized to find the
unknown coefficients for the approximate solution. The presentation of the qualitative examination of
the model was given particular importance. According to the results, the model had two equilibrium
points: the endemic equilibrium point Ē1 and the disease-free equilibrium point Ē0. In addition,
the equilibrium points showed that Ē0 was locally and globally asymptotically stable depending on
R0 < 1, the fundamental reproduction number, whereas Ē1 depended on R0 > 1. The profile of
each state variable and the fitted values of the parameters were used to illustrate the spread of the
disease. The parameters in R0 were also subjected to a sensitivity analysis. The contact rate between
susceptible individuals and the transfer rate of people from exposure to symptomatically infected
classes made up the most sensitive R0 criteria.

The solutions obtained with various values for the parameters, as well as the initial conditions
for the studied problem, demonstrated that the offered method is well suited to successfully explore
this model. In addition, the REF was calculated to ensure that the suggested technique is genuine.
The outcomes confirmed that the suggested methodology is a useful tool for examining the numerical
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solution for such models. By incorporating this numerical analysis, our study, on the other hand,
may offer more solid physical interpretations for previous theoretical and computational studies on
this subject. We intend to deal with this model in the future, but on a larger scale, by generalizing
this research to include additional types of polynomials or fractional derivatives. The Mathematica
software program was used to perform numerical simulation operations.
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