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Abstract: This paper proposed a dead-time compensation method with fractional-order proportional
integral (FOPI) error voltage control. The disturbance voltages caused by the power devices’ dead
time and non-ideal switching characteristics are compensated for with the FOPI controller and fed to
the reference voltage. In this paper, the actual error voltage is calculated based on the model and
actual voltage of the permanent magnet synchronous motor. Considering the parameter error of
the permanent magnet synchronous motor and the voltage error caused by the dead-time effect,
a FOPI controller is used to calculate the compensation voltage. An improved particle swarm
optimization (PSO) algorithm is utilized to design the parameters of the FOPI controller in order
to eliminate the dead-time effect, and the optimal fitness function is designed. Compared with
other optimization algorithms, the improved PSO algorithm can achieve faster convergence speed in
the error voltage controller parameter design. The proposed dead-time compensation method can
improve the performance of the current response and eliminate the dead-time effect. This method also
eliminates all harmonic disturbances and has a good suppression effect on high-frequency harmonics.
The simulation and experimental results show that the dead-time compensation method using
optimal FOPI error voltage control makes the current ripple smaller and the response speed faster
than that of the traditional optimal integer-order PI control, thus demonstrating the effectiveness and
advantages of the proposed method.

Keywords: fractional-order proportional integral (FOPI) controller; dead-time compensation;
particle swarm optimization (PSO); voltage source inverter (VSI); permanent magnet synchronous
motor (PMSM)

1. Introduction

The pulse width modulation (PWM) voltage source inverter (VSI) has been extensively
used in permanent magnet synchronous motor drive systems. The dead time should be
inserted in switching signals to avoid any shoot-through in the inverter lags of the PWM-
VSI system. Because of the dead time of the inverter, there is a voltage drop between the
output voltage and the reference voltage. The voltage drop caused by the dead time brings
serious problems, such as current distortion and torque pulsation. Especially when the
current is nearly zero, the output voltage distortion is more severe. Hence, it is vital to
reject the disturbance from the dead time and improve the performance of current trucking.

Practical approaches have been discussed to overcome this problem. These meth-
ods can be sorted into three categories: (1) methods based on the modification of the
PWM signal; (2) methods based on current harmonics monitoring; (3) methods based on
model observation.

In the methods based on the modification of the PWM signal, the pulse width error
caused by dead time is compensated for by detecting the current polarity and adjusting
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the PWM pulse width. In [1], this voltage error is compensated during the next switching
period by modification of a reference voltage, the proposed solution can be used to compen-
sate for the voltage error in multilevel multiphase voltage source inverters, but [1] requires
additional hardware, which increases the cost and complexity of the system. If the polar-
ity information is not accurate enough, the performance will worsen after compensating.
The modified PWM signals are obtained using an off-line calculation in [2], this method
relies on the precise detection of current polarity. However, obtaining accurate current
polarity at zero-crossing instants is difficult, so it is necessary to determine the current
polarity with the help of a more complicated signal processing algorithm. In [3], polarity
detection accuracy is improved by using feedback circuits to measure inverter output
voltages and Kalman filters to reconstruct fundamental phase currents. These approaches
require additional circuits, which increase the end-product cost and hardware complexity.

In the PWM VSI system, the dead-time effect produces sixth-order current harmonics
in the synchronous reference frame. According to this theory, the methods based on
current harmonic monitoring are proposed [4–11]. The scheme in [4–11] can directly reduce
the dead-time current harmonics by generating compensation voltage references while
the motor is operating under steady conditions. Although those methods can make the
proposed scheme effective in both the steady and transient states, the algorithm converging
speed could be improved by limiting computation efforts. In [12], those approaches to
the motor design improved the sinusoidal degree of the back electromotive force (EMF)
by optimizing the distribution of the stator windings and the structure of the stator slots.
Although the approaches can attenuate the harmonics caused by the slot effect and the
magnetic saturation, the harmonics generated with the nonlinear characteristics of the
inverter still exist [12]. The method based on the proportional-resonant (PR) regulator was
also presented. It can track the reference for the positive and negative sequence currents
without errors simultaneously [13], although the methods are effective, the interference
between the different frequencies needs to be eliminated, and the algorithms need to be
simplified. In [4], a dead-time-related harmonic minimization method is proposed based
on proportional-integral (PI) controller tuning and under the premise of keeping the same
control strategy; however, this method cannot completely eliminate the dead-time effect,
which still has a great impact on the control system. This method [4] is compared with
the method proposed in this paper. The methods based on current harmonics monitoring
cannot take into account the high-frequency harmonic disturbance caused by the dead-
time effect; moreover, the algorithm implementation of this method is more complex and
requires higher hardware processors.

The methods based on model observation use a disturbance observer to estimate error
voltages [14–16], Furthermore, it not only reduces the sixth harmonic as in many other
compensation methods but also deals with its multiples concurrently. In [15], this paper
introduces a current harmonic elimination method based on a disturbance observer (DOB),
Although the DOB was shown to be able to satisfactorily operate under a constant change
in the rotational speed of the machine, this method has not been verified for the dynamic
response performance during motor startup. In [17], the expression of the inverter input
current was derived by considering the deadtime effect. However, these models are not
suitable for closed-loop control systems such as VSI-fed field-oriented control (FOC) PMSM
servo systems. The control scheme using two extended state observers (ESO) is proposed
in [14], which provides a strong ability to suppress dead-time effects, but the effect of this
method can be further improved. In the following, the method using ESO [14] is compared
with the method proposed in this paper.

In recent years, the number of studies related to the application of fractional controllers
has been increasing. Fractional order control achieves better performance than conventional
integer-order control, which can provide an opportunity to adjust better the dynamical
characteristics of the control system [18–21]. And fractional-order proportional integral
(FOPI) control has been widely used for servo systems [20]. Therefore, the FOPI controller is
applied in our proposed dead-time compensation method to pursue advanced robustness.
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This paper proposes a dead-time compensation method for a PMSM servo system
with an optimal FOPI error voltage control. The proposed method based on the model of
PMSM can calculate the error between the reference and output voltages, and the FOPI
controllers can make the error voltages of the d-axis and q-axis converge to zero quickly.
The proposed control strategy uses the PSO algorithm to design the parameters of the FOPI
controller, considering the nonlinearity of the dead-time effect. The proposed dead-time
compensation strategy can reduce the current disturbance in the VSI system. A PMSM
system is used to validate the proposed method. Simulation and experimental results are
presented to demonstrate the effectiveness of the proposed method.

The main contributions of this paper are as follows. (1) This paper proposes a dead-
time compensation method for PMSM servo systems with optimal FOPI error voltage
control. The method proposed in this paper can not only eliminate low-frequency har-
monic disturbances but also has a good suppression effect on high-frequency harmonics.
A voltage model with dead-time effect and parameter error of permanent magnet syn-
chronous motor is established. The actual error voltage is calculated based on the model
and actual voltage of the permanent magnet synchronous motor. Considering the parame-
ter error of the permanent magnet synchronous motor and the voltage error caused by the
dead-time effect, the FOPI controller is used to calculate the compensation voltage. (2) An
improved particle swarm optimization (PSO) algorithm is utilized to design the parameters
of the FOPI controller, and in order to eliminate the dead-time effect, the optimal fitness
function is designed. Compared with other optimization algorithms, the improved PSO
algorithm can achieve a faster convergence speed in the error voltage controller parameter
design. (3) Through theoretical and experimental analysis, it is proven that the method
proposed in this paper can have good error voltage control performance and robustness in
the case of motor parameter errors.

The rest of this article is organized as follows. The formula derivation process for
the error voltage caused by the dead-time effect is presented in Section 2. In Section 3, a
dead-time compensation method with optimal FOPI error voltage control is proposed, and
the parameter tuning procedure of the FOPI controller is also presented. The simulation
and experiments using the proposed dead-time compensation method are presented in
Sections 4 and 5, compared with the dead-time compensation method using optimal
integer-order proportional integral (IOPI) control, the dead-time compensation method
using ESO [14] and the dead-time-related harmonic minimization method [4]. Finally, the
conclusion is given in Section 6.

2. Analysis of Dead-Time Effect

The typical three-phase PWM inverter with PMSM load is illustrated in Figure 1.

(a) (b)

Figure 1. Model component. (a) Three-phase PWM drive system. (b) One phase leg of the PWM inverter.
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In practice, a dead-time, Td, is inserted in the gating signals to guarantee the safety
of the VSI system. The gating signals with the dead time added are shown in Figure 2b.
During the dead-time period Td, the switches in Figure 1 are turned off, and the terminal
voltage Va0 is determined by the direction of the a-phase current [22]. Figure 2c is the ideal
terminal voltage. Considering the dead time and the turn ON/OFF delay, the terminal
voltage is illustrated in Figure 2d,e. In this case, the a-phase average terminal voltage error
∆Va0 over one PWM period can be given as

∆Va0 = Verr ∗ sign(ia), sign(ia) =

{
−1, ia < 0
1, ia > 0

(1)

where ∆Va0 is the a-phase average terminal voltage error over one PWM period, sign(ia)
is the direction of the a-phase current, and Verr represents the magnitude of the terminal
voltage error, which is defined as

Verr =
Td + Ton − To f f

Ts
Vdc + Vdrop (2)

where Vdc is the dc-link voltage, Td is the dead time, Ts is the PWM carrier period, Ton is the
turn-on time delay of the switching device, To f f is the turn-off time delay of the switching
device, and Vdrop is the forward voltage drop of the switching device and of the diode.

Figure 2. Switching pattern and terminal voltages: (a) Ideal gate signals. (b) Real gate signals with
dead-time; (c) Ideal terminal voltage; (d) terminal voltage with dead-time and time delay when ia > 0;
(e) Actual terminal voltage with dead-time and time delay when ia < 0.
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In a similar way, the distorted voltage errors of other phases can be obtained.
The error voltages in the three-phase stationary reference frame are obtained as

∆uan = 1
3 (2∆Va0 − ∆Vb0 − ∆Vc0)

∆ubn = 1
3 (2∆Vb0 − ∆Va0 − ∆Vc0)

∆ucn = 1
3 (2∆Vc0 − ∆Va0 − ∆Vb0)

(3)

where ∆Va0, ∆Vb0, and ∆Vc0 are the three-phase terminal voltage errors of VSI and ∆uan,
∆ubn, and ∆ucn are the phase voltage errors of the PMSM in the three-phase stationary
reference frame.

The error voltages in the stationary frame can be transformed to the synchronous
reference frame as [

∆udt
∆uqt

]
= T2s/2r · T3s/2s ·

 ∆uan
∆ubn
∆ucn

 (4)

T3s/2r =
2
3

[
1 −1/2 −1/2
0
√

3/2 −
√

3/2

]
(5)

T2s/2r =

[
cos(θe) sin(θe)
− sin(θe) cos(θe)

]
(6)

where ∆ud and ∆uq are the d-axis and q-axis error voltages of the PMSM in the synchronous
reference frame caused by dead-time effect, T2s/3r is the Park’s transformation, and T2s/3r
is Clark’s transformation, θe is the rotor electrical position.

The analysis mentioned above demonstrates that the dead-time error voltage can be
influenced by current polarity, the turn ON/OFF delay, the voltage drop of the switching
device, and the diode. It is inaccurate for detecting current polarity because of the clamping
of current around the zero-crossing point. Due to the change in operating conditions,
such as temperature, many parameters affecting dead-time compensation are difficult to
measure. Thus, it takes work to compensate for the effect of dead time directly.

3. Proposed Dead-Time Compensation Strategy
3.1. Error Voltage Calculation Based on PMSM Model

The dynamic model of PMSM in the synchronous reference frame can be repre-
sented as (7). [

ud
uq

]
=

[
Rs + Ls p −weLq

weLs Rs + Lq p

][
id
iq

]
+

[
0
weψ f

]
(7)

where ud is the d-axis actual voltage, uq is the q-axis actual voltage, id is the d-axis current,
iq is the q-axis current, and Ls, Rs, ωe, and ψ f represent the stator inductance, resistance,
rotor electrical angular velocity, and rotor flux linkage.

Therefore, the dynamic model of PMSM in the discrete-time domain is represented as:[
ud(k− 1)
uq(k− 1)

]
=

[
Rs +

Ls
Ts
−weLs

weLs Rs +
Ls
Ts

][
id(k)
iq(k)

]
− Ls

Ts

[
id(k− 1)
iq(k− 1)

]
+

[
0
weψ f

]
(8)

where k represents the kth PWM period, id(k) and iq(k) are the d-axis current and q-axis
current of the kth PWM period, ud(k− 1) and uq(k− 1) are the d-axis voltage and q-axis
voltages of the k− 1 PWM period, and Ts is the sampling period.
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Since proper motor parameters cannot be obtained in practice, the equivalent error
voltage caused by the motor parameter error can be obtained through (9)[

errd(k− 1)
errq(k− 1)

]
=

[
Rs +

Ls
Ts
−weLs

weLs Rs +
Ls
Ts

][
id(k)
iq(k)

]
− Ls

Ts

[
id(k− 1)
iq(k− 1)

]
−[

Rc +
Lc
Ts
−weLc

weLs Rc +
Lc
Ts

][
id(k)
iq(k)

]
+

Lc

Ts

[
id(k− 1)
iq(k− 1)

] (9)

where Lc and Rs represent the nominal stator inductance, nominal resistance, and errd and
errq represent the equivalent error voltage caused by the motor parameter error.

Affected by the dead-time effect of the inverter, there is an error between the reference
voltage and the output voltage. According to (8), the dynamic model of PMSM, including
the error voltage in the discrete-time domain, can be represented as:[

ud
∗(k− 1)

uq
∗(k− 1)

]
=

[
Rc +

Lc
Ts

−weLc

weLs Rc +
Lc
Ts

][
id(k)
iq(k)

]
− Lc

Ts

[
id(k− 1)
iq(k− 1)

]
+

[
errd(k− 1)
errq(k− 1)

]

+

[
∆udt(k− 1)
∆uqt(k− 1)

] (10)

where ud
∗ and uq

∗ represent the d-axis and q-axis reference voltage of the k − 1 PWM
period and ∆udt(k− 1) and ∆uqt(k− 1) represent d-axis and q-axis error voltages caused
by dead-time effect.

Based on (10), the total error voltage caused by the dead-time effect and motor param-
eter error in the synchronous reference frame can be calculated using (12).{

∆uq(k− 1) = ∆udt(k− 1) + errd(k− 1)
∆ud(k− 1) = ∆uqt(k− 1) + errq(k− 1)

(11)

{
∆uq(k− 1) = uqc

∗(k− 1)− uq(k− 1)
∆ud(k− 1) = ud

∗(k− 1)− udc(k− 1)
(12)

where udc and uq represent the actual nominal voltages of the d-axis and q-axis calculated
from the nominal motor parameters, ∆ud(k− 1) and ∆uq(k− 1) represent d-axis and q-axis
error voltages.

Therefore, to control the error voltage caused by the dead-time effect and the uncer-
tainty error voltage caused by motor parameter error, it is necessary to use a FOPI controller
with high control performance.

3.2. Compensation Method with Optimal FOPI Error Voltage Control

Figure 3 shows the system control block diagram. The actual voltage calculation mod-
ule is shown in Figure 4, which can be represented by (12). When using the compensation
method with optimal FOPI error voltage control, the system control block diagram is also
shown in Figure 3. The compensation method with optimal FOPI error voltage control
uses the FOPI controller as the error voltage controller. The control objective is to make
the actual d-axis and q-axis voltages of the motor follow the reference voltages. The error
voltage caused by the dead-time effect can be reduced as much as possible.
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Figure 3. Block diagram of the system control.

Figure 4. The actual voltage calculation module.

GFOPI is the transfer function of the FOPI controller, which is shown as (13).

GFOPI = kp + ki/sα (13)

where kp and ki are proportional and integral gains and α is a fractional order. In this paper,
we consider α ∈ (0, 2).

According to the impulse response invariance method [23], the higher the order,
the higher the accuracy. However, a high approximation order results in more operat-
ing time for the microprocessor. Therefore, in practical applications, the approximation
order is chosen based on control performance requirements and hardware constraints.
The z-domain expression of the fractional operator 1/sα can be obtained with

1
sα

=
NUM
DEN

(14)

NUM = n0 + n1z−1 + n2z−2 + . . . + n5z−5 (15)

DEN = 1 + d1z−1 + d2z−2 + . . . + d5z−5 (16)

where ni and di(i = 1. . . 5) are the discretization coefficients of fractional-order operators.
When using the compensation method with optimal FOPI error voltage control, the

error voltage controller is shown in Figure 5 and ∆ûq(k) is the q-axis compensation voltage.
The calculation is as in (17).

ˆ∆uq(k) = Pq(k) + I f o
q (k) (17)
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where Pq(k) and I f o
q (k) represent the proportional and fractional-order integral terms of

the q-axis FOPI error voltage controller of the kth PWM period, as in (18) and (19).

Pq(k) = kpq ∗ ∆uq(k− 1) (18)

I f o
q (k) =kiq ∗

(
n0∆uq(k− 1) + n1∆uq(k− 2)+n2∆uq(k− 3) + n3∆uq(k− 4)+

n4∆uq(k− 5) + n5∆uq(k− 6)− d1 I f o
q (k− 1)− d2 I f o

q (k− 2)−

d3 I f o
q (k− 3)− d4 I f o

q (k− 4)− d5 I f o
q (k− 5)

) (19)

The ∆ûd(k) is the d-axis compensation voltage. The calculation is as in (20).

ˆ∆ud(k) = Pd(k) + I f o
d (k) (20)

where Pd(k) and I f o
d (k) represent the proportional and fractional-order integral terms of

the d-axis FOPI error voltage controller of the kth PWM period, as in (21) and (22).

Pd(k) = kpd ∗ ∆ud(k− 1) (21)

I f o
d (k) =kid ∗ (n0∆ud(k− 1) + n1∆ud(k− 2)+n2∆ud(k− 3) + n3∆ud(k− 4)+

n4∆ud(k− 5) + n5∆ud(k− 6)− d1 I f o
d (k− 1)− d2 I f o

d (k− 2)

− d3 I f o
d (k− 3)− d4 I f o

d (k− 4)− d5 I f o
d (k− 5))

(22)

where ∆ûq(k) and ∆ûd(k) are the q-axis and d-axis compensation voltages of the kth
PWM period, kpd and kid are proportional and integral gains of d-axis FOPI error volt-
age controller, and kpq and kiq are proportional and integral gains of q-axis FOPI error
voltage controller.

Figure 5. FOPI error voltage controller.

3.3. Compensation Method with Optimal IOPI Error Voltage Control

The FOPI controller can be superior to the IOPI in control performance and robustness.
To prove the necessity and superiority of using the FOPI controller, the IOPI controller is
used for error voltage control and compared with the FOPI controller. The compensation
method with optimal integer order proportional integral (IOPI) error voltage control uses
the IOPI controller as the error voltage controller.

GIOPI is the transfer function of the IOPI controller, which is shown as in (23).

GIOPI = kp + ki/s (23)

where kp and ki are proportional and integral gains.
When using the compensation method with optimal IOPI error voltage control, the

error voltage controller is shown in Figure 6. The compensation voltages are the output of
the IOPI controllers. The calculation is as in (24) and (25).
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ˆ∆uq(k) = kpq∗∆uq(k− 1) + kiq∗Ts

k−1

∑
i=1

∆uq(i) (24)

ˆ∆ud(k) = kpd∗∆ud(k− 1) + kid∗Ts

k−1

∑
i=1

∆ud(i) (25)

Figure 6. IOPI error voltage controller.

In the above equations (24) and (25), ∆ûq(k) and ∆ûd(k) are the q-axis and d-axis
compensation voltages of the kth PWM period, kpd and kid are proportional and integral
gains of d-axis IOPI error voltage controller, and kpq and kiq are proportional and integral
gains of q-axis IOPI error voltage controller.

3.4. Parameter Design of Error Voltage Controller Based on Improved PSO Algorithm

Due to its simplicity and ease of implementation with only a few parameters, the
particle swarm optimization (PSO) algorithm has shown desired optimization performance
in continuous optimization problems, and discrete optimization problems [24–26]. Because
of the non-linear characteristics of the dead-time effect, it is challenging to use frequency
domain analysis to design the parameters of the error voltage controller. In this paper,
the improved PSO algorithm is presented to develop the parameters of the error voltage
controller, and the process is shown in Figure 7.

In Figure 7, the position of the particle represents the parameters of the error voltage
controller, and the fitness function represents the performance index of the compensation
effect. When using the method with optimal IOPI error voltage control, the position of the
particles corresponds to the parameters of the IOPI controllers. When using the method
with optimal FOPI error voltage control, the position of the particles corresponds to the
parameters of the FOPI controllers.

The following is the optimization procedure. First, a particle swarm is generated, and
the positions of the particles are sequentially assigned to the parameters of the error voltage
controller (IOPI controller or FOPI controller). Then the performance index corresponding
to the set of parameters can be obtained by the simulation model of the control system.
By evaluating the fitness function, the optimal fitness value and particle position can be
obtained. Finally, it is judged whether the maximum number of iterations is reached. If not,
the operation of updating the particle is performed. If the number of iterations equals the
maximum number of iterations, the algorithm obtains the optimal position.

The update operation of particles mainly includes speed update and position update,
which are calculated according to (26).{

vi+1 = ωivi + c1r1(Pi − xi) + c2r2(Gi − xi)
xi+1 = xi + vi+1

(26)

where xi is the particle’s position of the ith iteration, i is the number of iteration, vi is the
particle’s velocity of the ith iteration, xi+1 and vi+1 are the position and velocity of the the
i + 1 iteration, and ωi is the inertia weight at the ith iteration. c1 and c2 are the acceleration
coefficients, c1 and c2 control the relative proportion of cognition and social interaction
in the swarm. r1 and r2 are random numbers between [0,1], Pi is the optimal position of
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a single particle until the ith iteration, and Gi is the optimal position of the entire particle
swarm until the ith iteration.

Figure 7. The process of parameter design of error voltage controller.

To dynamically adjust the inertia weight, we consider ωi ∈ [ωmin, ωmax], and the
inertia weight at the ith iteration is as in (27).

ωi = ωmax −
ωmax −ωmin

Iter max
· i (27)

where ωmin and ωmax are constants, the itermax is maximum number of iteration.
As in (28), the acceleration coefficient c1 keeps decreasing over time, and the accelera-

tion coefficient c2 keeps increasing over time.
c1 = (c1 f − c1i)

i
Iter max

+ c1i

c2 = (c2 f − c2i)
i

Iter max
+ c2i

(28)

where c1i, c1 f , c2i, and c2 f are constants, which are the initial and final values of c1 and c2,
and the Itermax is the maximum number of iteration.

The purpose of the error voltage controller is to minimize the q-axis voltage error
and the d-axis voltage error. The q-axis current ripple directly causes the torque ripple.
It greatly influences the system’s control performance, so this paper pays more attention to
the voltage error control effect of the q-axis. Referring to the evaluation index of ITAE, the
fitness function is set to JITAE, as in (29).

JITAE = 4 ∗
∫ ∞

0
t
∣∣∆uq

∣∣dt +
∫ ∞

0
t|∆ud|dt (29)

where ∆ud(k) and ∆uq(k) represent the d-axis and q-axis error voltages of the kth PWM
period. t is the running time of the system.



Fractal Fract. 2023, 7, 274 11 of 29

When using the compensation method with optimal IOPI error voltage control, the
particle position xi is shown in (30).

xi =
[

kpd kid kpq kiq
]

(30)

where kpd and kid are proportional and integral gains of the d-axis IOPI error voltage
controller and kpq and kiq are proportional and integral gains of q-axis IOPI error volt-
age controller.

For designing the parameters of the IOPI controller, the configuration of the improved
PSO algorithms is shown in Table 1.

Based on the configuration in Table 1, the parameters of the IOPI controller are opti-
mized by the PSO algorithm. The convergence curve of the optimal fitness function value
with the number of iterations is shown in Figure 8.

Table 1. The configuration of the improved PSO algorithm.

For Optimal IOPI Controler For Optimal FOPI Controller

populations 40 populations 40
Itermax 40 Itermax 40
ωmax 0.8 ωmax 0.8
ωmin 0.2 ωmin 0.2
c1 f 0.3 c1 f 0.3
c1i 2.5 c1i 2.5
c2i 0.3 c2i 0.3
c2 f 2.5 c2 f 2.5
vmax [3,40,3,40] vmax [3,40,3,40,0.2,0.2]
vmin [−3,−40,−3,−40] vmin [−3,−40,−3,−40,−0.2,−0.2]
xmax [2,1000,20,1000] xmax [2,1000,20,1000,0,0]
xmin [0,0,0,0] xmin [0,0,0,0,−2,−2]

Figure 8. PSO algorithm Optimal fitness function value in FOPI/IOPI controller design.
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The parameter iteration result of the IOPI controller based on the improved PSO
algorithm is shown in Table 2.

When using the compensation method with optimal FOPI error voltage control, the
particle position xi is shown in (31)

xi =
[
kpd, kid, kpq, kiq, αd, αq

]
(31)

where kpd and kid are proportional and integral gains of the d-axis FOPI error voltage
controller, kpq and kiq are proportional and integral gains of q-axis FOPI error voltage
controller, αd is the fractional order of the d-axis FOPI error voltage controller, and αq is
fractional order of q-axis FOPI error voltage controller.

For designing the parameters of the FOPI controller, the configuration of the improved
PSO algorithms is shown in Table 1.

Based on the configuration in Table 1, the parameters of the FOPI controller are
optimized using the PSO algorithm. The convergence curve of the optimal fitness function
value with the number of iterations is shown in Figure 8.

Table 2. The parameter iteration result.

Paramters of IOPI Controller Paramters of FOPI Controller

kpd 3.05745 kpd 2.186
kid 431.402 kid 491.66
kpq 2.7419 kpq 1.693
kiq 707.891 kiq 503.683

αd 0.651
αq 0.722

The parameter iteration result of the FOPI controller is shown in Table 2.
The Artificial Bee Colony (ABC) Algorithm is an optimization algorithm based on

intelligent behavior.
For the parameter design of the IOPI/FOPI controller, the parameter optimization

curve of the ABC algorithm is shown in Figure 9 [27]. The comparison of the iterative
optimization results of the ABC algorithm and the PSO algorithm is shown in Table 3, it can
be seen that the optimal fitness values obtained by the two algorithms are approximately
equal, which proves that the controller parameters obtained in Table 2 are the global optimal
solution. Compared with the ABC algorithms, the improved PSO algorithm can achieve a
faster convergence speed in the error voltage controller parameter design.

Table 3. Comparison of optimal fitness function Values between ABC algorithm and PSO algorithm.

IOPI Controller FOPI Controller

Optimal fitness function value of PSO algorithm 1.8350× 10−4 9.9584× 10−5

Optimal fitness function value of ABC algorithm 1.8310× 10−4 9.9618× 10−5

The αd is the fractional order of the d-axis FOPI error voltage controller. According to
Table 2, αd = 0.651. The discrete implementation of 1/sαd can be obtained using the impulse
response invariance method [23], and the comparison of discretization approximate bode
graph and ideal bode graph is shown in Figure 10. The αq is the fractional order of the
q-axis FOPI error voltage controller, and the comparison of discretization approximate
bode graph and ideal bode graph of 1/sαq is shown in Figure 11.
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Figure 9. ABC algorithm Optimal fitness function value in FOPI/IOPI controller design.

Figure 10. The comparison of discretization approximate bode graph and ideal bode graph of 1/sαd .
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Figure 11. The comparison of discretization approximate bode graph and ideal bode graph of 1/sαq .

3.5. Parameters Design of Current Loop Controller and Speed Loop Controller

The PMSM current can be controlled with two PI controllers. Without dead-time
compensation, the simplified PMSM current control system is shown in Figure 12.

Figure 12. The simplified PMSM current control system.

The current loop controller model CPI is as in (32)

CPI(s) = Kpc +
Kic
s

(32)

where Kpc and Kic are proportional and integral coefficients. The open-loop transfer
function of the current loop is as follows:

Gco(s) = K0K1CPI(s)
1

Lss + Rs

= K0K1

(
Kpcs + Kic

s

)
1

Lss + Rs
.

(33)

where K0 and K1 are constants. K0 represents the voltage conversion coefficient, and K1
represents the current conversion coefficient. Ls and Rs represent the stator inductance
and resistance.
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According to the existing system, K0 = 179.561 and K1 = 1/19.2. The current controller
is designed by the cancellation method with relationship Kpc/Kic = L/R [28]. The gain
crossover frequency is set as ωc = 2000 rad/s,

|Gco(jωc)| = 1 (34)

According to (34), we can get the parameters of current loop controller as follows:

Kpc =
ωcLs

K0K1
, (35)

Kic =
KpcRs

Ls
=

ωcRs

K0K1
. (36)

4. Simulation Results

The proposed method is compared with the method without compensation to demon-
strate the effectiveness of the dead-time compensation method with optimal FOPI error
voltage control. The proposed method is compared with the method using optimal IOPI
error voltage control and the compensation with extended state observers (ESO) [14] to
indicate higher performance using optimal FOPI control. In order to prove that the FOPI
error voltage control method has a good ability to eliminate current harmonics, this dead-
time-related harmonic minimization method [4] is compared with the proposed method.
The simulation model is built using MATLAB/Simulink, which has the same control
scheme and parameters as the drive system. The dead time in the gate of power switches is
2.1 µs. The simulation control block diagram is shown in Figure 3, the Iqre f is set to 1 A,
and the Idre f is set to 0 A. According to (35) and (36), The parameters of the current loop
controller can be calculated as Kpc = 1.4018 and Kic = 121.8973. The parameters of the error
voltage controller are shown in Table 2. Other specifications of the simulation drive system
are given in Table 4.

Table 4. Specification of experimental drive system.

Parameters of PMSM Specification of PWM Inverter

Pole pairs 5 DC link 310 [V]
Resistance (Rs) 0.38 [Ω] PWM period 50 [µs]
Inductance (Ls) 4.37 [mH] Turn-on/off delay 180/320 [µs]
Flux linkage (lam) 0.066 [Wb] Dead-time 2.1 [µs]
Inertia (J) 0.027 [kg·m2] IGBT/Diode Ron 36 [mΩ]
viscous daping (B) 0.0502 [N·m·s] Saturation Volt 1.1 [V]

4.1. Current Closed-Loop Simulation

The simulation result of Iq current is shown in Figure 13 and Table 5. As we can see, the
Iq current of the method without compensation is much distorted because of the dead-time
effect, and the torque ripple in the steady state is very severe. When using the dead-time
compensation method with optimal FOPI error voltage control, the current ripple can be
significantly eliminated, and the tracking performance can be improved. Compared with
the IOPI error voltage control and the compensation with ESO [14], it can be seen that the
method with optimal FOPI error voltage control can further improve tracking performance
and reduce the current ripple of the Iq current. Compared with the compensation with
ESO [14], the optimal FOPI error voltage control can effectively suppress high-frequency
harmonic disturbance.

In the simulation, the comparison of the Id current response under the three control
strategies is shown in Figure 14 and Table 6. The dead-time compensation method with
optimal FOPI error voltage control can significantly reduce the current disturbance caused
by the dead-time effect, and the method with optimal FOPI error voltage control has a
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more vital ability to suppress the disturbance of the Id current than that using optimal
IOPI error voltage control and the compensation method with ESO [14]. Figure 15 and
Table 7 show the three-phase current response comparison results. The dead-time com-
pensation method with optimal FOPI error voltage control can significantly eliminate
the current distortion and reduce the current clamping around the zero-crossing point.
The method’s performance with optimal FOPI error voltage control is better than that of
IOPI error voltage control, which proves that the proposed method has a better dead-time
compensation effect. Compared with the compensation with ESO [14], the optimal FOPI
error voltage control can effectively suppress high-frequency harmonic disturbance.

Figure 13. The comparison of Iq step current response of three control strategies.

Figure 14. Comparison of Id current response of three control strategies.
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The q-axis error voltage simulation results are shown in Figure 16. The q-axis er-
ror voltage varies nonlinearly with increasing speed when using the method without
compensation. The dead-time compensation method with optimal FOPI error voltage
control can quickly make the error voltage converge to 0. The convergence speed of the
proposed method is faster than that of the method using optimal IOPI error voltage control.
The method with optimal FOPI error voltage control makes the q-axis error voltage con-
verge to 0 faster than the method with optimal IOPI error voltage control.

Table 5. The performance index comparison of Iq step current response in the simulation.

without Compensation IOPI FOPI ESO [14]

overshoot (%) 9.05 4.53 4.767 0.0
rise time (s) 0.01825 0.0037 0.0017 0.00986

settling time (s) \ 0.03 0.024 0.00986
current ripple
amplitude (A) 0.184 0.0359 0.0175 0.08467

Table 6. The performance index comparison of Id step current response.

without Compensation IOPI FOPI ESO [14]

Current ripple
amplitude (A) 0.671 0.23 0.097 0.33

Figure 15. Comparison of three-phase current response of three control strategies.

Table 7. The performance index comparison of three-phrase current step current response.

without Compensation IOPI FOPI ESO [14]

Current clamping
time (s) 0.0102 0.003258 0.001751 0.00482
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Figure 16. Comparison of the error voltage of q-axis.

The d-axis voltage error simulation results are shown in Figure 17. It can be seen
that the d-axis error voltage fluctuates significantly under the influence of the dead-time
effect, and the dead-time compensation method with optimal FOPI error voltage control
can substantially reduce the d-axis error voltage.

Figure 17. Comparison of the error voltage of d-axis in the simulation.
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4.2. Speed Closed-Loop Simulation

In the case of keeping the motor speed constant at 200 r/min, compare the method
proposed in this paper with the typical current harmonic elimination method. Observe
and compare the three-phase current and its frequency spectrum. In [4], a dead-time-
related harmonic minimization method based on proportional-integral (PI) controller
tuning is proposed under the premise of keeping the same control strategy. In order to
prove that the FOPI error voltage control method has a good ability to eliminate current
harmonics, this dead-time-related harmonic minimization method [4] is compared with
the proposed method.

The three-phase current simulation results and their spectral analysis for the dead-
time-related harmonic minimization method and the method [4] proposed in this paper
are shown in Figures 18 and 19. It can be seen from Figure 18 that the proposed method
can more effectively eliminate the current clamping phenomenon caused by the dead-time
effect. At the point where the current passes through 0, the current clamping time of the
proposed method is shorter than the dead-time-related harmonic minimization method [4].
It can be seen from Figure 19 that the proposed method is better than the dead-time-related
harmonic minimization method [4] in eliminating the dead-time effect harmonics.

Figure 18. Comparison of three phase current response under 200 r/min speed conditions.
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Figure 19. Frequency domain simulation analysis of A phase current under 200 r/min speed conditions.

4.3. Robustness Comparison for Motor Parameter Error

Due to the influence of motor characteristics, motor inductance and other parameters
are easy to change during the experiment, so the verification of motor parameter uncertainty
is added to the simulation. Three groups of motor parameters are randomly given within
a certain range for simulation, and the effectiveness and robustness of the compensation
method are verified by comparing the optimal FOPI error voltage control method and the
optimal IOPI error voltage control method. The error and nominal motor parameters used
in the simulation are shown in Table 8.

Table 8. Three groups of error motor parameters and motor actual parameters.

Resistance
(Ω)

Inductance
(mH)

Inertia
(kg·m2)

Viscous Damping
(N·m·s)

error parameters (1) 0.514 4.90 0.0396 0.023
error parameters (2) 0.769 2.75 0.033 0.0299
error parameters (3) 0.769 1.96 0.0134 0.0172
actual parameters 0.38 4.37 0.027 0.05027

From Figures 20 and 21, it can be seen that the FOPI error voltage control method still
has a good control effect when the motor parameter error occurs. The FOPI error voltage
control method can effectively suppress the high-frequency harmonic disturbance caused
by the motor parameter error. The control effect of the IOPI controller is poor, and the
high-frequency harmonic disturbance cannot be effectively suppressed.

It can be seen from Figures 22 and 23 that in the case of errors in motor parameters,
FOPI error voltage control still has good performance in eliminating the current clamping
phenomenon and suppressing high-frequency harmonic disturbances. The control effect of
FOPI error voltage control is better than that of IOPI error voltage control when there are
errors in motor parameters, which proves the necessity of using the FOPI controller.
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Figure 20. The comparison of Iq step current response in the error motor parameters.

Figure 21. The comparison of Id step current response in the error motor parameters.
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Figure 22. The three-phase current response of the optimal IOPI error voltage control in the error
motor parameters.

Figure 23. The three-phase current response of the optimal FOPI error voltage control in the error
motor parameters.
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5. Experimental Results

Experiments are performed under the same operating conditions as the simulation
to demonstrate the effectiveness and high performance of the method with optimal FOPI
control. A laboratory permanent magnet synchronous motor (PMSM) speed servo plat-
form is shown in Figure 24. The experiments’ dead-time setting, controller, and motor
parameters are consistent with the simulation. The servo drive is based on the digital
signal processor (DSP) TMS320F28335, which is used for AD conversion, encoder sampling,
generation of insulated-gate bipolar transistor (IGBT) gate switching signals, and control
algorithm implementation.

Figure 24. Experimental platform.

The experimental comparison results of the Iq current step response are shown in
Figure 25 and Table 9. The Iq current step response without compensation has the character-
istics of a slow rise time and large ripple. Compared with the IOPI error voltage controller
and the compensation with ESO [14], it can be seen that the method with optimal FOPI
error voltage control can further improve the tracking performance and reduce the current
ripple of the Iq current. Compared with the compensation with ESO [14], the optimal FOPI
error voltage control can effectively suppress high-frequency harmonic disturbance.

Figure 25. Comparison of Iq current response.
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Table 9. The performance index comparison of Iq step current response in the experimental.

without Compensation IOPI FOPI ESO [14]

overshoot (%) 2.3 3.8 1.7 1.82
rise time (s) 0.036 0.00875 0.00675 0.00375

settling time (s) \ 0.0417 0.007 0.00376
current ripple
amplitude (A) 0.1852 0.065 0.0586 0.089

In the experimental results, the Id current response is compared under the three control
strategies in Figure 26 and Table 10. Compared with the method without compensation,
the dead-time compensation method with optimal IOPI error voltage control and the
compensation method with ESO [14] can significantly reduce the current disturbance
caused by the dead-time effect. The method with optimal FOPI error voltage control can
further reduce the ripple of the Id current than the method with optimal IOPI error voltage
control and the compensation method with ESO [14].

Figure 26. Comparison of Id current response.

Table 10. The performance index comparison of Id step current response

without Compensation IOPI FOPI ESO [14]

Current ripple
amplitude (A) 0.424 0.1851 0.0732 0.291

The experimental results of the d-axis voltage error are shown in Figure 27. It can be
seen that the d-axis error voltage fluctuates violently under the influence of the dead-time
effect. Compared with the method without compensation and optimal IOPI error voltage
control, the dead-time compensation method with optimal FOPI error voltage control can
significantly reduce the d-axis error voltage.

The q-axis error voltage experimental results are shown in Figure 28. The experimental
results of q-axis error voltage are consistent with the simulation results. Without compensa-
tion, the q-axis error voltage changes nonlinearly with the speed change. The error voltage
can converge to 0 quickly when using the method with optimal FOPI error voltage control.
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The convergence speed of the method with optimal FOPI error voltage control is faster
than that using optimal IOPI error voltage control.

The above experiment studies the dead-time effect compensation effect of the method
proposed in this paper in the case of current closed-loop control. Add a speed closed-loop
controller to the previous current closed-loop control system, and the output of the speed
closed-loop controller is used as the reference input of the current controller. When the
speed is 40 r/min and 200 r/min, the experimental results of the three-phase current of the
permanent magnet synchronous motor are shown in Figures 29 and 30.

Figure 27. Comparison of the error voltage of d-axis.

Figure 28. Comparison of the error voltage of q-axis.

The comparison of A-phase current response experimental results under the 40 r/min
speed conditions is shown in Figure 29 and Table 11. Compared with the method without
compensation and optimal IOPI error voltage control, the dead-time compensation method
with optimal FOPI error voltage control can significantly eliminate the current distortion
and reduce the clamping of current around the zero-crossing point. The three-phase current
clamping time of the method proposed in this paper is less than that of the compensation
method using ESO.
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Figure 29. Comparison of Ia current response under 40 r/min speed conditions.

Table 11. The performance index comparison of Ia current step current response under 40 r/min
speed conditions.

without Compensation IOPI FOPI ESO [14]

Current clamping
time (s) 0.0112 0.00375 0.00175 0.00195

The comparison of A-phase current response experimental results under 200 r/min
speed conditions is shown in Figures 30 and 31.

Figure 30. Comparison of three-phase current response under 200 r/min speed conditions.
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Figure 31. Frequency domain analysis of A phase current under 200 r/min speed conditions (the
proposed method, the method with optimal IOPI error voltage control and the method with ESO).

In the case of keeping the motor speed constant at 200 r/min, compare the method
proposed in this paper with the typical current harmonic elimination method [4]. Further,
observe and compare the three-phase current and its frequency spectrum. The three-
phase current experiment results and their spectrum analysis of the dead-time-related
harmonic minimization method and the method [4] proposed in this paper are shown in
Figures 32 and 33. It can be seen from Figure 18 that the proposed method can more
effectively eliminate the current clamping phenomenon caused by the dead-time effect. At
the point where the current passes through 0, the current clamping time of the proposed
method is shorter than the dead-time-related harmonic minimization method [4]. It can
be seen from Figure 19 that the proposed method is better than the dead-time-related
harmonic minimization method [4] in eliminating the dead-time effect harmonics.

Figure 32. Comparison of three phase current respons under 200 r/min speed conditions.
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Figure 33. Frequency domain analysis of A phase current under 200 r/min speed conditions (the method
with optimal IOPI error voltage control and the minimization method of deadtime-related harmonic).

6. Conclusions

This paper presents a dead-time compensation method for PMSM Servo System with
optimal FOPI error voltage control. In this method, the disturbance voltages caused by
the power devices’ dead time and nonideal switching characteristics are compensated for
by the FOPI controller and fed to the reference voltage. With the same parameter design
method and parameter design index, the dead-time compensation method with optimal
FOPI error voltage control is compared with the compensation method with ESO and the
method with optimal IOPI error voltage control. In order to prove that the FOPI error
voltage control method has a good ability to eliminate current harmonics, the dead-time-
related harmonic minimization method using optimal PI parameters is compared with the
proposed method. The simulation and experimental results demonstrate that the dead-time
compensation method with optimal FOPI error voltage control can make the current ripple
smaller and the response speed faster. Additionally, the proposed method significantly elim-
inates the current distortion and reduces current clamping around the zero crossing point.
Through theoretical and experimental analysis, it is proven that the method proposed in
this paper can have good error voltage control performance and robustness in the case of
motor parameter errors. It is proven that the proposed dead-time compensation method
can improve the performance of the current response by eliminating the dead-time effect.
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