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Abstract: The most recent advancements in renewable energy resources, as well as their broad accep-
tance in power sectors, have created substantial operational, security, and management concerns. As a
result of the continual decrease in power system inertia, it is critical to maintain the normal operating
frequency and reduce tie-line power changes. The preceding issues sparked this research, which
proposes the Fuzzy Tilted Fractional Order Integral Derivative with Fractional Filter (FTFOIDFF),
a unique load frequency controller. The FTFOIDFF controller described here combines the benefits
of tilt, fuzzy logic, FOPID, and fractional filter controllers. Furthermore, the prairie dog optimizer
(PDO), a newly developed metaheuristic optimization approach, is shown to efficiently tune the
suggested controller settings as well as the forms of the fuzzy logic membership functions in the
two-area hybrid power grid investigated in this paper. When the PDO results are compared to those
of the Seagull Optimization Algorithm, the Runge Kutta optimizer, and the Chaos Game Optimizer
for the same hybrid power system, PDO prevails. The system model incorporates physical constraints
such as communication time delays and generation rate constraints. In addition, a unified power
flow controller (UPFC) is put in the tie-line, and SMES units have been planned in both regions.
Furthermore, the contribution of electric vehicles (EVs) is considered in both sections. The proposed
PDO-based FTFOIDFF controller outperformed many PDO-based traditional (such as proportional
integral derivative (PID), proportional integral derivative acceleration (PIDA), and TFOIDFF) and
intelligent (such as Fuzzy PID and Fuzzy PIDA) controllers from the literature. The suggested
PDO-based FTFOIDFF controller has excellent performance due to the usage of various load patterns
such as step load perturbation, multi-step load perturbation, random load perturbation, random
sinusoidal load perturbation, and pulse load perturbation. Furthermore, a variety of scenarios have
been implemented to demonstrate the advantageous effects that SMES, UPFC, and EV units have
on the overall performance of the system. The sensitivity of a system is ascertained by modifying
its parameters from their standard configurations. According to the simulation results, the sug-
gested PDO-based FTFOIDFF controller can improve system stability despite the multiple difficult
conditions indicated previously. According to the MATLAB/Simulink data, the proposed method
decreased the total fitness function to 0.0875, representing a 97.35% improvement over PID, 95.84%
improvement over PIDA, 92.45% improvement over TFOIDFF, 83.43% improvement over Fuzzy PID,
and 37.9% improvement over Fuzzy PIDA.

Keywords: prairie dog optimizer; load frequency control; renewable energy sources; fractional-order
controllers; fuzzy logic control; sustainable
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1. Introduction
1.1. Motivation and Incitement

The provision of a continuous supply of electrical power of a quality that is deemed
satisfactory to each and every customer inside a power system should be the primary goal
of any power system utility. The electric grid will be in equilibrium when there is a balance
between the quantity of electrical power that is needed and the amount that is generated.
To obtain a desirable profile of voltage (reactive power balance) and desirable frequency
ranges (actual power balance), two basic control strategies are used. The first is known
as an automatic voltage regulator (AVR), while the second can either be referred to as an
automatic generation control (AGC) or a load frequency controller (LFC) [1]. In a power
system that is linked, the objective of LFC is to minimize the transient variations in area
frequency and tie-line power exchange while also ensuring that their steady-state errors
are zero [2]. Induction motors and transformers are susceptible to experiencing increased
magnetizing currents if the frequency experiences a significant dip. The widespread
usage of electric clocks and the use of frequency for many other timing applications both
necessitate the correct preservation of synchronous time, which must be proportional to
frequency and must also incorporate the integral of that variable. The loads are shifted
about in a haphazard and fleeting manner by the consumers of electric power. As a direct
consequence of this, mismatches between generation and load occur all of a sudden. Due
to the mismatch, power is pulled from or fed into the rotor, which results in a change in
the generator speed and, as a consequence, the frequency of the system (since frequency is
strongly connected to the generator speed). Without proper control, it is difficult to keep the
generation and load balances in the correct proportions. Therefore, a control mechanism
is needed to mitigate the effects of unpredictable shifts in load and to keep the frequency
at the required value. Continuously regulating the active power output of the generator
in order to correspond with the randomly variable load is the responsibility of the Load
frequency control loop [3].

In a power system that is practically integrated, the generation often consists of a mix of
several types of power generation, including thermal, hydro, nuclear, and gas. Nevertheless,
due to the tremendous efficiency of nuclear facilities, they are often maintained at a base
load that is rather near to their maximum output. The generation of electricity from gas is
ideally suited for addressing the varied load demand. Consequently, gas plants are only
utilised to satisfy peak demand [4,5]. Therefore, traditional nonrenewable resources were
the most common kind of installation in the energy industry. Worries are shifting, however,
away from these sources of electricity due to their scarcity and the negative effects they
have on the environment [6]. These worries centre on the installation of sources of power
that are based on renewable energy. Therefore, a greater emphasis must be placed on
sustainable development in order to replace non-renewable sources with renewable energy
sources (RESs), such as wind generation, solar photovoltaic (PV) generation, bio-diesel
production, and so on. In addition, the improvement of power grids that are based on RES
by making use of energy storage devices, the cooperative functioning of electric vehicles
(EVs) that have been installed, and other similar activities have garnered significant interest
from researchers, industry, and government laws and incentives. They have the potential
to contribute to the maintenance of power networks’ resilience and dependability [7]. In
addition, an improvement in the overall efficiency of power grids is attainable by utilizing
modern single- and multi-objective optimisation techniques, such as the robust optimisation
methods [8] and the stochastic optimisation methods [9].

1.2. Literature Review

Intermittency, inconstant loading profiles, lower inertia, and other issues are only some
of the obstacles that power systems based on RES must contend with. The connectivity
of electricity grids that are powered by RES is beneficial in a number of different ways.
Nevertheless, renewable energy sources (RES) contribute to the development of fragile
power networks that have an unstable reaction to disturbance [10]. When compared to
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typical grids based on non-renewable sources of energy, renewable-based grids have a far
lower inertial response, which is the primary cause of grid instability. Since PV and wind
generation are coupled with power interface converters, they are unable to withstand a
considerable inertial response, which restricts their capacity for balancing power needs [11].
A low inertial response causes significant instability in power grids, which reduces the
controllability of frequency deviations in power grids that are based on RES [12]. This
instability may be mitigated by increasing the penetration level of RES.

When the governor system is incapable to cope with frequency changes owing to its
slow reaction, active power sources with rapid reactions, such (SMES), are very beneficial
in boosting the responsiveness of a system [13,14]. The efficiency of tiny (MES) units,
including superconducting and conventional loss varieties, for load frequency regulation
is investigated in [15]. There are suggestions on how to make the most of these units’
limited energy storage capacity in order to improve the responsiveness of extensive power
systems. Since the SMES unit is capable of simultaneously managing both active and
reactive powers [16], it is one of the most powerful and critical stabilizers of frequency
oscillations. This is due to the fact that frequency oscillations may be quite dangerous.
There have been reports in the published literature [17,18] that discuss the practicability
of using SMES to improve load frequency performance. Recent developments in power
electronics have resulted in the creation of controllers known as flexible alternating current
transmission systems (FACTS), which are used in power systems. The performance of
a power system can be improved by utilizing FACTS controllers due to their ability to
quickly manage the state of the network and their potential to be utilised in this capacity.
The FACTS family includes the unified power flow controller (UPFC), which has several
characteristics that may be used in a variety of contexts. In addition to managing the
UPFC bus voltage and shunt reactive power, UPFC, which comprises of a series and shunt
converter coupled by a common dc link capacitor, can also regulate the actual and active
power flow in transmission lines [19]. This is made possible by the fact that UPFC is
constructed from a series and shunt converter. It has been observed in the literature [20,21]
that the effect of various FACTS controllers, such as static synchronous series compensator
(SSSC) and thyristor controlled phase shifter (TCPS), working in conjunction with SMES
for AGC can have a significant influence. In light of the aforementioned, the LFC analysis
presented in this work was carried out while SMES and UPFC were also present.

Power grids that are based on RES have the potential to improve their overall per-
formance if improved and optimized control mechanisms are used [22,23]. LFC has seen
widespread adoption as a solution to the frequency variation issues plaguing power net-
works that are based on RES. The control of generated power is the responsibility of LFCs
in order to mitigate loading variations, incompatible parameters, the changing nature of
RESs, disruptions, and other similar occurrences [24]. The resistance of power grids to
disturbances is directly proportional to the kind of LFC method that is put into practice. In
addition, the power grid responsiveness as well as the complexity of the design process are
both determined by the correct optimal LFC design technique [25].

For the purpose of load frequency regulation in power systems, a variety of control
structures have been discussed and described in the aforementioned literature. First, stan-
dard integral order controllers such as PI and PID controllers, which are known for their
ease of use, have been adapted for use as load frequency controllers [26]. As a direct
consequence of this, soft computing technologies have been included into the process
of tuning various controllers. Multiple optimisation strategies, such as particle swarm
optimisation [27], whale optimisation algorithm [28], cuckoo search algorithm [29], marine
predators algorithm [30], sine cosine adopted dingo optimisation algorithm [31], colliding
bodies optimizer [32], cohort intelligence optimization [33], and sea horse optimizer [34]
have been used to the design of LFC in order to conduct more research and development
on the technology. Using PID controllers, several LFC strategies have been suggested as po-
tential solutions for multi-area linked power systems. These methodologies were important
contributors to the preliminary phase of the deregulated LFC operation. Contrarily, it has
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been noticed that the majority of research have focused their emphasis on LFC difficulties
unique to the conventional power system. Furthermore, the significant penetration of
RES may bring up a number of challenges, such as voltage instability, poor power quality,
frequency variation, and reliability issues.

Regrettably, traditional PID controllers have a number of shortcomings when it comes
to coping with system uncertainties such as the fluctuation of RES [35]. As a result, various
adjustments have been made in order to enhance the functionality of conventional PID
controllers such as the tilt-integral derivative (TID) and the (FOPID) controllers. These
improvements have been made in order to increase performance. Calculus using fractions
serves as the foundation for these controllers [36]. The efficacy of fractional controllers
has been demonstrated by the empirical investigations conducted by researchers [37–39],
whereby they have applied mathematical principles to actual scenarios. Several other
methods of optimization, including as the differential evolution algorithm [40] and the
performance index approach [41], have been utilised in the process of designing the LFC
for a multi-area power system utilizing the TID compensator as the primary component.
In addition, in comparison to the PID controller, the TID controller possesses the benefits
of having a greater disturbance rejection ratio, easier tuning, and fewer impacts of system
parameter modification on the system response. All of these advantages make the TID
controller the superior choice. In addition, the standard PID controller may be made more
efficient by using the FOPID controller since the FOPID controller provides a higher number
of degrees of freedom [42]. The genetic algorithm [43], particle swarm optimisation [44],
hybrid moth flame optimisation with generalized Hopfield neural network [45], and
pollination algorithm [46] have all been utilised in the process of fine-tuning the LFC-based
FOPID controller. In comparison to the PID controller, the FOPID has delivered dynamic
specifications that are superior, as well as positive results.

Ref. [47] reported on research on two-area hybrid power grids that used a combined-
FO mixed structure based on PIDD2 and FOPI control. The Dandelion optimizer (DO) was
utilised to fulfil the purpose of optimizing the controller design that was provided. In [48],
the butterfly optimisation algorithm (BOA) has been used to present the dual stage LFCs
that have been optimized. In the paper [49], the authors offer a hybrid FO LFC approach,
which they call FOTID. This method is optimized using manta-ray foraging optimization, or
MRFO. There have also been presentations in the research literature of sequences of coupled
and cascaded structures. Ref. [50] demonstrates an imperialist competitive-optimizer (ICA)-
based cascaded FOPID with FLC. Additional combined fuzzy and FO LFC approaches
were described in the paper [51], which used the FLC-FOPI-FOPD, in the paper [52], which
used the FL-FOPIDF, and in the paper [53], which used the FLC-PIDF-FOI. Additionally,
an enhanced ICA-optimized FPIDN-FOPIDN LFC approach was proposed for usage with
two-area grids in [54].

Many intelligent controllers have been developed recently for application in LFC design.
These controllers include model predictive control (MPC), fuzzy logic control, artificial neu-
ral networks (ANN), and adaptive neuro-fuzzy inference systems (ANFIS). The MPC has
reportedly been used to stabilize the system that is integrated with wind turbines, according
to [55,56]. The ANFIS has also been used as the LFC for a system that includes many RESs
that have been optimized by the ant lion [57]. A solar power plant was part of an integrated
system that was regulated by artificial neural networks in [58]. Fuzzy logic controllers (FLCs)
are the subject of much study at the present, especially when used in combination with more
conventional PID controllers or fractional-order controllers. The fuzzy logic controller allows
for more accuracy, which produces better outcomes. Therefore, by selecting the best member-
ship functions for both the inputs and the outputs, the system’s overall performance may be
improved [59,60]. The system will work more efficiently as a consequence. The PID controller
and fuzzy logic controller have been integrated, and both systems have been optimized using
a number of techniques, including the marine predators algorithm [61] and the sine-cosine
algorithm [62], respectively. Additionally, [63,64] discuss the development of a fuzzy-FOPID
controller that makes use of a differential evolution method.
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1.3. Contribution and Paper Organization

In light of the aforementioned research and the groundbreaking work presented in [65],
in which the authors introduced a state-of-the-art controller for the LFC problem using an
approach called tilt fractional-order integral-derivative with fractional-filter (TFOIDFF) and
whose parameters are optimized using an artificial hummingbird algorithm (AHA), this
article makes a first-of-its-kind attempt to merge the benefits of the fuzzy logic controller
and the TFOIDFF controller to provide an outstanding controller. This controller is known
as fuzzy TFOIDFF (or FTFOIDFF), and its gains are fine-tuned using prairie dog optimizer
(PDO), a recently created nature-inspired metaheuristic optimizer that simulates prairie dog
activity in their natural habitat. Additionally, the PDO is utilised successfully to optimize
the input scaling factors and pick the optimal membership functions for both the inputs
and outputs of the FLC. The following is a list of the principal contributions that can be
drawn from this body of work:

• The suggestion of a control structure that combines the benefits of tilt, fuzzy logic,
FOPID, and fractional filter regulators in a single controller known as FTFOIDFF that
efficiently improves frequency stability in a hybrid two-area linked power system
incorporated with severe RES penetrations.

• Utilization of a nature-inspired metaheuristic optimization technique that was recently
developed (i.e., the prairie dog optimizer, or PDO) for the purpose of fine-tuning the
recommended controller settings as well as the input scaling factors and membership
functions for both FLC inputs and outputs in an effective manner.

• Validation of the beneficial influence of the integration of SMES, UPFC, and EVs in
enhancing frequency performance during load perturbations and RESs penetrations.

• The robustness and superiority of the proposed PDO-based FTFOIDFF have been
demonstrated through a fair performance comparison with other available conven-
tional (for example, PID, PIDA [66], and TFOIDFF [65]) and intelligent (for example,
FPID [67] and FPIDA [68]) controllers.

The article then divides into the following sections: The Section 2 provides a detailed
description of the investigated hybrid power system that includes a UPFC, an EV, and a
SMES; the Section 3 introduces the suggested control methodology based on the PDO ap-
proach; the Section 4 provides simulation outcomes; and the Section 5 provides a conclusion
with pros and cons.

2. Modelling of the Investigated Hybrid Power System with SMES, UPFC and EVs
2.1. The Power System Structure

This topic of LFC relating to power systems has been discussed in this paper by
performing study on two-area linked hybrid power systems. These systems have EVs
and SMES units in both areas, in addition to a UPFC unit in the tie-line that connects the
two areas together. Different types of traditional power units were included in the power
system analysis. These included thermal units, hydroelectric units, and gas units. Each
region’s capacity on the power grid under study, which incorporates the three conventional
units, is 2000 MW of rated power, with the thermal power plant contributing 1087 MW,
the hydropower plant contributing 653 MW, and the gas turbine contributing 262 MW [69].
Figure 1 is a simplified schematic representation of the electrical network that was studied.
Figure 2 is a block diagram of the transfer function for the hybrid power grid that was
analysed, which consists of two interconnected areas. Table 1 displays the transfer functions
of the investigated power grid. It is proposed that a combination of fuzzy logic and
TFOIDFF controllers be installed in both regions for each generation unit in order to reduce
disturbances in the frequencies of both regions and the power exchange between them via
the tie-line. The proposed PDO-based FTFOIDFF controller’s input signal represents the
area control error (ACE), while the output signal represents the secondary control on each
generation facility in order to increase active power for network efficiency. A description
of the system’s parameters, considering their typical values can be found in Appendix A.
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According to the equations that are presented in [69], it is possible to calculate the ACEs in
both areas as follows:

ACEa = Ba·∆Fa + ∆Ptie (1)

ACEb = Bb·∆Fb − ∆Ptie (2)

Figure 1. The schematic diagram of investigated power grid.

Table 1. The examined power grid’s transfer functions [69].

Power Planet Model Transfer Function

Thermal

Governor 1
τsgs+1

Reheat krτr s+1
τrs+1

Turbine 1
τts+1

Hydraulic

Governor 1
τghs+1

Transient droop compensation τrss+1
τrhs+1

turbine −τws+1
0.5τws+1

Gas

Valve positioner 1
bgs+cg

Speed governor xcs+1
ycs+1

Fuel system and combustor −τcrs+1
τf cs+1

Compressor discharge 1
τcds+1
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Table 1. Cont.

Power Planet Model Transfer Function

Others

Power system (a) kps1
τps1s+1

Power system (b) kps2
τps2s+1

T-line 2πT12
s

SMES (a)
kSMES(a)

τSMES(a)s+1

SMES (b)
kSMES(b)

τSMES(b)s+1

UPFC 1
τUPFCs+1

EV (a)
kEV(a)

τEV(a)s+1

EV (b)
kEV(b)

τEV(b)s+1

Figure 2. The examined power grid in form of transfer function model.

2.2. Mathematical Representation of UPFC

The ongoing and rapid advancement of power electronics technology over the last
decade has made FACTS a viable idea for power system applications. The use of FACTS
technology allows for more flexible management of electricity flow along transmission
lines. One of the FACTS family’s most adaptable devices is the unified power flow con-
troller (UPFC), which has the ability to regulate power flow in the transmission line and
provide voltage support as well as enhance transient stability and system oscillation [19,70].
This research takes into account the two-area power system with a UPFC depicted in
Figure 3 [71]. A tie-line is linked in series with the UPFC, which reduces oscillations in
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tie-line power. The series voltage’s magnitude and phase angle are shown in Figure 3 as
Vse and ϕse, respectively. The series converter’s actual power consumption is balanced by
the real component of the current flowing through the shunt branch thanks to the shunt
converter’s injection of regulated shunt voltage. One may infer from Figure 3 that the
complex power at the line’s other end can be expressed as follows:

Preal − jQreactive = Vr × Iline = Vr ×
{(

Vs + Vse −Vr
)

j(X)

}
(3)

where
Vse = |Vse|∠(δs − ϕse) (4)
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The real power can be determined by solving Equation (3) as follows:

Preal =
|Vs||Vr|
(X)

sin(δ) +
|Vs||Vse|
(X)

sin(δ− ϕse) = P0(δ) + Pse(δ, ϕse) (5)

If Vse is equal to zero in Equation (5), this indicates that the system’s true power is an
uncompensated system. In contrast, the UPFC series voltage magnitude may be regulated
between zero and Vse(max), and its phase angle (ϕse) can be altered between zero and
360◦ degrees at any power angle. A representation of the UPFC-based controller that may
be used in LFC can be found in [72].

∆PUPFC(s) =
(

1
τUPFCs + 1

)
·∆F(s) (6)

where τUPFC denotes the UPFC time constant.

2.3. Mathematical Representation of SMES

Superconducting magnetic energy storage (SMES) is a technology that can store
electrical energy from the grid in a coil’s magnetic field. The energy loss in the magnetic
field of the coil is nearly nonexistent since it is composed of superconducting wire. Small
and medium-sized enterprises are capable of storing and regenerating enormous amounts
of energy in an almost rapid manner. As a result of this, the power system is able to
discharge large amounts of power within a fraction of a cycle in order to prevent a quick
decrease in the line power. The SMES is made up of an inductor-conversion unit, an AC/DC
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converter, a step-down transformer, and a dc superconducting inductor [20]. Due to the
fact that all of the SMES unit’s components are fixed, it possesses a level of stability that
much surpasses that of other types of power storage devices. Diagrammatic representation
of a SMES unit found in the power system is shown in Figure 4. The superconducting coil
will be charged to a predetermined value from the utility grid when the grid is operating
normally. This value is often lower than the maximum charge that the coil is capable of
holding. The inverter and rectifier that are part of the power conversion system (PCS) are
the components that allow the DC magnetic coil to be linked to the AC grid. After it has
been charged, the superconducting coil will conduct current without nearly any losses,
which will allow it to support an electromagnetic field. By submerging it in a pool of liquid
helium, the coil is maintained at a temperature that is very cold. When there is an abrupt
increase in the demand of load, the stored energy is nearly immediately released as AC
power through the PCS and into the grid. As the control mechanisms begin to function,
the power system is being readjusted to reach a new condition of equilibrium, and the
coil’s current begins to recharge to its starting value. Whenever there is an abrupt release
of loads, the coil quickly becomes charged up to its maximum potential, soaking up part of
the surplus energy that is present in the system in the process. During the process of the
system returning to its steady state, the excess energy that was absorbed is discharged, and
the value of the coil current returns to its typical level. In light of the two SMES described
above, units are set up in area (a) and area (b) for the purpose of regulating frequency
oscillations, as seen in Figure 2. The input signal to the SMES is the frequency deviation
(∆F), while the output signal is the change in control vector ∆PSMES. The SMES regulator
can be formulated as follows [67]:

∆PSMES(s) =
(

kSMES

τSMESs + 1

)
·∆F(s) (7)

where kSMES denotes the SMES gain, and τSMES depicts the SMES time constant.
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2.4. Mathematical Representation of the Wind Farm Unit

The study demonstrates the significant penetration of RES, such as wind power,
in the hybrid power system that was evaluated. Wind energy’s simplified version has
been applied in area (a) of the analyzed power system using the professional software
MATLAB/SIMULINK (R2022b). The model is fairly precise since the power produced
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by the windmill simulation acts exactly in the same way as the energy produced by real
wind farms. This is achieved by using a white-noise block, which is used to get a random
speed and then multiply it by the wind speed, as shown in Figure 5 [69]. The wind model’s
collected output power may be expressed mathematically as shown in the following
equations [69].

PW = 1/2 ρ AT V3
w CP(λ, β) (8)

CP(λ, β) = C1·
(

C2

λi
− C3β− C4β2 − C5

)
·e

C6
λi + C7λT (9)

CP(λ, β) = C1·
(

C2

λi
− C3β− C4β2 − C5

)
·e

C6
λi + C7λT (10)

1
λi

=
1

λT + 0.08 β
− 0.035

β3 + 1
(11)
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Ref. [36] contains a listing of all of these aforementioned parameter values for the
wind farm that was utilised. Power production from 264 separate wind power units (each
generating 0.75 MW) is shown in Figure 6 below. The examined wind farm’s power output
has a value of around 198 MW.
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2.5. Mathematical Representation of the PV Unit

Using the professional software MATLAB/SIMULINK (R2022b), the Photovoltaic (PV)
model depicted in Figure 7 can be designed. When compared to the output power of an
actual PV plant, the model’s results are quite close. Additionally, the output energy of the
PV model has been penetrating area (b) of the power system that has been under study at
around 134 MW. To generate random output oscillations, which are afterwards multiplied
by the standard output power offered by a real PV plant, the white-noise block in the
MATLAB program (R2022b) is used in this situation. Equation (12) contains the formula
for estimating the quantity of power generated by the PV model that was presented [32].
The random output power provided by the PV model is shown and described in Figure 8.

∆PPV = 0.6·
√

PSolar (12)
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2.6. Mathematical Representation of the EVs Units

Electric vehicles’ ability to receive the LFC command and transmit that signal to
regulate power consumption while charging and discharging allows them to contribute
efficiently to frequency regulation. The presence of a certain number of controlled electric
cars (EVs) in the electrical grid under study, as well as the state of charge related to the EVs’
capacity, may further limit the LFC signal’s ability to respond. In contrast, the EV model
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is similar to the battery storage system model since it includes batteries that contribute
additional energy to the electric network during variations to control frequency deviations.
But since EVs are designed for mobility and load, the batteries in them could not be fully
charged, which would reduce the amount of additional energy needed to solve the LFC
issue. Therefore, it is essential to examine the level of the electric vehicle’s charge in order
to guarantee more system advancement in spite of the various system fluctuations. The
first-order transfer function can be used to estimate the output power of an electric vehicle
(EV). This function takes into account the electrical vehicle time constant τEV, as well as its
gain kEV. Equation (13) [69] provides a formulation for the transfer function that is used
to represent the EV model. The electric vehicle (EV) model that was constructed in the
MATLAB/SIMULINK software (R2022b) can be found described in Figure 9.

∆PEV(s) =
(

kEV

τEVs + 1

)
·∆F(s) (13)

Fractal Fract. 2023, 7, x FOR PEER REVIEW 13 of 46 
 

 

∆𝑃୉୚(𝑠) = ൬ 𝑘୉୚𝜏୉୚𝑠 + 1൰ ⋅ ∆𝐹(𝑠) (13)

 
Figure 9. The EV system representation in MATLAB/Simulink program (R2022b). 

3. Control Strategy and Problem Presentation 
This section covers the design of a hybrid Fuzzy TFOIDFF (FTFOIDFF) controller 

whose parameters are fine-tuned by PDO algorithm to address the LFC issue, as prior 
work indicates that classical controllers have limits in handling system uncertainties. The 
suggested controller improves upon the efficacy and robustness of load frequency man-
agement by combining the benefits of fuzzy logic control (FLC) with the recently devel-
oped TFOIDFF, which has been reported in [65]. 

3.1. Prairie Dog Optimizer (PDO) 
The PDO technique was initially presented in 2022 by Absalom et al. [73], and it mim-

ics the behaviors of prairie dogs, who are a family of rodents that are herbivorous and 
mostly lived in the deserts of Northern America. Prairie dogs, which live in one of the 
wildest regions on Earth, have evolved several survival attributes such as powerful arms, 
long-nailed toes, and the ability to run quickly over short distances. These traits allow 
prairie dogs to flee from predators and hide in their connected burrows when they are 
cornered, allowing them to survive in one of the most wilderness-like environments on 
the planet. 

Prairie dogs are social animals that form large colonies made up of smaller groups 
called “coteries”. These coteries help the colony as a whole by sharing resources and in-
formation, such as the foraging call and the alarming sound made when a predator is close 
by. A prairie dog may be seen in Figure 10 performing its call by rearing up on its hind 
legs and producing squeaking noises. Although the sound produced by a prairie dog may 
appear to humans to be nothing more than a simple squeak or yip, the sound really con-
veys a very specific information to the prairie dog’s ear. Exploration and exploitation are 
the two primary phases that make up the mathematical model of PDO. These phases are 
motivated by foraging, burrow construction, and their reaction to the source of commu-
nications accordingly. 

3.1.1. Initialization 
Each prairie dog (𝑃𝐷) is a member of 𝑚 different coteries, and there are a total of 𝑛 prairie dogs in a given coterie. Since prairie dogs live and behave as a unit, often known 

as a coterie, one may use a vector to determine where the 𝑖th prairie dog is located inside 
a given coterie. The matrix that is presented in Equation (14) depicts the locations of all of 
the coteries (𝐶𝑇) in a colony.  

𝐶𝑇 = ⎣⎢⎢
⎡𝐶𝑇ଵ,ଵ 𝐶𝑇ଵ,ଶ ⋯ 𝐶𝑇ଵ,ௗିଵ 𝐶𝑇ଵ,ௗ𝐶𝑇ଶ,ଵ 𝐶𝑇ଶ,ଶ ⋯ 𝐶𝑇ଶ,ௗିଵ 𝐶𝑇ଶ,ௗ⋮ ⋮ 𝐶𝑇௜,௝ ⋮ ⋮𝐶𝑇௠,ଵ 𝐶𝑇௠,ଶ ⋯ 𝐶𝑇௠,ௗିଵ 𝐶𝑇௠,ௗ⎦⎥⎥

⎤
 (14)

where 𝐶𝑇௜,௝ denotes the 𝑗th dimension of the 𝑖th coterie inside a colony. The position of 
each prairie dog in a coterie may be represented by the following equation: 

Figure 9. The EV system representation in MATLAB/Simulink program (R2022b).

3. Control Strategy and Problem Presentation

This section covers the design of a hybrid Fuzzy TFOIDFF (FTFOIDFF) controller
whose parameters are fine-tuned by PDO algorithm to address the LFC issue, as prior
work indicates that classical controllers have limits in handling system uncertainties. The
suggested controller improves upon the efficacy and robustness of load frequency manage-
ment by combining the benefits of fuzzy logic control (FLC) with the recently developed
TFOIDFF, which has been reported in [65].

3.1. Prairie Dog Optimizer (PDO)

The PDO technique was initially presented in 2022 by Absalom et al. [73], and it
mimics the behaviors of prairie dogs, who are a family of rodents that are herbivorous
and mostly lived in the deserts of Northern America. Prairie dogs, which live in one of
the wildest regions on Earth, have evolved several survival attributes such as powerful
arms, long-nailed toes, and the ability to run quickly over short distances. These traits
allow prairie dogs to flee from predators and hide in their connected burrows when they
are cornered, allowing them to survive in one of the most wilderness-like environments on
the planet.

Prairie dogs are social animals that form large colonies made up of smaller groups
called “coteries”. These coteries help the colony as a whole by sharing resources and
information, such as the foraging call and the alarming sound made when a predator
is close by. A prairie dog may be seen in Figure 10 performing its call by rearing up
on its hind legs and producing squeaking noises. Although the sound produced by a
prairie dog may appear to humans to be nothing more than a simple squeak or yip, the
sound really conveys a very specific information to the prairie dog’s ear. Exploration and
exploitation are the two primary phases that make up the mathematical model of PDO.
These phases are motivated by foraging, burrow construction, and their reaction to the
source of communications accordingly.
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3.1.1. Initialization

Each prairie dog (PD) is a member of m different coteries, and there are a total of n
prairie dogs in a given coterie. Since prairie dogs live and behave as a unit, often known as
a coterie, one may use a vector to determine where the ith prairie dog is located inside a
given coterie. The matrix that is presented in Equation (14) depicts the locations of all of
the coteries (CT) in a colony.

CT =


CT1,1 CT1,2 · · · CT1,d−1 CT1,d
CT2,1 CT2,2 · · · CT2,d−1 CT2,d

...
... CTi,j

...
...

CTm,1 CTm,2 · · · CTm,d−1 CTm,d

 (14)
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where CTi,j denotes the jth dimension of the ith coterie inside a colony. The position of
each prairie dog in a coterie may be represented by the following equation:

PD =


PD1,1 PD1,2 · · · PD1,d−1 PD1,d
PD2,1 PD2,2 · · · PD2,d−1 PD2,d

...
... PDi,j

...
...

PDn,1 PDn,2 · · · PDn,d−1 PDn,d

 (15)

PDi,j indicates the jth dimension of the ith prairie dog within a coterie, and n ≤ m. As
demonstrated in Equations (16) and (17), each coterie and prairie dog site is assigned using
a uniform distribution.

CTi,j = rand(0, 1)·
(
UBj − LBj

)
+ LBj (16)

PDi,j = rand(0, 1)·
(
ubj − lbj

)
+ lbj (17)

where UBj and LBj are the upper and lower boundaries of the jth dimension of the optimi-
sation challenge, ubj = UBj/m and lbj = LBj/m, and rand(0, 1) is a uniformly distributed
arbitrary number between zero and one

3.1.2. The Estimation of Objective Function

The value of the objective function is determined at each position of the prairie dog
by inputting the solution vector into the objective function that has been constructed. The
array described in Equation (18) is used to save the results of the calculation.

f (PD) =


f1([PD1,1 PD1,2 · · · PD1,d−1 PD1,d])
f2([PD2,1 PD2,2 · · · PD2,d−1 PD2,d])

...
... PDi,j

...
...

fn([PDn,1 PDn,2 · · · PDn,d−1 PDn,d])

 (18)

The value of the objective function of each prairie dog is a representation of the quality
of the food that can be obtained at a given source, the capacity for digging additional bur-
rows, and the ability to respond appropriately to anti-predator alarms. The array that stores
the values of the objective function is prioritized, and the value that corresponds to the
lowest possible cost is determined to be the optimal response to the presented optimization
challenge. The following two phases are examined, together with the best value for burrow
building, due to the role it plays in the animals’ ability to hide from predators.

3.1.3. Exploration Phase

During the exploration phase, the mathematical model is created based on the actions
of prairie dogs, such as foraging and burrow-digging, in order to start the search in the
optimization problem space. In the wild, when a preexisting food supply is no longer able
to meet the nutritional needs of the entire colony, prairie dogs will look for a new food
source that is likely to provide a greater quantity of food than the one they were using
before. After that, a network of tunnels is dug in the area close to the newly discovered
food supply in order to produce hiding areas for the several coteries. The most recent
location of the food supply that requires foraging is mathematically described as follows in
Equation (19), which can be found below:

PDi+1,j+1 = GBi,j − 0.1·
(

GBi,j·∆ +
PDi,j·mean(PDn,m)

GBi,j·
(
ubj − lbj

)
+ ∆

)
−
(

1−
rPDi,j

GBi,j

)
·Levy(n) (19)

where GB is the best global position found, rPD is a randomly chosen prairie dog position,
∆ denotes a tiny number that represents the difference between the prairie dogs, and
Levy(n) represents a Levy distribution [74]. When prairie dogs discover a new food source,
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they immediately begin digging tunnels there. The digging ability of prairie dogs is used
to determine the target number of burrows, which should decrease as the iteration count
rises. Equation (20) provides the current coordinates of the newly dug burrow:

PDi+1,j+1 = GBi,j·rPD·1.5·k·
(

1− iter
Maxiter

)2 iter
Maxiter

·Levy(n) (20)

where iter and Maxiter depict the current iteration and the maximum iteration number,
respectively, k equals negative unity when the current iteration becomes an odd value and
k equals positive unity when the current iteration becomes an even value. The exploration
phase will now have a stochastic feature thanks to the addition of the variable k.

3.1.4. Exploitation Phase

The exploitation phase is modelled upon the two distinct reactions exhibited by prairie
dogs during communication, one of which is used for food gathering and the other for
alerting of potential danger. When information is received regarding the colony’s food,
the members of the colony are obligated to gather at the site of the food supply. When the
message is to alert of the arrival of predators, the nearest member will hide in the burrows
while the others await the likely approaching alert to determine whether or not to hide.
The exploitation phase of PDO may be represented using Equations (21) and (22) in the
following way:

PDi+1,j+1 = GBi,j − µ·
(

GBi,j·∆ +
PDi,j·mean(PDn,m)

GBi,j·
(
ubj − lbj

)
+ ∆

)
−
(

1−
rPDi,j

GBi,j

)
·β (21)

PDi+1,j+1 = GBi,j·rPD·1.5·
(

1− iter
Maxiter

)2 iter
Maxiler

·β (22)

where µ is a tiny value representing the food source’s quality and β is an arbitrary value
between zero and one. It should be noted that the exploration and exploitation phases are
determined by the number of iterations: For exploration, when iter ≤ 1

4 (Maxiter), forage
activities will occur, and when 1

4 (Maxiter) ≤ iter ≤ 1
2 (Maxiter), burrow digging will be

undertaken. When 1
2 (Maxiter) ≤ iter ≤ 3

4 (Maxiter), the prairie dogs’ reaction to food
signal will be carried out, and lastly when 3

4 (Maxiter) ≤ iter ≤ (Maxiter), burrow digging
will be accomplished. Figure 10 represents the flowchart PDO algorithm.

3.2. The Detailed Configuration of The Proposed FTFOIDFF Regulator

The proposed FTFOIDFF’s structure is discussed in this section. The suggested con-
troller is split into two parts: the first is the TFOIDFF controller, which was initially
introduced in [65] and has greater efficiency than other traditional and modern controllers.
Figure 11 depicts the architecture of the TFOIDFF controller, and Ref. [65] provides further
information regarding the design and characteristics of this controller. The mathematical
expression of the TFOIDFF controller is given by the following equation [65]:

GC(s) = Kts−(
1
n ) +

Ki

sλi
+ Kdsµd

N f

sλ f + N f
(23)

where, Kd, Kt, Ki represent derivative, tilt, and integral gains. While µd, λ f , λi depict the
fractional order operators of derivative, fractional filter, and integral terms. Moreover, n
denotes the tilt fractional order power, and N f represents the fractional filter coefficient.
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The second part of the proposed FTFOIDFF controller is the fuzzy logic controller
(FLC), which was added to the TFOIDFF regulator to improve its performance and func-
tionality. The PDO method has been used to optimize the suggested FLC’s MFs in order
to get the optimum forms that provide the best results for this research. However, the
effectiveness of fuzzy logic regulators is heavily dependent on the membership functions
(MFs). This is so due to the fact membership functions (MFs) have a significant impact on
the efficacy of fuzzy logic regulators. Additionally, the intricate design of a suitable fuzzy
rule base interface system is very important. Figure 12 shows the FTFOIDFF controller
architecture used for the LFC study, with the fuzzy controller’s inputs being the error (E)
and derivative of error (DOE). The gains K1 and K2 are the manifestations of the scaling
factors. The following is a concise summary of the primary processes involved in the
deployment of an FLC [68]:
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The initial step is referred to as “fuzzification,” and at this stage, the FLC is responsible
for transforming E and DOE into linguistic variables. In this work, the inputs, and outputs
of the FLCs are all triangle membership functions, whose forms have been adjusted by
PDO as shown in Figure 13. It is worth noting from Figure 13 that the MFs of the controllers
in area (a) differ from those in area (b). In terms of the inputs and outputs, there are five
linguistic variables that are utilised. These variables are denoted by the letters NB, NS, Z,
PS, and PB, which stand for negative big, negative small, zero, positive small, and positive
big, respectively. It is abundantly evident that the membership functions of both the inputs
and the outputs are positioned in the interval [–40, 40].
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Figure 13. The MFs of the proposed FTFOIDFF for both areas. (a) MFs of the controllers in area 1;
(b) MFs of the controllers in area 2.

The second stage of the procedure involves the implementation of the rule base. The
outcomes of the FLC’s application of fuzzy rules to the linguistic variables that were
produced as a consequence of the fuzzification process are presented in Table 2; the Fuzzy
interface system (FIS) that was used in this particular case is Mamdani [68]. The extent and
character of the FLC’s fundamental rule set are determined by the designer’s competence
level. Each system uses its own set of rules to provide the best results.
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Table 2. FLC rule base.

E
DOE

NB SN Z SP LP

NB NB NB NS NS Z
NS NB NS NS Z PS
Z NS NS Z PS PS
PS NS Z PS PS PB
PB Z PS PS PB PB

We have now arrived at the last phase, which is known as defuzzification. Linguistic
variables are used as inputs for the defuzzification operation, and the output of the FIS
system is also a linguistic variable. Also, the defuzzification technique converts these
variables to crisp variables. The fuzzy output in this study reflects the first control law
(U 1) derived utilising the centre of gravity technique of the defuzzification procedure. To
obtain the total control law (Ut), which may be expressed as Equation (24), U1 is sent to the
TFOIDFF controller. The main goal of the proposed controller is to reduce system-induced
frequency deviations (∆Fa, ∆Fb) and tie-line power deviations (∆Ptie) in the LFC loop.
Adjusting the parameters of the FTFOIDFF controller (Kt, Ki, Kd, n, λi, µd, λ f , N f , K1, K2)
in such a way as to achieve this goal is possible.

Ut(s) = U1(s)·GC(s) (24)

In this particular investigation, the integral time absolute error, which is more often
referred to as ITAE, was selected to act as the objective function that would be used to
evaluate the controller’s overall performance. It is believed that ITAE will be the strategy
that is most successful in drastically reducing response overshoots, undershoots and settling
time in the LFC issue, as shown by Equation (25) [67].

FF = ITAE =
∫ tsim

0
t·|∆Fa + ∆Fb + ∆Ptie|dt (25)

In Equation (25), ∆Fa and ∆Fb represent the system frequency deviations; ∆Ptie
is the incremental deviation in tie-line power; tsim denotes the simulation time range.
The parameters of the suggested FTFOIDFF controller have been restricted according to
Equation (26): 

Ktmin ≤ Kt ≤ Ktmax
Kimin ≤ Ki ≤ Kimax

Kdmin ≤ Kd ≤ Kdmax
nmin ≤ n ≤ nmax

λimin ≤ λi ≤ λimax
µdmin ≤ µd ≤ µdmax
λ f min ≤ λ f ≤ λ f max
N f min ≤ N f ≤ N f max
K1min ≤ K1 ≤ K1max
K2min ≤ K2 ≤ K2max

(26)

All subsequent Cases will have upper bounds of [20,20,10,10,1,1,1,2,2] and lower
bounds of [0,0,0,2,0,0,0,0]. In the next part, we will discuss the outcomes and conclusions
from the simulation across a wide range of operational scenarios.

4. Results and Discussion

In this study, the secondary control loop with an extensive integration of RESs is used
to restore the examined system frequency to the specified value while accounting for vari-
ous forms of load variation. The suggested FTFOIDFF controller, which is ideally developed
by the PDO algorithm to get the lowest frequency fluctuations for the understudied power
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grid, is the foundation of the control method that is being presented. The effectiveness of the
proposed control approach is also evaluated in comparison to that of existing control tech-
niques, such as PID, PIDA, TFOIDFF, FPID, and FPIDA. MATLAB/SIMULINK® (R2022b)
is used to implement all simulation results for the investigated dual-area, multi-unit hybrid
power grid in order to verify the suggested controller’s efficacy in enhancing the system’s
performance. The outcomes of the simulation are generated on a computer equipped with
an AMD Ryzen 7 3700U-2.30 GHz processor and 20.00 GB of RAM. By computing the value
of the optimal objective function, which is represented by the ITAE value across iterations,
the effectiveness of the researched power grid may be assessed. Before improving the
suggested FTFOIDFF controller using the recommended PDO method, a number of pre-
liminary issues, such as the 30 populations and 100 iterations, must be resolved. Figure 14
depicts a convergence curve that illustrates the performance of the proposed PDO algo-
rithm in comparison to other recent optimization methodologies (i.e., Seagull Optimization
Algorithm (SOA), RUNge Kutta optimizer (RUN), and Chaos Game Optimizer (CGO)). The
demonstrated convergence curve can be obtained by taking on a 10% SLP at 5 s in area (a)
of the investigated hybrid power grid, with no penetration of RESs in both areas. Clearly,
the PDO algorithm achieved the lowest objective function value (0.0875) compared to the
previously mentioned approaches. Consequently, the convergence curve demonstrates the
efficacy of the proposed PDO algorithm.
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4.1. Case I: 10% Step Load Perturbation (SLP) at t = 5 s in Area (a)

To validate the superiority of the suggested PDO based FTFOIDFF regulator over the
other traditional (i.e., PID, PIDA [66], TFOIDFF [65]) and intelligent (i.e., FPID [67] and
FPIDA [68]) control techniques, which are also fine-tuned by PDO algorithm, a 10% step
load perturbation (SLP) is applied in area (a) at t = 5 s. Table 3 displays the PDO-optimized
controller parameters for the chosen case study. The convergence curve in Figure 15
shows that the proposed PDO-based FTFOIDFF outperforms the aforementioned control
techniques. Figure 16 depicts the frequency and tie-line power responses (∆Fa, ∆Fb, and
∆Ptie) of the investigated hybrid electrical grid for both area (a) and area (b). According to
research, the suggested PDO-based FTFOIDFF controller has better system stability and
damping characteristics with less overshoots, undershoots, and settling times than the
other controllers. While producing 0.0067 pu variation in tie-line power and frequency
deviations of 0.0158 Hz and 0.008 Hz, respectively, in areas (a) and (b). Table 4 contains a
comprehensive comparative study of the examined controllers for several parameters such
as settling time (ST), maximum overshoot (MOS), and maximum undershoot (MUS).
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Table 3. The optimum parameters of the different controllers.

Controller Thermal Hydro Gas

PID

Area (a) Kp = 0.024, Ki = 0.486,
Kd = 0.293, N f = 102 Area (a) Kp = 0.025, Ki = 3.573,

Kd = 2.025, N f = 151 Area (a) Kp = 4.993, Ki = 4.992,
Kd = 4.104, N f = 192

Area (b) Kp = 0.002, Ki = 0.011,
Kd = 0.218, N f = 290 Area (b) Kp = 0.368, Ki = 0.176,

Kd = 0.133, N f = 218 Area (b) Kp = 0.521, Ki = 1.209,
Kd = 4.804, N f = 146

PIDA

Area (a)
Kp = 3.365, Ki = 0.775,
Kd1 = 1.666, Kd2 = 0.001,
N f 1 = 265, N f 2 = 174

Area (a)
Kp = 0.245, Ki = 0.654,
Kd1 = 9.895, Kd2 = 0.008,
N f 1 = 245, N f 2 = 194

Area (a)
Kp = 9.996, Ki = 9.999,
Kd1 = 0.607, Kd2 = 0.031,
N f 1 = 191, N f 2 = 345

Area (b)
Kp = 6.599, Ki = 0.487,
Kd1 = 1.309, Kd2 = 0.001,
N f 1 = 249, N f 2 = 179

Area (b)
Kp = 0.714, Ki = 0.451,
Kd1 = 0.217, Kd2 = 0.005,
N f 1 = 214, N f 2 = 201

Area (b)
Kp = 5.969, Ki = 0.207,
Kd1 = 9.246, Kd2 = 0.003,
N f 1 = 164, N f 2 = 312

TFOIDFF

Area (a)

Kt = 11.173, Ki = 0.011,
Kd = 0.024, n = 5.077,
λi = 0.16, µd = 0.063,
λ f = 0.011, N f = 166

Area (a)

Kt = 0, Ki = 4.453,
Kd = 9.991, n = 2.127,
λi = 1, µd = 0.922,
λ f = 0.015, N f = 177

Area (a)

Kt = 19.988, Ki = 6.801,
Kd = 0.091, n = 1.5,
λi = 0.004, µd = 0.074,
λ f = 0.694, N f = 113

Area (b)

Kt = 0.408, Ki = 0,
Kd = 8.042, n = 5.75,
λi = 0.29, µd = 0,
λ f = 0.485, N f = 161

Area (b)

Kt = 0.656, Ki = 0.242,
Kd = 7.655, n = 3.454,
λi = 0.184, µd = 0.904,
λ f = 0.581, N f = 138

Area (b)

Kt = 5.632, Ki = 11.175,
Kd = 2.741, n = 4.476,
λi = 0.003, µd = 0.008,
λ f = 0.095, N f = 396

FPID

Area (a)
Kp = 0.078, Ki = 0.181,
Kd = 0.839, N f = 100,
K1 = 4.56, K2 = 0.897

Area (a)
Kp = 9.889, Ki = 0.662,
Kd = 4.567, N f = 101,
K1 = 0.65, K2 = 2.073

Area (a)
Kp = 5.426, Ki = 9.781,
Kd = 1.289, N f = 400,
K1 = 4.996, K2 = 0.899

Area (b)
Kp = 2.094, Ki = 3.213,
Kd = 0.071, N f = 400,
K1 = 4.993, K2 = 3.534

Area (b)
Kp = 0, Ki = 0.206,
Kd = 5.046, N f = 364,
K1 = 0.001, K2 = 0.448

Area (b)
Kp = 0.607, Ki = 8.76,
Kd = 0.055, N f = 156,
K1 = 4.793, K2 = 3.077

FPIDA

Area (a)

Kp = 4.444, Ki = 7.397,
Kd1 = 2.01, Kd2 = 0.027,
N f 1 = 145, N f 2 = 289,
K1 = 0.373, K2 = 4.179

Area (a)

Kp = 0.91, Ki = 0.558,
Kd1 = 3.872, Kd2 = 0.036,
N f 1 = 193, N f 2 = 279,
K1 = 0.352, K2 = 0.674

Area (a)

Kp = 4.151, Ki = 4.41,
Kd1 = 1.015, Kd2 = 0.05,
N f 1 = 279, N f 2 = 241,
K1 = 4.94, K2 = 4.045

Area (b)

Kp = 0, Ki = 5.903,
Kd1 = 9.239, Kd2 = 0.01,
N f 1 = 354, N f 2 = 293,
K1 = 1.636, K2 = 0.735

Area (b)

Kp = 0.852, Ki = 1.285,
Kd1 = 1.843, Kd2 = 0.028,
N f 1 = 172, N f 2 = 128,
K1 = 0.006, K2 = 4.879

Area (b)

Kp = 0.731, Ki = 2.373,
Kd1 = 0.387, Kd2 = 0.024,
N f 1 = 399, N f 2 = 400,
K1 = 2.324, K2 = 3.654

FTFOIDFF

Area (a)

Kt = 16.45, Ki = 0.025,
Kd = 0.014, n = 6.17,
λi = 0.423, µd = 0.046,
λ f = 0.513, N f = 246,
K1 = 4.79, K2 = 2.756

Area (a)

Kt = 0.459, Ki = 2.413,
Kd = 7.82, n = 4.261,
λi = 0.876, µd = 0.452,
λ f = 0.094, N f = 284,
K1 = 5, K2 = 2.871

Area (a)

Kt = 12.762, Ki = 4.189,
Kd = 1.891, n = 8.69,
λi = 0.02, µd = 0.061,
λ f = 0.815, N f = 189,
K1 = 3.62, K2 = 3.112

Area (b)

Kt = 0.783, Ki = 0.874,
Kd = 3.24, n = 2.49,
λi = 0.481, µd = 0.006,
λ f = 0.147, N f = 188,
K1 = 0.782, K2 = 1.023

Area (b)

Kt = 8.159, Ki = 2.47,
Kd = 0.489, n = 8.421,
λi = 0.452, µd = 0.394,
λ f = 0.023, N f = 108,
K1 = 0.05, K2 = 0.723

Area (b)

Kt = 2.168, Ki = 10.631,
Kd = 1.014, n = 6.21,
λi = 0.126, µd = 0.04,
λ f = 0.113, N f = 322,
K1 = 1.06, K2 = 1.62

Table 4. The transient response specifications of the studied system for Case I.

Controller
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

ITAEMOS MUS ST MOS MUS ST MOS MUS ST

PID 0.0025 −0.034 30 0 −0.024 13 0.0047 −0.0346 30 3.312
PIDA 0.0026 −0.0424 20 0.001 −0.0475 17 0.0035 −0.0427 28 2.103

TFOIDFF 0 −0.063 13 0.008 −0.0587 13 0.0016 −0.0578 17 1.159
FPID 0 −0.0228 8 0.002 −0.0107 3.3 0 −0.0228 3 0.5282

FPIDA 0 −0.0158 0.4 0 −0.008 1.5 0 −0.0067 1 0.1409
FTFOIDFF 0 −0.0158 0.18 0 −0.0026 1 0 −0.0056 0.7 0.0875
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Figure 16. The system dynamics for Case I. (a) ∆Fa; (b) ∆Fb; (c) ∆Ptie.

4.2. Case II: Multi-Step Load Perturbation (MSLP) in Area (a)

In this specific case, the ability of the suggested PDO-based FTFOIDFF controller is
examined and exposed under the influence of applying a harsh multi-step load change
pattern in area (a), where the MSLP is depicted in Figure 17. The MSLP is modelled as a
simulation of the series change that occurs in actually connected loads. It is possible to say
that the MSLP is thought of as a series-forced switch of generators or a series interrupt of
the associated loads. Figure 18 depicts the frequency and power deviation waveforms of
the system during the impact of the severe multi-step load fluctuation that the proposed
regulator was designed to handle. When compared to the dynamic responses of the other
control strategies, the suggested control strategy’s dynamic responses have faster reactions
with a small percentage of deviation in their values. The proposed PDO based FTFOIDFF
has effectively maintained the entire ITAE value within 4.605, as shown in Table 5, while
having low MOS and MUS, as well as a quick and smooth ST. According to Table 5, for
instance, and not as a limitation, the proposed controller has been able to acquire a value
of the ITAE that is about 37.11 times less than the PID controller, 19.15 times less than the
TFOIDFF controller, and 1.34 times lower than the FPIDA controller.
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Figure 18. The system dynamics for Case II. (a) ∆Fa; (b) ∆Fb; (c) ∆Ptie.
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Table 5. The transient response specifications of the studied system represented as ITAE value using
different controllers for Case II.

Controller
ITAE

ITAEtot
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

PID 50.32 49.36 71.27 170.9
PIDA 35.35 48.48 39.47 123.3

TFOIDFF 28.73 34.73 24.71 88.17
FPID 8.039 6.663 8.06 22.76

FPIDA 1.804 2.866 1.491 6.162
FTFOIDFF 1.451 2.231 0.923 4.605

4.3. Case III: Random Load Perturbation (RLP) in Area (b)

After determining the effectiveness of the proposed FTFOIDFF controller in the first
two cases, we now proceed to a more challenging scenario in which the severe random load
perturbation (RLP), depicted in Figure 19, is applied to area (b) of the power system network
under investigation. Practically, the RLP may be thought of as a group of series disturbances
that might be represented by connected industrial loads. Figure 20 shows a representation
of the system’s reaction to this scenario utilizing a number of different control techniques
(specifically, PIDA, TFOIDFF, FPID, FPIDA, and FTFOIDFF controllers that are based on
the PDO). The recommended control strategy’s dynamic responses outperform those of
the other techniques in terms of speed of response, damping ability, and the values for
undershoot, overshoot, and settling time. The system’s dynamic performance, as measured
by the ITAE index, is summarized in Table 6. The suggested PDO-based FTFOIDFF has
successfully kept the ITAE value within 7.976. This number is around 38.29 times lower
than the value asserted by the PID controller, 37.24 times smaller than the value claimed by
the PIDA controller, 31.07 times lower than the value asserted by the TFOIDFF controller,
5.57 times lower than the value asserted by the FPID controller, and 3.65 times smaller
than the value claimed by the FPIDA controller. This demonstrates that the PDO-based
FTFOIDFF controller used for LFC is a stable one.
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Figure 20. The system dynamics for Case III. (a) ∆Fa; (b) ∆Fb; (c) ∆Ptie.
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Table 6. The transient response specifications of the studied system represented as ITAE value using
different controllers for Case III.

Controller
ITAE

ITAEtot∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

PID 98.32 147.3 59.77 305.4
PIDA 94.31 155.4 47.36 297

TFOIDFF 90.72 117.2 39.85 247.8
FPID 11.62 27.77 5.077 44.46

FPIDA 6.283 20.09 2.724 29.09
FTFOIDFF 1.608 5.676 0.6926 7.976

4.4. Case IV: Pulse Load Perturbation (PLP) in Area (a)

Herein, a severe pulse load perturbation (PLP) with a period of 5 s and high amplitude
of 0.5 pu is applied in area (a) twice throughout the simulation duration of 50 s, as shown
in Figure 21. Figure 22 presents a visual representation of the area frequencies and tie-line
power oscillation reactions that were obtained. When compared with the other control
techniques, the results of the simulation reveal that the oscillations are greatly dampened in
a short amount of time by the suggested PDO-based FTFOIDFF. Table 7 demonstrates how
the suggested controller has the potential to improve the overall performance of the system
in terms of the ITAE for each response (i.e., ∆Fa, ∆Fb, and ∆Ptie). According to Table 7, the
ITAE index for the ∆Fa response is 2.776, the index for Fb is 1.101, and the index for ∆Ptie
is 0.5113. All of these values are much lower than those of the other controllers that were
examined. In addition, as an example and not as a restriction, the proposed controller has
been successful in acquiring a value of total ITAE that is about 30.5 times lower than that of
the PID controller, 17.7 times lower than that of the PIDA controller, and 13 times lower
than that of the FPID controller. This demonstrates the suggested controller’s capability to
perform robustly in the face of the high-amplitude PLP.
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Table 7. The transient response specifications of the studied system represented as ITAE value using
different controllers for Case IV.

Controller
ITAE

ITAEtot
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

PID 45.48 30.13 58.21 133.8
PIDA 25.53 25.08 27.02 77.64

TFOIDFF 20.16 25.54 17.45 63.15
FPID 17.7 20.84 18.45 56.98

FPIDA 6.826 12.11 5.803 24.74
FTFOIDFF 2.776 1.101 0.5113 4.388

4.5. Case V: Random Sinusoidal Load Perturbation (RSLP) in Area (a)

Within this case, the analysed system is put through rigorous testing by being subjected
to a severe random sinusoidal load perturbation (RSLP) profile in area (a), as seen in
Figure 23. The formula that describes the RSLP can be expressed as in Equation (27).
Following this, a study of the system’s performance is provided. The proposed FTFOIDFF
is tuned using the PDO algorithm, and its efficacy is measured against the objectives of
minimising frequency and tie-line power deviations and maintaining system stability, just
as was carried out in the earlier scenarios. Table 8 offers an overview of the ITAE values
that were generated by a variety of controllers while taking into account the impact of
RSLP. Using the recommended FTFOIDFF controller, one may get the lowest feasible ITAE
value. The behaviour of the system under these conditions is shown in Figure 24 as well.
The oscillation dampening provided by the proposed combination of fuzzy logic and
TFOIDFF is clearly better than that of the other tested controllers. As a result, it is clear
that the recommended combination was effective in handling the numerous fluctuations
and disturbances.

∆PL = 0.15sin(2.25t) + 0.24sin(3.45t)− 0.36 sin(4.7t) (27)
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Figure 24. The system dynamics for Case V. (a) ∆Fa; (b) ∆Fb; (c) ∆Ptie.
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Table 8. The transient response specifications of the studied system represented as ITAE value using
different controllers for Case V.

Controller
ITAE

ITAEtot
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

PID 45.53 53.08 45.56 144.2
PIDA 26.19 31.95 26.89 85.03

TFOIDFF 16.82 13.75 17.14 47.71
FPID 11.75 5.644 12.08 29.48

FPIDA 2.485 2.734 2.406 7.626
FTFOIDFF 1.08 2.537 1.076 4.694

4.6. Case VI: MSLP in Area (a) with 0.01 s Communication Time Delay (CTD)

This case study offers the proposal of the CTD challenge that is applied to the controller
output with a time delay value of 0.01 s, and it also takes into consideration the application
of the MSLP, used in case II, in order to assess the resilience of the recommended FTFOIDFF
regulator in terms of system stabilizing. Figure 25 illustrates the various dynamic reactions
of the system, which are represented by ∆Fa, ∆Fb, and ∆Ptie. Figure 25 summarizes and
explains the performance of the suggested PDO-based FTFOIDFF controller compared
to the other controllers in achieving system stability and reliability after evaluating the
influence of time delay in the controller action. The PDO-based FTFOIDFF scheme that was
developed exhibits good outcomes when it comes to overcoming all of the problems and
achieving better system stability. Table 9 shows the dynamic performance of the system
as measured by the ITAE value for ∆Fa, ∆Fb, and ∆Ptie. Table 9 also displays the total
ITAE value for the system. For the current case, the proposed PDO-based FTFOIDFF has
obtained the lowest fitness function with a value of 6.099. This value is almost 28.09 times
lower than the PID controller, 20.51 times lower than the PIDA controller, 14.76 times lower
than the TFOIDFF controller, 3.78 times lower than the FPID controller, and 2.09 times
lower than the FPIDA controller.
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Table 9. The transient response specifications of the studied system represented as ITAE value using
different controllers for Case VI.

Controller
ITAE

ITAEtot∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

PID 50.36 49.53 71.43 171.32
PIDA 35.55 49.72 39.79 125.1

TFOIDFF 28.93 35.9 25.22 90.05
FPID 8.065 6.751 8.225 23.04

FPIDA 6.222 4.129 2.413 12.76
FTFOIDFF 2.132 2.619 1.348 6.099

4.7. Case VII: Applying RESs Fluctuations in Both Areas

This study focuses on high RESs penetration (i.e., the integration of a wind farm unit
in area (a) and a PV unit in area (b)) to assess the resilience of the proposed PDO-based
FTFOIDFF controller in minimizing the examined system fluctuations. The use of RESs
places a strain on the hybrid power grid that was investigated due to the drawbacks
associated with these sources (i.e., a lack of inertia in the system). The superiority of the
suggested FTFOIDFF has been proved and validated via the use of a variety of control
techniques, including PID, PIDA, TFOIDFF, FPID, and FPIDA controllers that are based
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on the PDO. As shown in Figure 26, the integration of RESs causes severe fluctuations
in frequency and flow power in the tie-line. Figure 26 illustrates the system dynamics
that assure the reliability and efficacy of the proposed PDO based FTFOIDFF controller
in dampening variations in frequency and the flow power in the tie-line and boosting the
performance of the investigated power grid. These system dynamics are represented in
∆Fa, ∆Fb, and ∆Ptie. The dynamic performance of the power system, as evaluated by
the ITAE value, is reported in Table 10. With an index of 5.241, the suggested PDO-based
FTFOIDFF has proven to have the best overall fitness performance for this scenario. This
number is about 101.14 times less than what the PID controller claims, 60.81 times less
than what the PIDA controller claims, 65.81 times less than what the TFOIDFF controller
claims, 3.47 times less than what the FPID controller claims, and 1.98 times less than what
the FPIDA controller claims.

Figure 26. Cont.
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Table 10. The transient response specifications of the studied system represented as ITAE value using
different controllers for Case VII.

Controller
ITAE

ITAEtot
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

PID 129.3 230.4 170.5 530.1
PIDA 47.43 245.6 25.69 318.7

TFOIDFF 56.51 258.4 30.04 344.9
FPID 5.713 6.861 5.619 18.19

FPIDA 2.554 7.118 0.7173 10.39
FTFOIDFF 0.777 3.823 0.6413 5.241

4.8. Case VIII: Applying RESs Fluctuations with MSLP in Area (b) and RSLP in Area (a)

In this scenario, the impacts of the three scenarios that came before are taken into
consideration simultaneously. As a result, the MSLP profile that is described in Figure 17 is
put into effect in area (b), and the RSLP profile that is illustrated in Figure 23 is employed
in area (a). Furthermore, the RES penetrations are taken into consideration in both areas
(i.e., the integration of the wind farm unit in area (a) and the PV unit in area (b)). The
purpose of this is to prove that the recommended PDO-based FTFOIDFF is more superior
than existing controllers in preserving system stability under stressful circumstances. The
outcomes of this case can be seen in Figure 27 and Table 11. It is possible for the presented
controller to obtain a value of the fitness function that is nearly 30.1 times less than the
value obtained by the PID controller, 17.9 times lesser than the value obtained by the PIDA
controller, 10.22 times fewer than the value obtained by the TFOIDFF controller, 6.21 times
lesser than the value obtained by the FPID controller, and 1.63 times smaller than the value
obtained by the FPIDA controller. Consequently, it is obvious that the suggested FTFOIDFF
controller is an outstanding one that succeeds in effectively managing the many variations
and disturbances at the same time.
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Figure 27. The system dynamics for Case VIII. (a) ∆Fa; (b) ∆Fb; (c) ∆Ptie.
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Table 11. The transient response specifications of the studied system represented as ITAE value using
different controllers for Case VIII.

Controller
ITAE

ITAEtot
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

PID 4517 5261 4501 14,280
PIDA 2626 3214 2671 8511

TFOIDFF 1704 1437 1708 4849
FPID 1164 583.7 1198 2945

FPIDA 249.6 281.5 240.2 771.3
FTFOIDFF 108.6 257.9 108.1 474.6

4.9. Case IX: UPFC and SMES Effect on the Studied System with 30% SLP in Area (a)

In this case, the capability of UPFC and SMES, together with the proposed FTFOIDFF,
in improving the dynamic performance of the power system was validated by applying
30% SLP in area (a) while testing system performance for the following cases: without
UPFC and SMES units, with UPFC only, with SMES only, and with coordinated application
of UPFC and SMES. Figure 28 depicts the dynamics of the system, which indicates very
clearly that coordinated application of UPFC and SMES leads to a considerable increase in
system performance. This improvement may be measured in terms of least undershoot and
overshoot in frequency oscillations, as well as tie-line power exchange. Figure 28 makes
it abundantly clear that longer settling times and significant overshoots and undershoots
are produced by a system that does not have UPFC and SMES. The undershoot frequency
decreased to 0.106 Hz and the settling time decreased to 1.28 s after connecting the SMES
units in both regions; the settling time was significantly improved from 1.3 s to 0.5 s
when UPFC was applied alone; and the undershoot frequency and settling time were
further improved to 0.06 Hz and 0.2 s, respectively, when UPFC and SMES were applied
in simultaneously. In addition to that, the fitness function, also known as ITAE, has been
improved to 0.201. Table 12 summarizes the whole examination of this case.
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Table 12. The transient response specifications of the studied system for Case IX.

Controller Conditions
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

ITAE
MOS MUS ST MOS MUS ST MOS MUS ST

FTFOIDFF

Without UPFC and SMES 0.057 −0.11 1.3 0.008 −0.119 1 0.001 −0.061 0.5 0.614
With UPFC only 0.007 −0.125 0.5 0 −0.026 2.3 0 −0.011 3 0.377
With SMES only 0.048 −0.106 1.28 0.005 −0.076 1 0 −0.036 0.5 0.534

With both UPFC and SMES 0 −0.06 0.2 0 −0.01 2 0 −0.004 2.5 0.201

4.10. Case X: EVs Effect on the Studied System with MSLP in Area (a)

This scenario depicts the integration of EVs into both regions of the power grid that
was investigated in order to assess the effectiveness of EVs in managing the studied system
frequency and the flow of power between the two areas. Figure 29 provides a description
of the different dynamic system responses that are expressed by the parameters ∆Fa, ∆Fb,
and ∆Ptie. In Table 13, we can see the ITAE values that correspond to the aforementioned
variations in system dynamics as a result of changes in both area frequencies and power flow
inside the tie line. If electric vehicles (EVs) are incorporated into the system, the overall ITAE
of the system’s dynamics falls to 4.605, an improvement of 30.9%. Table 13 demonstrates
that the proposed PDO-based FTFOIDFF that takes into account the penetration of EVs
in the studied system obtains greater system stability than if these vehicles were not
considered. In a nutshell, the incorporation of electric vehicles (EVs) into the power grid
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that was investigated has the potential to help reduce frequency fluctuations thanks to
the energy storage capacity of EVs. This capacity provides the system with additional
power under abnormal situations, which helps to ensure that all of the system’s dynamic
responses remain within acceptable bounds.
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Table 13. The transient response specifications of the studied system represented as ITAE value for
Case X.

FTFOIDFF Optimized by PDO (Proposed) ITAE
ITAEtot∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

Without EVs 1.946 3.349 1.367 6.662
With EVs 1.451 2.231 0.923 4.605

4.11. Case XI: Sensitivity Analysis

Sensitivity refers to a system’s resilience in the face of perturbations to its parameters
that fall within a predefined tolerance range. In this part, the resilience of the power system
is tested by modifying system parameters such as τgh, τcd, yc, B, kEV , and T12 from their
nominal values in the range of +25% to −25% without changing the optimal settings of
the proposed FTFOIDFF controller that was provided in case I. The results of the system’s
performance are presented in Table 14 for a step load change of 10% in area (a) under both
nominal and variable conditions. When the above parameters are changed, it is possible
to observe that the dynamic responses of ∆Fa, ∆Fb, and ∆Ptie are barely impacted as a
result. In addition, the MOS and MUS scarcely vary at all in comparison to the regular
operation, however the settling time is somewhat altered in some instances. On the other
hand, the dynamic performance of the suggested system is unaffected by any changes
in the other system characteristics. As a consequence of this, the PDO-based FTFOIDFF
controller that was presented is reliable and demonstrates a high level of effectiveness in
preserving system stability even when system parameters are altered.

Table 14. Dynamic response specifications for system parameters change.

Controller Parameters
Variation

% Variation
∆Fa (Hz) ∆Fb (Hz) ∆Ptie (pu)

ITAE
MOS MUS ST MOS MUS ST MOS MUS ST

FTFOIDFF
tuned by

PDO
(proposed)

Nominal 0 0 −0.0106 0.18 0 −0.003 1 0 −0.0056 0.7 0.0875

τgh
+25% 0 −0.0107 0.19 0 −0.003 1.1 0 −0.0057 0.7 0.0878

−25% 0 −0.0106 0.17 0 −0.003 1 0 −0.0055 0.7 0.0873

τcd
+25% 0 −0.0106 0.18 0 −0.0032 1 0 −0.0057 0.7 0.0875

−25% 0 −0.0106 0.18 0 −0.0029 1 0 −0.0055 0.7 0.0875

yc
+25% 0 −0.0107 0.17 0 −0.004 0.9 0 −0.0057 0.5 0.0871

−25% 0.001 −0.0105 0.2 0.0004 −0.002 1.5 0.0002 −0.0053 1 0.0889

B
+25% 0 −0.0106 0.17 0 −0.003 0.9 0 −0.0056 0.6 0.0873

−25% 0 −0.0106 0.2 0 −0.003 1.2 0 −0.0056 0.8 0.0881

kEV
+25% 0 −0.0105 0.18 0 −0.003 1 0 −0.0055 0.7 0.0874

−25% 0 −0.0107 0.18 0 −0.003 1 0 −0.0057 0.7 0.0876

T12
+25% 0 −0.0107 0.18 0 −0.003 1 0 −0.0057 0.7 0.0876

−25% 0 −0.0105 0.18 0 −0.003 1 0 −0.0055 0.7 0.0874

In closing, the power system’s network security has steadily become the primary focus
of attention as a result of the ongoing growth of the power system communication network
and the subsequent expansion of the coverage area. Since the frequency deviation and the
tie-line power signals in the LFC system need to be transferred over a long distance, it is
conceivable for an attack to be carried out by the insertion of fake data during the process
of signal collecting and transmission. By making unauthorized changes to the system’s
frequency deviation and tie-line power, the system either incorrectly calculates the value of
area control error or compels the load frequency control system to overshoot, which results
in frequency oscillation. Moreover, when EVs are integrated into the LFC system, they can
be viewed as both the power source and burden for the grid. However, the LFC system that
includes EVs is susceptible to covert crimes, and as a result, the power system’s dependable
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operating performance and security will be compromised. Real-time monitoring and
detection methodologies have been established that are very prosperous [75,76]. These
methodologies were designed so that these security problems could be solved.

5. Conclusions

This study puts out an innovative method for improving load frequency controllers
(LFCs) that makes use of a hybrid approach using fuzzy logic control (FLC) and fractional
calculus. This article introduces a maiden controller which is called fuzzy tilted fractional-
order integral-derivative with fractional-filter (FTFOIDFF) for use in LFC applications. The
proposed FTFOIDFF controller combines the best features of tilt, fuzzy logic, FOPID, and
fractional filter regulators. Also, a newly developed metaheuristics optimization method
called Prairie Dog Optimizer (PDO) is shown to easily tune the recommended regulator
parameters. The model of the system takes into account physical restrictions such the
Communication Time Delay (CTD), the reheat turbine, and the Generation Rate Constraint
(GRC). The results achieved using PDO are compared to those obtained using SOA, RUN,
and CGO algorithms, demonstrating PDO’s superiority. A UPFC is installed in the tie-line,
and SMES units are integrated in both areas so as to test their effect on the performance
of the system. Furthermore, EVs contributions are included in both areas. The superior
efficacy of the proposed FTFOIDFF controller has been demonstrated by comparing its
performance to that of a number of conventional (e.g., PID, PIDA, and TFOIDFF) and
intelligent (e.g., FPID and FPIDA) regulators from the literature whose parameters are
adjusted using PDO algorithm. It has been shown that the recommended FTFOIDFF
controller, which is based on the PDO algorithm, works best when subjected to a wide
range of load patterns. In addition, the penetration of renewable energy sources and the
latency in communication are considered as potential roadblocks to testing the robustness
of the proposed controller and achieving greater system stability. To further illustrate the
good impact that SMES, UPFC, and EVs units have on the system as a whole, a variety of
scenarios have been created. The sensitivity of the system is evaluated by making alterations
to the system’s parameters from their baseline values. The simulation results show that,
despite the various challenges mentioned above, the proposed FTFOIDFF controller based
on the PDO is capable of reaching higher levels of system stability. Furthermore, following
research, pros may be summarized as follows:

• The proposed control structure has efficiently improved frequency stability in a multi-
area power system with severe RES penetrations.

• Integrating the benefits of tilt, fuzzy logic, FOPID, and fractional filter regulators in a
single controller known as FTFOIDFF, which has superior performance over the other
recent control structures.

• Application of a nature-inspired metaheuristic optimization technique that was re-
cently developed (i.e., the Prairie Dog Optimizer, or PDO) for the purpose of fine-
tuning not only the recommended controller settings but also the MFs of the FLC’s
inputs and outputs in an effective manner.

• Validation of the positive effect of the integration of SMES, UPFC, and EVs in enhanc-
ing frequency performance during several harsh disturbances.

Also, cons can be abridged as following:

• The inclusion of conventional controllers for comparison with intelligent fuzzy-based
controllers is unfair, as the incorporation of intelligent controllers, such as fuzzy logic or
artificial neural networks, enhances the frequency response performance excessively.

• The use of simple structured models for EV, SMES, and UPFC will not reveal the full
impact of these devices or the uncertainties that may be introduced into the systems
as a result of their incorporation.

Finally, for future work, the investigated two-area power system can be expanded to
three or four areas, and a more complex model for SMES, UPFC, and EVs can be considered.
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Nomenclature

FLC Fuzzy Logic Control
FTFOIDFF Fuzzy Tilted Fractional Order Integral Derivative with Fractional Filter
PDO Prairie Dog Optimizer
SOA Seagull Optimisation Algorithm
RUN Runge Kutta optimizer
CGO Chaos Game Optimizer
LFC Load Frequency Control
CTD Communication Time Delay
GRC Generation Rate Constraint
UPFC Unified Power Flow Controller
SMES Superconducting Magnetic Energy Storage
EV Electric Vehicle
PID Proportional Integral Derivative
PIDA Proportional Integral Derivative Acceleration
SLP Step Load Perturbation
MSLP Multi-Step Load Perturbation
RLP Random Load Perturbation
RSLP Random Sinusoidal Load Perturbation
PLP Pulse Load Perturbation
AGC Automatic Generation Control
RES Renewable Energy Sources
PV Photovoltaic
FACTS Flexible Alternating Current Transmission Systems
FO Fractional Order
PCS Power Conversion System
PD Prairie Dog
CT Coterie
LB Lower Boundary
UB Upper Boundary
GB Global Best
iter Current Iteration
Maxiter Maximum Iteration Number
MFs Membership Functions
E Error
DOE Derivative of Error
NB Negative Big
NS Negative Small
Z Zero
PS Positive Small
PB Positive Big
FIS Fuzzy Interface System
U1 First Control Law
Ut Total Control Law
GC TFOIDFF Controller’s Transfer Function
tsim Simulation Time
Kt Tilt Gain
Ki Integral Gain
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Kd Derivative Gain
n Tilt Fractional Order Power
λi Fractional Order Integral Operator
µd Fractional Order Derivative Operator
λf Fractional Order Filter Operator
Nf Fractional Filter Coefficient
K1, K2 Scaling Factor of the FLC inputs
ACE Area Control Error
ITAE Integral Time Absolute Error
MOS Maximum Overshoot
MUS Maximum Undershoot
ST Settling Time
∆Fa The frequency deviation of Area (a)
∆Fb The frequency deviation of Area (b)
∆Ptie The tie-line power deviation

Appendix A. The Nominal Values of the Power System’s Parameters

Parameter Nominal Value Parameter Definition

τsg 0.08 s Governor time constant
kr 0.3 s Gain of reheater steam turbine
τr 10.2 s The time constant of reheater steam turbine
τt 0.3 s Steam turbine time constant
τgh 0.2 s Hydroelectric turbine speed governor time constant
τrs 4.9 s Hydro turbine speed governor reset time
τrh 28.749 s Time constant of the transient droop
τw 1.1 s Average water string time in penstock
bg 0.049 s Gas turbine constant of valve positioner
cg 1 Valves’ gas turbine positioner constant
xc 0.6 s Gas turbine governor’s lead time constant
yc 1.1 s Gas turbine governor’s lag time constant
τcr 0.01 s Combustion response time delay in a gas turbine
τf c 0.239 s Gas turbine fuel time constant
τcd 0.2 s Volume-time constant for gas turbine compressor discharge
kps1, kps2 68.965, 68.965 Power system gains
τps1, τps2 11.49, 11.49 s Power system time constants
T12 0.0433 MW Coefficient of synchronizing
kSMES(a), kSMES(b) 1, 1 Gains of SMES
τSMES(a), τSMES(b) 0.07 s Time constants of SMES units
τUPFC 0.003 s Time constant of UPFC unit
kEV(a), kEV(b) 1 Gains of EVs
τEV(a), τEV(b) 0.28 s Time constants of EVs
Ba, Bb 0.431, 0.431 MW/Hz Frequency bias coefficients
R 2.4 Hz/MW Governor speed regulation constant for thermal, hydro, and gas units
CFT , CFH , CFG 0.5435, 0.3261, 0.1304 Contribution factors of thermal, hydro, and gas units
GRC with Hydro -------- (0.045 pu.MW/s) and (0.06 pu.MW/s. For both rising and decreasing rates), respectively

GRC with Thermal --------
The GRC (generation rate constraint) for the thermal unit is set (0.0017 pu.MW/s) For
rising and decreasing rates
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