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Abstract: The averaging process between two-dimensional fractional Navier-Stokes equations driven
by a singularly oscillating external force and the averaged equations corresponding to the limiting
case are investigated. The uniform boundedness of the global attractors for a fractional Navier-Stokes
equation with a singularly external force is established. Furthermore, these global attractors converge
uniformly to the attractor of the averaged equations under suitable assumptions on the singularly
external force, and the explicit convergence rate of the global attractors is guaranteed.
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1. Introduction

Navier-Stokes (N-S) equations have been investigated so extensively all the time
mainly because of the wide range of applications in many important physical phenomena
and theoretical studies, such as aeronautical sciences, meteorology, thermohydraulics, etc.
It is known that the following N-S equations

{ up—vAu+(u-Viu+Vp=f, (t,x) € (0,T] xQ, 1)
Vu=0, (t,x) € (0,T] xQ,
controlled by external forces have attracted a lot of attention in recent years, where u
denotes the velocity field, the symbols A and V stand for the Laplace operator and the
gradient acting in the x-space, respectively, the parameter v > 0 is the kinematic viscosity
with the assumption that the density of the fluid is constant, p := p(x,t) represents the
associated pressure and f is an external force.

Among the many notable results regarding (1), it is worth noting that the controllability
of N-S Equation (1) with periodic boundary conditions was established in [1], where the
external force of the system was degenerating. Moreover, the investigation on the uniform
global attractor of this N-S Equation (1) is also an important subject in many papers
and monographs (see [2-5] and other references). When the external force f = f(x)
depends only on spatial variable x, Vishik and Chepyzhov [6] established that the trajectory
attractor of the three-dimensional (3D) N-S equations, where the trajectory attractor was
composed of a type of solutions to system (1) on the positive semi-interval of the time
axis, was bounded, which can be extended to the entire time axis, and further obtained the
convergence of the uniform global attractor. When the external force f = f(x,t) depends
not only on time but also on spatial variables, the structure of the uniform global attractor of
the nonautonomous 2D N-S Equation (1) was examined in [7], where the different structural
features of the uniform global attractors were discussed with quasi-periodic and oscillating
external force. In [8], Vishik and Chepyzhov later also discussed the related properties
of the uniform global attractors of the nonautonomous 2D N-S equations with singular
oscillatory external forces fo(x,t) + e Ffi(%,t), forx € Q C R?, t € R,and 0 < p < 1.
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In [9], they further considered the attractors of the following two nonautonomous 2D N-S
equations:

{ up—vAu+ (u-Viu==Vp+ fo(t) +ePfi(L), @)
Vu=0,

where p € (0,1), € > 0, and f is a singular oscillating external force, and subject to the
average equations (with respect to the case ¢ = 0)

up—vAu+ (u-Viu=-Vp+ fo(t), 3)
Vu=0.

It has been demonstrated that the uniform global attractor set .A° of Equation (2)
is uniformly bounded and A¢ is convergent to the uniform global attractor set A° of
Equation (3) as ¢ — 0T. In addition, some problems associated with the averaging and
the homogenization of uniform global attractors for such systems have been investigated
in [10-12].

On the other hand, fractional calculus sourced from the beginning of calculus has
become an important subject discussed by many mathematicians (such as Leibniz, Fourier,
Abel, L'Hopital, Euler, Riemann, and Liouville). Fractional calculus has long been con-
sidered as a purely mathematical tool with no practical applications. In recent decades,
however, it has been discovered that fractional calculus can be used in the most diverse
fields of science, due mainly to the nonlocal character of fractional differentiation. Among
the numerous applications of fractional calculus, it is worth noting some works on stochas-
tic processes motivated by fractional Brownian motion [13] and on physical phenomena
such as electromagnetism [14] and viscoelasticity [15-17]. For more detail, we refer to the
survey [18] and references therein. Therefore, a natural and interesting question is now to
study the relevant dynamical characteristics of the solutions of fractional N-S equations.
Some investigation on the suitability of spatial fractional N-S equations have attracted
the attention of many authors. In [19], the authors mainly discussed 3D N-S equations
with Coriolis forces in homogeneous Besov spaces, where the existence and uniqueness
of global solutions of systems at high rotational speeds were obtained and the asymp-
totic behavior of solutions was analyzed when the rotational speed tended to infinity. The
Cauchy problem for incompressible fractional N-S equations in critical variable-exponential
Fourier-Besov—-Morrey spaces was investigated in [20], in which the global well-posedness
of incompressible fractional N-S equations in the frequency space of a variable exponential
was provided. Furthermore, introducing a Besov-type function space represented by a
time-evolving semigroup, [21] mainly established the unique existence of global mild
solutions for small initial data belonging to the semigroup function space under scaled
subcritical and critical conditions. In addition, the authors demonstrated the existence of a
global attractor for the 2D incompressible Boussinesq equation with subcritical dissipation
in [22], which revealed the relationship between the Laplace exponent and the regularity
in velocity and temperature. However, there are few studies on the dynamics of time
fractional N-S equations.

In this paper, we consider the following time-fractional 2D N-S equations

{ Dfu— vAu + uldy u + uPdu = —Vp + fE(x, 1), Vx:= (x1,x) € Q, @
Oyt + 0y, u? =0, ulyn =0,

where the sign D} denotes the modified fractional Riemann-Liouville derivative with
respect to ¢ defined in Section 2,

flat) = { thgg 2+ Eeiiféfx't/g)' =0 ®)
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represents the external force, p € (0, %) is a fixed parameter with a € (0,1), and Q C R?
is a bounded domain with boundary dQ of class C', u = (u!(x,t), u?(x,t)) is the velocity
vector field. In fact, we call System (4) the averaged equation when ¢ = 0. The investigation
of the solutions of fractional N-S equations has received a lot of attention in recent years,
for instance in [23,24].

It is worth pointing out that when f = f(x, t) is a general external force, Zhou and
Peng [25] established the existence and uniqueness of local and global mild solutions, and
the regularity of classical solutions for System (4) in a fractional abstract space. Later, they
continued to consider the existence, uniqueness and Holder continuity of weak solutions by
using iterative methods in [26]. In addition, Carvalho, Neto and Planas [24] demonstrated
the existence and uniqueness of weak solutions to ND time-fractional N-S equations in RN
under the external force f = (f1(x,t),- - -, fn(x,t)). However, to the author’s knowledge,
there is no related result on the averaging process for System (4).

The main contribution of this article is to address the averaging process of 2D time-
fractional N-S equations with a singularly external force. By using a fractional inequality
and the Fadeo—Galerkin method, the well-posedness of these fractional Navier-Stokes
equations is completed. Then, the uniform global attractor family {.A°} of the dynamic
processes generated by the shift semigroups theory is demonstrated. Finally we further
obtain the convergence of the global attractors as the parameter approaches zero and
guarantee the explicit convergence rate of the global attractors.

The content of this paper is mainly divided into the following parts: In Section 2,
some basic symbols, assumptions and lemmas are introduced. In Section 3, the existence
of a uniformly global attractor to System (4) is obtained, and the dynamic process of the
system and the structure of attractors are presented. The uniform global attractor set A is
uniformly bounded and the convergence of the uniform global attractors is provided in
Section 4.

2. Preliminary

Throughout the paper, for T € RT, we set Ry = [t,400) and assume 0 < p < 5

with & € (0,1). Some basic concepts from partial differential equations are borrowed,
such as L2(Q), HY(Q), H%(Q2), and CP(Q), etc. In what follows, the dependence on the
space variable x is omitted for brevity. Let X be a normed space with the norm ||-||y, and

distx(B1,By) := sup inf ||b; — by be the Hausdorff semidistance in X from a set By to
b1€B 2€5;
a set B,. We define

m2 2
H = Tu e [CoOQ)Playul +oguz =0} 7,

[yl 2
Vi={u e [Co () omul + o2 =05

Suppose P : [L?(Q)]?> — H is the Leray-Helmholtz orthogonal projection. Consider
the following positive self-adjoint operator

A:=—-PA:D(A) = H 6)
with D(A) := [H?(Q)]2 N V. We also need to define the scale of Hilbert spaces

H? := D(A%), VoeR,

equipped with the norm and inner products by

(1,0 o 1= (A%, A20) 2y, N[ullie = (| AZul| g2y

In particular, we set

H=%M, H =V, H>=D(A), H!=H1(Q),
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where the norm of H is denoted by || - ||. In addition, the generalized Poincaré inequality
given by 2 2 o+1

[llggrir = Mulltge,  Vu € H, )

is needed, where A > 0 is the first eigenvalue of operator A.

The following basic facts related to Navier-Stokes equations should be provided for
completeness. For more detail, please refer to [2,5,9]. We define the standard bilinear map
B(u,u) := P(u'dy,u + u?dx,u) and trilinear forms

b(u,v,w) := (B(u,v),w) (8)

for any (u,v,w) € H! x H' x H'. Itis easy to verify that for all (x,y,z) € H' x H! x H!

b(x,y,y) =0, )
b(x,y,2) = —b(x,2,y), (10)
and : )
1 5 1 1
b(x,y,2)| < Cullxll2 [l Fa ly e 202 M2 £ s (11)
1 1 1 1
b(x,y,2)| < Callx|l2 [l 2 (112 11yl £ 121 s (12)

where C; > 0 is a constant independent of ().
The related concepts of fractional derivative to the modified Riemann-Liouville inte-
gral are introduced below; for detail the interested readers can refer to [27-29].

Definition 1. The modified Riemann—Liouville fractional integral of order w is defined on the
interval [0,t) by the expression

oI f(H) = r(la) /Ot(t _ ) f(s)ds, >0,

where I'(-) is the Gamma function.

Definition 2. The modified Riemann—Liouville derivative of order « is defined on the interval [0, t)
by the expression

oDE (1) = mlw);t [ = 9)715) - fO)lds, 0<a <. (13)

Remark 1. Compared with the classical Riemann—Liouville derivative and the Caputo derivative,

some advantages of the modified Riemann—Liouville derivative are summarized as follows.

e If f(t) = K = constant, then it is easy to check that (D} f(t) = 0, which is beneficial in
engineering applications. However, the a derivative of the Riemann—Liouville is Kt* /T (1 — ).

e From Definition 2, it is easy to see that f only needs to be continuous, but must be differentiable
in the Caputo derivative. That is to say, for the modified Riemann—Liouville derivative, the
requirement for the reqularity of the function f is lower.

The modified Riemann—Liouville derivative retains the characteristics of fractional derivative
and has some good properties given in the following.

Proposition 1 (see [27-30]). Let f : R — R be a differentiable function and u,v : R — R be
continuous functions, then it holds that

oD [f (u(t)] = fi(u)oDfu, (14)
oD (u(t)o(t)) = v(t)oDfu(t) + u(t)oDio(t), (15)
olfoDY f(#) = f(#) = £(0), oDfolf f(t) = f(£). (16)
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Moreover, one has
ol f(t) < olf'g(t), (17)

if f(£) < g(t), and
oD (Kf(t) + Kg(t)) = K-oDi f(t) + K- oDig(t), (18)
for arbitrary constants K and K.

Now, we present the space LY (R; H”) given in [31] with norm

1% me = SURP(t =D f ) I, Vf € LT (R H), (19)
teRr
which is a Banach space; for detail see also [32]. In particular, let || - [[¢ = || - ||, o if o = 0.

Assume the external force fy, f1 € LY (R¢; H) and
[l follz = Mo, (20)
IAllz = M. 1)
This together with (5) implies || f¢[|2 < M,, where

(22)

M — MO + \/iMlSN—Zp’ € > O/
7l My, e=0.

Notice that the order of M, is e*~2° as ¢ — 0.
Next, we show several lemmas, which play a crucial role in analyzing the global
attractors of the fractional N-S Equation (4).

Lemma 1 (Young’s inequality with #). Forany a,b > 0and y > 0, it holds that

aP _api
ab<n—+y r—, (23)
Ty

wherel<p,q<ooand%+%:1.

Proof. Using the general Young inequality (see [33]), one obtains

ab = (yp)7a-

O

Lemma 2. Let ¢ € LY (R¢). Assume that y : Ry — R satisfies the fractional differential
inequality
Dfy(H) + g1 (Hy(H) < y3(t), VE>7, a€(0,), (24)

where the function vy fulfills

1

:B(tiT)a > r(‘x)

t

/ (t—8)" i (s)ds > B(t —T)* —r, Vt>T, (25)
T

for some non-negative constants B, r. Then, we have

y(t) < y(@)e P 4 o T(1—a)|[g2llr, V=T (26)
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Proof. Multiplying e 91D on both sides of inequality (24) and using (14) and (15) in
Proposition 1 lead to
DH{e Ty ()} < et Oyi(e), 27)

which, together with (16), gives

t ,
ety () < y(t) + I‘(lrx)/T (t—s) Lot y2 (s)ds, Vt > . (28)

From (28), apply (25) to obtain

y(t) < }/(T)e‘”ta‘ﬁl(t)+e‘fl?‘/’1(t)r(1a) /T (t —s)* ler 1) g2 (s)ds
< y(T)e—ﬁ<f—T>“+’+rf;) /:(t s)* pd(s)ds
< y(T)e_ﬁ(t_T)a“nLrE;) /t (t—35)* s — 7)1 1(s — 7)*y3(s)ds. (29)
Since
t 1
/(t P e-D0 s = [T 1 - w) T
= B(x,1—u)
= T(@)r(1-a), (30)

where B is the Beta function, it follows from (29) that
y(H) < y(0)e P 4 T (1 — w)|gallf v, (31)
which completes the proof. [

3. Attractors for Navier-Stokes Equations
3.1. Well-Posedness for the Fractional Navier—Stokes Equations

According to the definition of operators given in Section 2, Equation (4) can be written
as the following abstract form

+Dfu+vAu+ B(u,u) = f&(t), (32)

where the pressure term p has disappeared due to the application of the Leray—Helmholtz
projection P. Before discussing the attractor of Equation (32), now we complete the well-
posedness of fractional N-S Equation (32). For this, the following Lemma is needed.

Lemma 3. For any fixed ¢ € [0,1], let u be the solution of the Cauchy problem in (32) with the
initial value u|—r = ur € H, then it holds that

[w(OI? < lu(z)Pe " 1 pm,, 3)
t
()P + gy . (¢ =) u(s) s < () P+ Me, (34)

where M, = 11 A‘:‘/) with the constant M, > 0 given by (22), for any t > T. Moreover, we have
()17 < W(t =7, |lu(D)I?, M), ¥t > 7, (35)

where W is a positive function.
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Proof. Taking the inner product of Equation (32) with u, we get
(«Dfu,u) +v(Au,u) + (B(u,u),u) = (f%,u).

It is easy to check that (B(u,u),u) = b(u,u,u) = 0 by (9), then using Proposition 1
and the Cauchy-Schwartz inequality gets

1

SeDFull? 4 vllulFn < (L]l (36)

Following Young’s inequality (23) (p = 2, g = 2), the estimate (36) becomes
oDf[|u]? + 20lullFn < apllul®+ 1 F0

It follows from Poincaré’s inequality (7) that
Dtx 2 2 2 < ﬁ 2 1 €112 37
eDE ™+ 2vurlfp < Fllwllin + 2 I (37)

Since the Young’s parameter > 0 is arbitrary, we choose 17 = Av, and from (37) we
obtain
<D Jul® +vlulfy < ()£ (38)

Applying Poincaré’s inequality (7), one gets from (38)
oD [l + Avlul® < (Av) | £1% (39)
Set ¢4 (t) := Av for any t > 7, then it is easy to calculate

1”(104) /Tt(t — )" \vds = a?g:)c) (t—1)"~ (40)

In view of f¢ € LY (R¢; H) and the above equation, then Lemma 2 can be invoked to
produce our desired estimate (33).
Integrating both sides of (38) and using Proposition 1, one can show that

-1
T [ s

(O = (DI + g [ (=9 (e s <

which, together with (30) and f¢ € LY (R¢; H), leads to

IO+ s [ (=5 ue) By < ()P + Me.

where M. is a constant defined in (33). Hence, the estimate (34) holds.
The estimate (35) shall be proved by taking the inner product of Equation (32) with
Au as follows:
(¢Dfu, Auy + v(Au, Au) + (B(u,u), Au) = (f%, Au). (41)
Applying Cauchy-Schwartz’s inequality and Young’s inequality (p,q = 2, = %)
on (41), one obtains

1 1 v
ETD?‘IIuHip +vul3 + (B(u,u), Au) < ;Hfs\l2 + ZH”H%—[Z/

which yields
3v 2
<Df[[ullfp + 5 lullfe < SIFN +20(B(w, 1), Au)]. (42)
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Due to the following estimate
1
[1B(u,u)|| < (/Q |ul?|VuPdx)2 < [|ul ] Vul| s, (43)
then by Ladyzhenskaya'’s estimates, one can deduce
il <l
ulls < Cllullgallullz, [Vullps < CllullFallull fo (44)
where C and C are positive constants. Plugging (44) into (43), we get

1 1
B, u)|| < Colfaul|2 [[e]| o [Je|}

| ‘ H2 (45 )

for some constant C, > 0. Thus, applying the Cauchy-Schwartz inequality, it holds that
1 3
[(B(u, u), Au)| < Colfu[ [Jul[ g [l £or
which, together with Young's inequality (23) (p = %, q = 4), shows

4
(B, ), An)| < ||Hz+4;3uu||2uu||;l. (46)

v

Let the Young’s parameter 7 = 5 and substitute (46) into the estimate (42), after
which (42) becomes

o Df[|u][Fp + vllulfp < Hf‘“‘HerCsII P lullz,
with C3 = 27C2 > 0. Thanks to Poincaré’s inequality (7), we also obtain

2
<Df [[ullfp + AvllalFn = Callul [l < Sl

which means that

2
<D [ullfn + (Av = Callul®lulF) lulFn < =1 (47)
In a similar fashion as (39), we set §; (t) := Av — Cz||u(t)||*||u( || . To simplify the
process, we take u(7) = 0 in the estimate (33). Using (33), one can deduce
. 1 ! a—1 2 2
i (t) = 7/ (t =) (Av = Calu(s)[|"[|u(s) [ g )ds
F(a) T
1t 1 Cs [t 1 2 2
= w9 s — s [ sy ) P ) s
AV C?,Mg t 1 2
> T _ o _ 4 .
> gy L s (48)

Using the estimate (34), it follows from (48) that

R A
L LAY (49)

where r; = C3M€ [|lu(7)]|? + Me] for the constant M, given by (33). Therefore, we apply
Lemma 2 on (47) to obtain

()1 < Wt =, [u(@)2 Me) = [u(0)[25e 0 + A, (50)
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where

N(t) = Gy (=0 = SFE(lu(D) P + M),

N = 22 M 5 (@) 24 M

The proof is thus complete. []

Next, the well-posedness of the problem (32) is proved by exploiting the Faedo—
Galerkin method, given as follows.

Theorem 1. For ur € Hand ¢ € LY ([t,T); H), there exists a unique solution u of (32) such
that forall T > T
ue C([t,T); H)NL?([t,T); H).

Proof. We use the Fadeo—Galerkin method also adopted in [2,5] to establish the existence
of a solution u € C([t, T); H) N L?([t, T); H') of (32). Now, the approximation procedure
satisfying (32) is provided by

m
um(t) = Zcim (t)w]', (51)
j=1
where the functions w;(j = 1,- - -, m) representing the eigenvalues of the operator A are

given by (6). Then, we substitute u,, into Equation (32) and take an inner product with w;,
to obtain

{ (tDftim, wi) + v{Aup, w;j) + (B(tm, um), w;) = (f¢, wj),

i (T) = Poytt(T), (52)

where Py, : H — Ay, is a projector with A, := Span{wy, - - - ,wy, }. It is worth noting that
Equation (52) is also equivalent to

Dty + vAuy + PyuB(tty, hy) = P f5, (53)

and an ODE equation driven by c;,, (#) in (52) is known to have a local solution in the interval

[T, Tinax ) According to Lemma 3, a priori estimate (34) implies fTT (T —8)*|um(s) ||%1,1 ds <

0. Since fOT |2 () ||i,1 ds < Cr fTT(T — 8)* Y|y (s) ||y ds with the constant Cr depending
only on T, the a priori estimates (33) and (34) in Lemma 3 give Ty;x = 400 and

Uy, is bounded in C([t, T); H) N L2([t, T); H). (54)

On the basis of u,, € L?([t, T); H'), it is easy to know that B(u, tt;) and Py, B4y, i )
are bounded in L2([t, T); H™'); this shows from (53)

:D¥uy, is bounded in L2([t, T); H™1). (55)

In light of (54) and the weak compactness, there exists u € C([t, T); H) N L2([z, T); H')
and a subsequence still denoted by itself, such that

Uy — win L2([t, T); H') weakly,
+Dfuy, — Dfu in Lz([T, T);Hfl) weakly,

which, together with the classical compactness embedding theorem (H! C H), yields
Uy — win L2([t, T); H) strongly.

Hence, passing to the limit as m — oo for (52) and (53), we find that u satisfies
Equation (32) and u € C([z, T); H) N L?([r, T); H').
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In what follows, the uniqueness of the solution can be proved. For this, let u and 1 be
two solutions to (32) and w(t) = u — u;. Then, replacing u by u; and subtracting (32), then
taking an inner product with w, we get

(+Dfw,w) +v(Vw, Vw) + (B(u,u), w) — (B(uy,uy), w) = 0. (56)
With the help of (8), (9), and Proposition 1, it holds that
1 o 2 2
§TDt |w||* +v|wl|lfy + b(w,u,w) = 0. (57)

It follows by applying Young'’s inequality (23) and inequality (11) that

D |w|® +2v|w|F < 2(b(w,u,w)]
< 2C [lwll|[wl]] g lful g
G
< 2wl + 87||w|\2\|u||§41r (58)

where Young’s parameter # = 2v is taken. Thus, it is easy to see that
D [w(®)|* < Csllw(®)[*|u(t) |35, (59)
where C5 = % > 0is a constant. Utilizing the method of (27) in Lemma 2, one has

lo(t)]2 < |Jw(r)|Pe” S IO, (60)

which, with w(t) = 0, implies ||w(t)|| = 0 for any ¢ > 7. Therefore, the uniqueness of the
solution of (32) follows from (60). O

3.2. Dynamical Processes and Attractors

Compared with integer order differential systems, fractional differential systems have
more uncertain long-time behavior due to the fact that the a-order fractional semigroup
introduced in [34] does not preserve the properties of classical semigroup theory. In order
to determine the dynamic characteristics of a fractional N-S system, we apply the shift
semigroups theory, which is used to investigate the attractors of nonautonomous systems
in [35] and nonlinear evolution equations in [36]. For this, we now introduce the shift
semigroup of fractional order systems. Consider the following fractional evolution equation

Dfu=F(t,u), u€ H, teRy, (61)

where it is assumed that a unique solution u(t) = u(t; t, up) with initial value u(to; to, ug) =
ug at time t( exists for all up € H and t,ty € R<. It is easy to see that the counterpart of
the semigroup property is shown by u(t +s; to, ug) = u(t +s;s,u(s; to, ug)). Let u(t) :=
u(T + t), then it is easy to find u.(t) satisfies fractional differential Equation (61). Setting
u(t; ug, F) for the solution of (61) with initial value u at fy = 0, let F be a set of functions
f: Rt — Hsuchthat fr := f(t+ ) € F forall T € R, and consider the group of shift
operators 0, : F — F by 0. f := f; for each T € R". Finally, let Y = H x F and for each
t > tdefine Us : Y — Y by Us(ug, F) := (u(t;up, F), 6:F). Then, the family of mappings
Uy, t € R¢ is a continuous-time semigroup on the state space Y. The asymptotic behavior
of this semigroups is outlined in the following, which can be interpreted into the fractional
N-S system. For this, it is easy to observe that the first component of the semigroup identity
U5 (1o, F) = Uy o Us(ug, F) can be represented by

u(t+s;uo, F) = u(t;u(s;ug, F),0sF). (62)
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Definition 3. A compact subset B of H is called an absorbing set for a semigroup Uy, t € Ry on H
if, for every bounded subset D of H, there exists a tp € Ry such that Uy(D) C B forall t > tp
in Re.

Let u be the solution of (32) corresponding to initial data u-. If external forces fy, f1
belong to LY (R¢; H), a dynamical process {U;; t > T, T € RT} on H by the representation
u(t) = Us(ur, f°) is generated under the conditions (20) and (21). Inequality (33) reveals
that the process {U; } has a uniform attractive set

Be = {u e H||ul] < M.}

with respect to 7, which is bounded in H for any fixed € € [0, 1]. Let B C H be a bounded
set of initial data, therefore, there exists a time T depending on B, ¢ such that U;(B) C
By, VK € R, forany t > 7+ T. From inequality (35), we obtain that

B = |J Ww(B)

TeRT

is a uniformly attractive set. Since the embedding H! — H is compact and /3¢ is a bounded
set on H', it is easy to see that 3¢ is compact in H. Since the process {U;} is uniformly
compact in H, the uniform global attractor is provided by

A= N [Uw®d) ),

>0 t>7T

where B is an arbitrary uniformly attractive set driven by the process {U;}. For similar
discussions on the uniform global attractor, please refer to the literature [9,37]. If B = B;, it
can be verified that

| Al < Mg, Vee[0,1], (63)

where M, is the constant in (33). The hull of ¢ in LY (R™; H) can be defined by

}—(4)) = {(P(f + T)|7_— c R+}L§°(R+;H).

Then, it is easy to get ||$||» < ||¢||« for every ¢ € F(¢). Note fo, f1 € LL(RT; H), then

the external force f¢ € L (R*; H). Furthermore, if f¢ € F(f¢) for any ¢ > 0, it follows
that

Fe(5) = hn) +ePAE),

for some fy € F(fy) and f; € F(f1). Therefore, to show the structure of the global attractor
set A%, the family of equations

Fa(t) +vA(t) + B(a(t), a(t) = f(1),  fo(t) € F(F(D) (64)

is considered. A process {U;(ur, f¢)} on H generated by Equation (64) for every external
force f¢ € H(f¢) has similar properties as {U;} matching Equation (32) with an external
force, which yields that the map (u+, f¢) — Uy (ur, f¢) is (H x H(f¢), H)-continuous.

Remark 2. Since attractors are completely determined by the limit points of the system, they are
strictly invariant in the sense of identity, which is different from absorption sets or attraction sets.
The attractors based on shift semigroups include many examples, such as equilibrium points, limit
cycles, and geometrically more complex singular attractors.



Fractal Fract. 2022, 6, 241

12 0of 19

4. Uniform Boundedness and Convergence of Attractors
4.1. Stokes Evolution Equation with Oscillating External Force

The objective of this section is to show the uniform boundedness of the attractor of
Equation (32). For this, we present a property of the fractional Stokes evolution equation
with the initial time T € [0, +o0) and external force g in this subsection. Consider the
following fractional evolution equation.

Proposition 2. Let g € LY ([t, T); H), then the solution v of the problem

Dfv(t) +vAu(t) = g(t/e), v|li=r =0, (65)
with e € (0, 1], satisfies
2 v f a1 2 eT(1—a) 2
O+ gy [ (=31 o) uds < =gl vezr 6

with the constant A provided by (7).

Proof. Since the proof process is similar to that of Lemma 3, we only show the differences.
In a same fashion as (38), we have

Df[[o(DI? +vilo() 1 < (Av) " g(t/e)]* (67)
By performing the fractional integration of (67), we have

t t
o)+ s [ (=9 o s < rpes [ (0= g(s/e) s, vt = v (68

Due to

i [ =9 IsClPas

s=ep 1 : _ a—1 2
R o A IR

= £ - G0 sl

< eT(1-a)lglle, (69)
our desired estimate (66) follows easily, which completes the proof. [

4.2. Uniform Boundedness of Attractors

According to the well-posedness of the system, an a priori estimation of a solution in
Lemma 3 represents the uniform boundedness of attractors of Equation (32). In order to
estimate the range of attractors accurately, this section adopts another idea to establish the
uniform boundedness of attractors according to Lemma 2 and Proposition 2.

The main results of this subsection are summarized below.

Theorem 2. Let fo, f1 € LY (Ry; H), then the attractor set A® of Equation (32) is uniformly
bounded in H for any € € [0,1], such that sup ||.A%|| < co.

e€[0,1]

Proof. Suppose that u(t) = U (i, f€) is the solution of Equation (32) with initial value u.
For € > 0, first consider the problem

Dfv(t) + vAu(t) = sfpfl(é), O)t=r = 0. (70)
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From Proposition 2, we have

t 1— x—20 2
e e N e e L L !

Set w(t) = u — v, then it satisfies the following equation

Difw+vAw+ B(w+ov,w+0) = fo, W|i=r = Ur. (72)
Taking the inner product with w on both sides of Equation (72), and from (8), one
can show
(+Dfw, w) +VHWH%{1 +b(w+v,w+v,w) = (fo,w), (73)
where
b(w+v,w+v,w)
= b(w,w+v,w) +b(v,w +v,w)
=b(w,w,w) + b(w,v,w) + b(v,w,w) + b(v,v,w). (74)

It is easy to verify b(w + v,w,w) = 0 by Equation (9). Thus, one can find from
Equation (74) that

b(w+v,w+0v,w)=b(w,v,w)+b(v,v,w). (75)

By taking equalities (11), (12) and Young's inequality (p, g = 2, 7 = §) into account,
we can deduce

b(w, v, w)| < Cif|w|[[w]l ol < IIWHH1 + 7|| [RIElF=¥ (76)
and
202
b(v,0,w)| < Gl[lll[o)m[wlm < 2 || wl[in + = IlolPllol (77)
Consequently, substituting (76) and (77) into (75) reveals
2C;2 2C1
b(w +v,w+v,w)| < *IIWIIHl + = lwl?lloll o] 103n (78)
Moreover, it can be derived from the Cauchy-Schwartz inequality and Young's in-
equality (23) that
(forw) < ol + 2l foll 79)
0% ="y Ay oI
Collecting (78) and (79) with Proposition 1, it follows from (73) that
1

3v
ETD?‘I\wIIZ + Z\lelﬁl < (fow) +[b(w+ow+ v,w)|

A\

Av 2, 1 2 1 Cl
< Ll + lfoll2 + =L fwlPllol2, + = Lllellol,
Owing to (21) and (71), we have

er(l -
ol < Ml =)

W (80)

Thus, based on (80) and Poincaré” inequality (7) (||w||i[1 > Aljw||?), the above estimate
becomes

e, M1F( @)

x 2 2 4C% 2 2 2 2
Di ol + Avfjw|” = —=[[w][olfm + o[l + < 1 foll?,
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which gives

4C2 er( )

4C2 2
TD?‘IIwHZJr(Av—Tlellip)lleZ o131 +E|Ifo||2-

Lot AGEMTOZ) o 1) 2

Set 1 (t) = Av — Wep, $5(t) = =7
it is easy to calculate from (71) that

+ £l fo(t)||* Fort > 1,

2
cIf P (t) = FA(Z)/;(t—s)“—lds— éfi) /Tt(t—s)“_1||v(s)||%{1ds

Av L MT(1—a)er2°
2 al () (t=7)" = Av2
> B(t—1)" — 12, (81)

4C2T(1-) My
A3

with § = a?& 12 = . Similar to (31), it then follows from (81) that

L A0
o 2 _
< o [ T i, + (o Plas

+w(T)[lePUmD" 72, (82)
which, together with (18) and (71), leads to
lw®) < Mi+ Mo+ o(n)]le PP, > 1 (83)
where M = %, My = W with the constants §, r; given by (81).
Since u(t) = w(t) + v(t), then using (71) gives
)1 < Ol + o)l < Ms, t27
where M3 = M; + Mj + |[w(7)|[e PUE-T"+r2 4 w Therefore, let M = min{M; +
My + w, M.}, for any € € [0, 1], the process {U;} has an attractor set
B.={uecH]||u|?< M} (84)
which yields the attractor set .A® C B,, which completes the proof of Theorem 2. [

4.3. Convergence of the Attractors

Let 1€ and u be two solutions of Equation (32) with the same initial data corresponding
to the cases of parameter ¢ > 0 and ¢ = 0, respectively. In addition, let u®(t) := Sre(t, T)ur
with u; € By, where B, is defined in (84). Since u; € B, and € = 0, inequality (34) leads to

[ =9 s < T, )

v

I'(a)

where M is a constant defined by (20). The aim of this subsection is to establish the
convergence of the attractors. For this, we first investigate the estimation of the deviation
between u¢ and u°.

[ ()] +

Lemma 4. For any ¢ € (0,1] and all initial data ur € B, the deviation w(t) = uf(t) — u’(t)
with w(t) = 0 satisfies
lw(t)|| < Dez™f, t>1, (86)
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for some positive constant D independent of €.

Proof. Bring u¢(t) and u°(t) into Equation (32), respectively, and then take the difference
to obtain

Dfw + vAw + B(uf,uf) — B(u®,u®) = e Pfi(t/e), w|i—r = 0.

Let q(t) := w(t) — v(t) for any t > T where v is the solution of (70), it is easy to

verify that
D¥q +vAq + B(uf,uf) — B(u°,u®) =0, gqli=r =0. (87)
Taking the inner product of Equation (87) with g, according to Proposition 1, one
obtains
S<DE gl +vllal < (B(u,u) — B(u,u0), ). (88)
2

Recalling w = uf — Y, it is easy to see u® = g + u® — v. It holds that
B(uf, uf) — B(u®,u®)
Bu®+q+0,u°+q+0) — B’ u°)
B(u®,q+v)+B(q+0,u°) + B(g+0,9+0). (89)
Therefore, we get from (8) and (9) that
[(B(u,uf) — B(u’, u’),q)] (90)
:|<<,q+w+BW+vu>+Bw+uq+w4M
= |b(u’,q+v,9) +b(q+0,u°,9) + b(q+0,9+70,9)]
= |b(u’,v,9) +b(q,u°,9) + b(v,u’,q) + b(q,0,9) + b(0,0,9)].

By utilizing (11) and Young's inequality (p,q = 2, 7 = %), one can get

b(q,u°,q)| < IMIIHl + fllql\ 14031, (91)
v

1b(q,0,9)] < ZHL]II%p G ||4H o131, (92)
v C2

b(v,v,9)| < ZHEIHiIl o ||v|| o3, (93)

Similarly, by the meaning of (12), one gives

2C?
b(u°,0,q)] + |b(o,u°,q)| < HLIIIHl + =N lloll o] (94)
In view of the estimates (91)—(94), it follows from Equation (90) that

[(B(uf, uf) = B(u®,u°), q)|

% 2 012 2 C% 2C% 0 0
<VHq||H1+ Nl (el + oll) + H 12 l0]17, + y [ [ g2l [[o]] g
swwm+ﬂwW+B, (95)
with
Cz 2 2
Fi(t) = (Hu(>\|H1+|\v(t)ll 1),

2 2
A1) = D o®)PlelZa + 2 [ 11Ol [o®) ()]
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Since v(t) satisfies (71) and u(t) satisfies (85), we substitute (95) into (88), to obtain
1:D¥g(t)]|? < F1(t)||lq(H)||> + Fa(t). Invoking [|q(7)|| = 0 and similar to (27) in Lemma 2,

one has ) ,
I < a0 + &R0 o [t Faloas 09
In view of the estimates (71) and (85), we can find
Iﬂcf _ 1 f a—1 C% 0 2 2 d
(L) = W/r(t_s) [ 1) [ + Mo ()l 1ds
= O ) (e st i [ (=9 o(6) s
vl (a) Jo H! T'(a) Jo H!
<K. 97)
where K = C%r(lvg”‘)MO + Mla(vlzf”‘). In addition, we also get
Lo 1 G 2
SO Al A LOT O
2C2

S 3 o (5) o (5) ]}

- Ui‘(fi) [ 6= S ) L [0(5) o)
+VFC§X) [ =91 o) Pllo(s) s

_ cgra _A%O;Ml%gz—p [ 6= 06 o) s
+C%M1F(/1\1/_2a)£a2p /:(t_s)a—luv(s)”%p. (98)

Combining this with (71), (85) and the Cauchy-Schwartz inequality (98) yield

AFO < [ [ =9 OBl g [ =9 ols) B

2C3T(1 - a)MO%Mlis%—P N CIMAT2(1 — o) e2(a=20)

Av2 A2
2C°T2(1 — &) MoMpe*=%  C2T2(1 — o) M2eX(4=20)
- A2yt + A2yt
< L, (99)

where £ = (2MoM; + +M2)% Invoking (97) and (99) into (96) with g(7) = 0, the
results show that
lq(t)]|*> < Die*%, (100)

where D% = 2£¢%, £, and K are constants given in (97) and (99). Hence, our result
(86) can be concluded by using w(t) = g(t) 4+ v(t) and a priori estimate (71), which ends
the proof. O

To get the convergence of the uniform global attractors, it suffices to show that a
generalized form of Lemma 4 is needed, which can be applied to the whole family of
equations (64) under the external forces f& € H(f). To this end, for ¢ € [0,1], set 7%(t) =
U (117, f¢) satisfying Equation (64) with external force f¢ = fo +e P fi(t/e) € H(f®) and
fir € By. Fore > 0, let

w(t) = a¢(t) — a°(t).
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Similar to the proof of Lemma 4, we can derive the following result.
Lemma 5. Foranye € (0,1], let @(t) = 6°(t) — 2°(t) with ©(t) = 0. Then, it holds that
|@(t)|| < Dez™F, ¥Vt >, (101)
where D is the same as in Lemma 4.
Now we state our main results of this section.

Theorem 3. Let fy, f1 € LY (Ry; H), then the uniform global attractor set A — A% ase — 0F
in the following sense
lim {distg(A%,.A%)} = 0. (102)
e—0+

Proof. Let L > 0 and u® € A® for ¢ > 0, then there exists a bounded trajectory 7°(t) of
Equation (64) with #1°(2L) = u® for any L > 7. For every L > 7, we know #°(L) € A® C B,
and u® = Uy (1°(L), f¢). In light of Lemma 5, using T = L and t = 2L, one presents

lu® = Une (2°(L), fo) || < De?~*,
which means that
distH(us, UZL(ﬁE(L),fo)) < De27P, (103)
Since the set A° attracts U;(Bs, fo) uniformly with fy € H(f0), for any o > 0, there
exists a constant T = T(¢) > L depending on ¢ such that
disty (U1, (2°(L), fo), A°) < 0. (104)
Letting T = L, from (103) and (104) it is easy to check that
disty (1, A%) < De? P + 0.

According to the fact that u® € A® and o > 0 are arbitrary, the conclusion (102) follows
easilyase — 07. O

Remark 3. By taking the proof process of Theorem 3 into account, for any € € (0,1] it is easy to
see the estimate
||u® — U(a°(L), fo)|| < Dez™F. (105)

For t = T, the inequality (105) together with (104) reveals that
distyy (A%, A%) < De? P + 0, Yo >0,
which, with the arbitrariness of o, implies the Holder continuity property of A® at e = 0, that is,
disty (A, A%) < De2 P,

5. Conclusions

In this paper, we investigated the averaging process of 2D time-fractional N-S equa-
tions with a singularly external force. By using a new fractional inequality (Lemma 2), the
uniform boundedness of the global attractors for this fractional Navier-Stokes equations
was demonstrated. Then, we further developed the convergence of global attractors as
the parameter approached zero and guaranteed the explicit convergence rate of global
attractors. The research on the averaging process of space-fractional N-S equations with a
singularly external force is still an open problem which will be the focus of our future work.
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