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#### Abstract

One of the main tasks in the problems of machine learning and curve fitting is to develop suitable models for given data sets. It requires to generate a function to approximate the data arising from some unknown function. The class of kernel regression estimators is one of main types of nonparametric curve estimations. On the other hand, fractal theory provides new technologies for making complicated irregular curves in many practical problems. In this paper, we are going to investigate fractal curve-fitting problems with the help of kernel regression estimators. For a given data set that arises from an unknown function $m$, one of the well-known kernel regression estimators, the Nadaraya-Watson estimator $\hat{m}$, is applied. We consider the case that $m$ is Hölder-continuous of exponent $\beta$ with $0<\beta \leq 1$, and the graph of $m$ is irregular. An estimation for the expectation of $|\hat{m}-m|^{2}$ is established. Then a fractal perturbation $f_{[\hat{m}]}$ corresponding to $\hat{m}$ is constructed to fit the given data. The expectations of $\left|f_{[\hat{m}]}-\hat{m}\right|^{2}$ and $\left|f_{[\hat{m}]}-m\right|^{2}$ are also estimated.
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## 1. Introduction

One of the main tasks in the problems of machine learning, curve fitting, signal analysis, and many statistical applications is to develop suitable models for given data sets. In many real-world applications, it requires to generate a function to interpolate or to approximate the data arising from some unknown function. In data-fitting problems, interpolation is usually applied when the data are noise-free, and regression is considered if we have noisy observations.

The theory of nonparametric modeling of a regression has been developed by many researchers. Several types of estimators and their statistical properties have been studied in the literature. The class of kernel estimators is one of the main types of nonparametric curve estimations, and the Nadaraya-Watson estimator, the Priestley-Chao estimator, and the Gasser-Müller estimator are widely used in applications. See [1-6] and references given in these books. In $[7,8]$, the authors investigated the differences between several types of kernel regression estimators, and there is no answer to which of these estimators is the best since each of them has advantages and disadvantages.

Fractal theory provides another technology for making complicated curves and fitting experimental data. A fractal interpolation function (FIF) is a continuous function interpolating a given set of points, and the graph of a FIF is the attractor of an iterated function system. The concept of FIFs was introduced by Barnsley ([9,10]), and it has been developed to be the basis of an approximation theory for nondifferentiable functions. FIFs can also be applied to model discrete sequences ([11-13]). Various types of FIFs and their approximation properties were discussed in [14-44], and the references given in the literature. See also the book [45] for recent developments. In [46-50], the construction of FIFs for random data sets is given, and some statistical properties of such FIFs were investigated. In [51], the
authors made a topological-geometric contribution for the development and applications of fractal models, which present periodic changes.

For a given data set that arises from an unknown function $m$, the purpose of this paper is not to establish a fractal function that interpolates points in the data set, but we aim to find a fractal function that has good approximation for these data points. In [52], the authors trained SVM by the chosen training data and then applied the SVM model to calculate the interpolation points used to construct a linear FIF. In this paper, we consider the Nadaraya-Watson estimator $\hat{m}$ for some sample data chosen from a given data set, and establish an estimation for the expectation of $|\hat{m}-m|^{2}$. Then a FIF $f_{[\hat{m}]}$ corresponding to $\hat{m}$ is constructed to fit the given data set, and the expectations of $\left|f_{[\hat{m}]}-\hat{m}\right|^{2}$ and $\left|f_{[\hat{m}]}-m\right|^{2}$ are also estimated.

Throughout this paper, let $\mathcal{D}=\left\{\left(t_{i}, y_{i}\right) \in \mathbb{R} \times \mathbb{R}: i=0,1, \cdots, N\right\}$ be a given data set, where $N$ is an integer greater than or equal to 2 , and $t_{0}<t_{1}<\cdots<t_{N}$. We take $t_{0}=0$ and $t_{N}=1$ for convenience. Let $I=[0,1]$ and $I_{i}=\left[t_{i-1}, t_{i}\right]$ for $i=1, \cdots, N$. Let $C[I]$ denote the set of all real-valued continuous functions defined on $I$. The set of functions in $C[I]$ that interpolate all points in $\mathcal{D}$ is denoted by $C_{\mathcal{D}}[I]$. Define $\|f\|_{\infty}=\max _{t \in I}|f(t)|$ for $f \in C[I]$. It is known that $\left(C[I],\|\cdot\|_{\infty}\right)$ is a Banach space, and $C_{\mathcal{D}}[I]$ is a complete metric space, where the metric is induced by $\|\cdot\|_{\infty}$.

## 2. Construction of Fractal Interpolation Functions

In this section, we establish a fractal perturbation of a given function in $C[I]$. The construction given here has been treated in the literature (see [47]). We show the details here to make our paper more self-contained.

Let $u \in C[I]$ and $\mathcal{D}=\left\{\left(t_{i}, y_{i}\right): y_{i}=u\left(t_{i}\right), i=0,1, \cdots, N\right\}$, where $0=t_{0}<t_{1}<\cdots<$ $t_{N}=1$. Assume that the data points in $\mathcal{D}$ are non-collinear. For $i=1, \cdots, N$, let $L_{i}: I \rightarrow I_{i}$ be a homeomorphism such that $L_{i}(0)=t_{i-1}$ and $L_{i}(1)=t_{i}$. Define $M_{i}: I \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
M_{i}(t, y)=s_{i} y+u\left(L_{i}(t)\right)-s_{i} p(t) \tag{1}
\end{equation*}
$$

where $-1<s_{i}<1$ and $p$ is a continuous function on $I$ such that $p(0)=u(0)$ and $p(1)=u(1)$. Then $M_{i}(0, u(0))=y_{i-1}, M_{i}(1, u(1))=y_{i}$, and

$$
\begin{equation*}
\left|M_{i}(t, y)-M_{i}\left(t, y^{*}\right)\right|=\left|s_{i}\right|\left|y-y^{*}\right| \text { for all } t \in I \text { and } y, y^{*} \in \mathbb{R} . \tag{2}
\end{equation*}
$$

Define $W_{i}: I \times \mathbb{R} \rightarrow I_{i} \times \mathbb{R}$ by $W_{i}(t, y)=\left(L_{i}(t), M_{i}(t, y)\right)$ for $i=1, \cdots, N$. For $h \in C_{\mathcal{D}}[I]$, let $G_{h}=\{(t, h(t)): t \in I\}$. Then $W_{i}\left(G_{h}\right)=\left\{\left(L_{i}(t), M_{i}(t, h(t))\right): t \in I\right\}$. Since $L_{i}: I \rightarrow I_{i}$ is a homeomorphism, $W_{i}\left(G_{h}\right)$ can be written as

$$
W_{i}\left(G_{h}\right)=\left\{\left(t, M_{i}\left(L_{i}^{-1}(t), h\left(L_{i}^{-1}(t)\right)\right)\right): t \in I_{i}\right\}
$$

Hence $W_{i}\left(G_{h}\right)$ is the graph of the continuous function $h_{i}: I_{i} \rightarrow \mathbb{R}$ defined by $h_{i}(t)=$ $M_{i}\left(L_{i}^{-1}(t), h\left(L_{i}^{-1}(t)\right)\right)$. Define a mapping $T: C_{\mathcal{D}}[I] \rightarrow C_{\mathcal{D}}[I]$ by

$$
\begin{equation*}
T(h)(t)=h_{i}(t)=s_{i} h\left(L_{i}^{-1}(t)\right)+u(t)-s_{i} p\left(L_{i}^{-1}(t)\right), t \in I_{i} . \tag{3}
\end{equation*}
$$

By (3) we see that, for $g, h \in C_{\mathcal{D}}[I]$ and $t \in I_{i}$,

$$
|T(g)(t)-T(h)(t)| \leq\left|s_{i}\right|\left|g\left(L_{i}^{-1}(t)\right)-h\left(L_{i}^{-1}(t)\right)\right| .
$$

Then

$$
\|T(g)-T(h)\|_{\infty} \leq \max _{i=1, \cdots, N}\left|s_{i}\right|\left\{\max _{z \in I}|g(z)-h(z)|\right\} \leq s\|g-h\|_{\infty} .
$$

Here $s=\max \left\{\left|s_{1}\right|, \cdots,\left|s_{N}\right|\right\}$. Since $0 \leq s<1$, we have the following theorem ([47], Theorem 2.1).

Theorem 1. The operator $T$ given by (3) is a contraction mapping on $C_{\mathcal{D}}[I]$.

Definition 1. The fixed point $f_{[u]}$ of $T$ in $C_{\mathcal{D}}[I]$ is called a fractal interpolation function (FIF) on I corresponding to the continuous function $u$.

The FIF $f_{[u]}$ given in Definition 1 satisfies the following equation for $i=1, \cdots, N$ :

$$
\begin{equation*}
f_{[u]}(t)=s_{i}\left\{f_{[u]}\left(L_{i}^{-1}(t)\right)-p\left(L_{i}^{-1}(t)\right)\right\}+u(t), \quad t \in I_{i} \tag{4}
\end{equation*}
$$

If $s_{i}=0$ for all $i$, then $f_{[u]}=u$. Therefore, $f_{[u]}$ can be treated as a fractal perturbation of $u$.

## 3. The Nadaraya-Watson Estimator

Let $\mathcal{D}=\left\{\left(t_{i}, y_{i}\right) \in \mathbb{R} \times \mathbb{R}: i=0,1, \cdots, N\right\}$ be a given data set, where $0=t_{0}<t_{1}<$ $\cdots<t_{N}=1$. Suppose that

$$
\begin{equation*}
Y_{i}=m\left(t_{i}\right)+\epsilon_{i}, \quad \text { for } i=0,1, \cdots, N \tag{5}
\end{equation*}
$$

where $m:[0,1] \rightarrow \mathbb{R}$ is an unknown function, and each $y_{i}$ is an observation of $Y_{i}$. Here, all $\epsilon_{i}$ are independent stochastic disturbance terms with zero expectation, $\mathbf{E}\left[\epsilon_{i}\right]=0$, and finite variance, $\operatorname{Var}\left[\epsilon_{i}\right] \leq \sigma^{2}<\infty$. In this section, we consider the Nadaraya-Watson estimator $\hat{m}$ for $\mathcal{D}$ and establish an estimation for the expectation of $|\hat{m}-m|^{2}$.

Consider the case that $m$ is Hölder continuous of exponent $\beta$ with $0<\beta \leq 1$, and the graph of $m$ is irregular. Then, $m$ satisfies the inequality with $0<\beta \leq 1$ and $\lambda>0$ :

$$
\begin{equation*}
\left|m(t)-m\left(t^{\prime}\right)\right| \leq \lambda\left|t-t^{\prime}\right|^{\beta}, \quad t, t^{\prime} \in I . \tag{6}
\end{equation*}
$$

The Nadaraya-Watson estimator $\hat{m}$ of $m$ is defined by

$$
\begin{equation*}
\hat{m}(t)=\frac{\sum_{i=0}^{N} k_{d}\left(t-t_{i}\right) Y_{i}}{\sum_{j=0}^{N} k_{d}\left(t-t_{j}\right)}, \quad \text { where } k_{d}(z)=\frac{1}{d} k\left(\frac{z}{d}\right) . \tag{7}
\end{equation*}
$$

Here $d>0$ is a bandwidth, and $k$ is an integrable function defined on $\mathbb{R}$.
The function $k$ is called a kernel and is usually assumed to be bounded and satisfies some integrable conditions. Some widely used kernels are given in ([2], p. 41) and ([5], p.3), and the estimations using different kernels are usually numerically similar (see [6]). In this paper, we assume that there are positive numbers $C_{1}, C_{2}, \eta$, and $R$ such that the kernel $k$ satisfies the condition

$$
\begin{equation*}
C_{1} \chi_{[-\eta, \eta]}(z) \leq k(z) \leq C_{2} \chi_{[-R, R]}(z), \quad z \in \mathbb{R} . \tag{8}
\end{equation*}
$$

Condition (8) and its multidimensional form was considered in ([5], Theorem 1.7) and ([1], Theorem 5.1).

A new estimation for the bias of $\hat{m}$ was obtained in [53]. Here, we give an estimation for $\mathbf{E}\left[(\hat{m}(t)-m(t))^{2}\right]$ in the following Theorem 2. Similar results were studied in [1,2,5], and other literature. The convergence rate of upper estimation obtained in Theorem 2 is the same as the known results.

The Nadaraya-Watson estimator $\hat{m}$ given in (7) can be written in the form

$$
\begin{equation*}
\hat{m}(t)=\sum_{i=0}^{N} W_{i}(t) Y_{i}, \quad \text { where } \quad W_{i}(t)=\frac{k_{d}\left(t-t_{i}\right)}{\sum_{j=0}^{N} k_{d}\left(t-t_{j}\right)} . \tag{9}
\end{equation*}
$$

Then $\sum_{i=0}^{N} W_{i}(t)=1$ for all $t$ and

$$
\begin{equation*}
\mathbf{E}[\hat{m}(t)]=\sum_{i=0}^{N} W_{i}(t) \mathbf{E}\left[Y_{i}\right]=\sum_{i=0}^{N} W_{i}(t) m\left(t_{i}\right) . \tag{10}
\end{equation*}
$$

In the following lemma, we give a lower bound for $\sum_{j=0}^{N} k_{d}\left(t-t_{j}\right)$. Define

$$
\begin{equation*}
a_{N}=\min _{1 \leq k \leq N} t_{k}-t_{k-1}, \quad A_{N}=\max _{1 \leq k \leq N} t_{k}-t_{k-1} \tag{11}
\end{equation*}
$$

Lemma 1. Let $0=t_{0}<t_{1}<\cdots<t_{N}=1$. Suppose that $k: \mathbb{R} \rightarrow \mathbb{R}$ and there are positive numbers $C_{1}$ and $\eta$ such that $C_{1} \chi_{[-\eta, \eta]}(z) \leq k(z)$ for $z \in \mathbb{R}$. Let $d>0$ and let $A_{N}$ and $k_{d}$ be defined in (11) and (7), respectively. Assume that $A_{N}<2 d \eta$ and $A_{N} \leq \frac{\alpha}{N}$ for some $\alpha>0$. Then for $0 \leq t \leq 1$,

$$
\begin{equation*}
\sum_{j=0}^{N} k_{d}\left(t-t_{j}\right) \geq \frac{C_{1} \eta N}{\alpha} \tag{12}
\end{equation*}
$$

Proof. For $0 \leq t \leq 1$, the condition $C_{1} \chi_{[-\eta, \eta]}(z) \leq k(z)$ implies that

$$
\sum_{j=0}^{N} k_{d}\left(t-t_{j}\right)=\frac{1}{d} \sum_{j=0}^{N} k\left(\frac{t-t_{j}}{d}\right) \geq \frac{C_{1}}{d} \sum_{j=0}^{N} \chi_{[-\eta, \eta]}\left(\frac{t-t_{j}}{d}\right)=\frac{C_{1}}{d}\left|E_{\eta}(t)\right|
$$

where $E_{\eta}(t)=\left\{t_{j}: j=0,1, \cdots, N\right.$, and $\left.\left|\frac{t-t_{j}}{d}\right| \leq \eta\right\}$ and $\left|E_{\eta}(t)\right|$ is the number of elements of $E_{\eta}(t)$. Since $\left|\frac{t-t_{j}}{d}\right| \leq \eta$ if and only if $t_{j} \in[t-d \eta, t+d \eta] \cap[0,1]$, we have $E_{\eta}(t)=\left\{t_{j}\right.$ : $j=0,1, \cdots, N$, and $\left.t_{j} \in[t-d \eta, t+d \eta] \cap[0,1]\right\}$.

For $t \in[d \eta, 1-d \eta]$, we have $[t-d \eta, t+d \eta] \subseteq[0,1]$, and by the condition $A_{N}<2 d \eta$, we see that $\left|E_{\eta}(t)\right| \geq\left[\frac{2 d \eta}{A_{N}}\right] \geq 1$ and this implies $\left|E_{\eta}(t)\right| \geq \frac{d \eta}{A_{N}}$. For $t \in[0, d \eta)$, we have $[t-d \eta, t+d \eta] \cap[0,1]=[0, t+d \eta]$ and $t_{0}=0 \in E_{\eta}(t)$. Hence $\left|E_{\eta}(t)\right| \geq\left[\frac{t+d \eta}{A_{N}}\right]+1 \geq 1$ and $\left|E_{\eta}(t)\right| \geq \frac{d \eta}{A_{N}}$. For $t \in(1-d \eta, 1]$, we have $[t-d \eta, t+d \eta] \cap[0,1]=[t-d \eta, 1]$ and $t_{N}=1 \in E_{\eta}(t)$. Hence $\left|E_{\eta}(t)\right| \geq\left[\frac{1-t+d \eta}{A_{N}}\right]+1 \geq 1$ and $\left|E_{\eta}(t)\right| \geq \frac{d \eta}{A_{N}}$. Then the condition $A_{N} \leq \frac{\alpha}{N}$ implies (12).

Theorem 2. Let $\mathcal{D}$ be a given data set and assume that $m$ satisfies (6). Suppose that $k$ satisfies (8) and $\hat{m}$ is defined by (7). Assume that $A_{N}<2 d \eta$ and $A_{N} \leq \frac{\alpha}{N}$ for some $\alpha>0$. Then we have

$$
\begin{equation*}
\mathbf{E}\left[(\hat{m}(t)-m(t))^{2}\right] \leq \lambda^{2} R^{2 \beta} d^{2 \beta}+\left(\frac{\alpha C_{2} \sigma^{2}}{C_{1} \eta}\right) \frac{1}{N d} . \tag{13}
\end{equation*}
$$

Proof. We see that

$$
\begin{equation*}
\mathbf{E}\left[(\hat{m}(t)-m(t))^{2}\right]=\{\mathbf{E}[\hat{m}(t)]-m(t)\}^{2}+\mathbf{E}\left[\hat{m}(t)^{2}\right]-(\mathbf{E}[\hat{m}(t)])^{2} . \tag{14}
\end{equation*}
$$

By (6) and (9)-(10), we have

$$
|\mathbf{E}[\hat{m}(t)]-m(t)|=\left|\sum_{i=0}^{N} W_{i}(t)\left(m\left(t_{i}\right)-m(t)\right)\right| \leq \lambda \sum_{i=0}^{N} W_{i}(t)\left|t_{i}-t\right|^{\beta} .
$$

Condition (8) implies that $k\left(\frac{t-t_{i}}{d}\right)=0$ if $\left|\frac{t-t_{i}}{d}\right|>R$. Therefore,

$$
\begin{equation*}
|\mathbf{E}[\hat{m}(t)]-m(t)| \leq \lambda d^{\beta} \frac{\sum_{i=0}^{N} k\left(\frac{t-t_{i}}{d}\right)\left|\frac{t-t_{j}}{d}\right|^{\beta}}{\sum_{j=0}^{N} k\left(\frac{t-t_{j}}{d}\right)} \leq \lambda R^{\beta} d^{\beta} . \tag{15}
\end{equation*}
$$

On the other hand, by (8) and (12), we also have

$$
\begin{equation*}
\sup _{i, t} W_{i}(t)=\sup _{i, t} \frac{k\left(\frac{t-t_{i}}{d}\right)}{\sum_{j=0}^{N} k\left(\frac{t-t_{j}}{d}\right)} \leq \frac{\alpha C_{2}}{C_{1} \eta N d} . \tag{16}
\end{equation*}
$$

By (9), (10) and (5), we have

$$
\mathbf{E}\left[\hat{m}(t)^{2}\right]-(\mathbf{E}[\hat{m}(t)])^{2}=\mathbf{E}\left[(\hat{m}(t)-\mathbf{E}[\hat{m}(t)])^{2}\right]=\mathbf{E}\left[\left(\sum_{i=0}^{N} W_{i}(t) \epsilon_{i}\right)^{2}\right]
$$

Since all $\epsilon_{i}$ are independent and satisfy $\mathbf{E}\left[\epsilon_{i}\right]=0$ and $\operatorname{Var}\left[\epsilon_{i}\right] \leq \sigma^{2}<\infty$, the condition $\sum_{i=0}^{N} W_{i}(t)=1$ and estimation (16) imply that

$$
\mathbf{E}\left[\hat{m}(t)^{2}\right]-(\mathbf{E}[\hat{m}(t)])^{2}=\sum_{i=0}^{N} W_{i}(t)^{2} \mathbf{E}\left[\epsilon_{i}^{2}\right] \leq \sigma^{2}\left(\sup _{i, t} W_{i}(t)\right) \sum_{i=0}^{N} W_{i}(t) \leq\left(\frac{\alpha C_{2} \sigma^{2}}{C_{1} \eta}\right) \frac{1}{N d}
$$

Then by (14) and (15), we have (13).
For a given kernel $k$ which satisfies (8), estimation (13) shows that $C_{1}$ and $\eta$ should be chosen so that $C_{1} \eta$ is as large as possible. The minimizer $d^{*}$ with respect to $d$ of the right-hand side of (13) can be obtained by setting $E(d)=\lambda^{2} R^{2 \beta} d^{2 \beta}+\left(\frac{\alpha C_{2} \sigma^{2}}{C_{1} \eta N}\right) d^{-1}$, and then solve the equation

$$
E^{\prime}(d)=(2 \beta) \lambda^{2} R^{2 \beta} d^{2 \beta-1}-\left(\frac{\alpha C_{2} \sigma^{2}}{C_{1} \eta N}\right) d^{-2}=0
$$

We have

$$
\begin{equation*}
d^{*}=\left(\frac{\alpha C_{2} \sigma^{2}}{2 \beta C_{1} \eta \lambda^{2} R^{2 \beta}}\right)^{\frac{1}{2 \beta+1}} N^{\frac{-1}{2 \beta+1}} \tag{17}
\end{equation*}
$$

and the upper estimate given in (13) can be reduced to $C^{*} N^{-2 \beta /(2 \beta+1)}$, where $C^{*}$ depends on $\alpha, \beta, \lambda, \sigma^{2}, \eta, R, C_{1}$, and $C_{2}$.

## 4. Fractal Perturbation of the Nadaraya-Watson Estimator

In this section, we consider FIFs $f_{[\hat{m}]}$ corresponding to the function $\hat{m}$ and we establish estimations for the expectation of $\left|f_{[\hat{m}]}-\hat{m}\right|^{2}$ and $\left|f_{[\hat{m}]}-m\right|^{2}$. Suppose that $k$ is continuous and we replace each $Y_{i}$ in (7) by $y_{i}$. Then $\hat{m} \in C[I]$. By the construction given in Section 2 with $u=\hat{m}$, we have a FIF $f_{[\hat{m}]}$ on $I$ that satisfies the equation for $i=1, \cdots, N$ :

$$
\begin{equation*}
f_{[\hat{m}]}(t)=s_{i}\left\{f_{[\hat{m}]}\left(L_{i}^{-1}(t)\right)-p\left(L_{i}^{-1}(t)\right)\right\}+\hat{m}(t), \quad t \in I_{i} . \tag{18}
\end{equation*}
$$

Here, $p$ is chosen to be the linear polynomial such that $p(0)=\hat{m}(0)$ and $p(1)=\hat{m}(1)$. Then we replace $y_{i}$ by $Y_{i}$ for each $i$ and consider $f_{[\hat{m}]}(t)$ a random variable for every $t \in I$. We are interested in estimations for $\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-m\right|^{2}\right]\right\|_{\infty}$.

Theorem 3. Suppose that $k$ is continuous and $k$ satisfies (8) with $R=1$ and $C_{2}=1$. Suppose that $m$ satisfies (6) and $\hat{m}$ is defined by (7). Let $M=\max \left\{\left|m\left(t_{i}\right)\right|: i=0,1, \cdots, N\right\}$. Assume that $A_{N}<2 d \eta, A_{N} \leq \frac{\alpha}{N}$, and $a_{N} \geq \frac{\tau}{N}$ for some $\alpha>0$ and $\tau>0$, where $A_{N}$ and $a_{N}$ are defined in (11). Suppose that $0<s=\max \left\{\left|s_{1}\right|, \cdots,\left|s_{N}\right|\right\}<2^{-1 / 2}$ and $\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-\hat{m}\right|^{2}\right]\right\|_{\infty}<\infty$. Then we have

$$
\begin{align*}
& \left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-\hat{m}\right|^{2}\right]\right\|_{\infty} \leq\left(\frac{72 s^{2} \alpha^{2}\left(M^{2}+\sigma^{2}\right)}{\left(1-2 s^{2}\right) C_{1}^{2} \eta^{2} \tau^{2}}\right) \frac{(N d+\tau)^{2}}{(N d)^{2}},  \tag{19}\\
& \left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-m\right|^{2}\right]\right\|_{\infty} \leq\left(\frac{144 s^{2} \alpha^{2}\left(M^{2}+\sigma^{2}\right)}{\left(1-2 s^{2}\right) C_{1}^{2} \eta^{2} \tau^{2}}\right) \frac{(N d+\tau)^{2}}{(N d)^{2}}+2 \lambda^{2} d^{2 \beta}+\left(\frac{2 \alpha \sigma^{2}}{C_{1} \eta}\right) \frac{1}{N d} . \tag{20}
\end{align*}
$$

Proof. For $t \in I_{i}$, (18) implies

$$
\left|f_{[\hat{m}]}(t)-\hat{m}(t)\right|^{2} \leq 2 s_{i}^{2}\left\{\left|f_{[\hat{m}]}\left(L_{i}^{-1}(t)\right)-\hat{m}\left(L_{i}^{-1}(t)\right)\right|^{2}+\left|\hat{m}\left(L_{i}^{-1}(t)\right)-p\left(L_{i}^{-1}(t)\right)\right|^{2}\right\}
$$

and we have

$$
\sup _{t \in I_{i}} \mathbf{E}\left[\left|f_{[\hat{m}]}(t)-\hat{m}(t)\right|^{2}\right] \leq 2 s_{i}^{2}\left(\sup _{z \in I} \mathbf{E}\left[\left|f_{[\hat{m}]}(z)-\hat{m}(z)\right|^{2}\right]+\sup _{z \in I} \mathbf{E}\left[|\hat{m}(z)-p(z)|^{2}\right]\right) .
$$

Then

$$
\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-\hat{m}\right|^{2}\right]\right\|_{\infty} \leq 2 s^{2}\left\{\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-\hat{m}\right|^{2}\right]\right\|_{\infty}+\left\|\mathbf{E}\left[|\hat{m}-p|^{2}\right]\right\|_{\infty}\right\}
$$

and therefore

$$
\begin{equation*}
\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-\hat{m}\right|^{2}\right]\right\|_{\infty} \leq \frac{2 s^{2}}{1-2 s^{2}}\left\|\mathbf{E}\left[|\hat{m}-p|^{2}\right]\right\|_{\infty} \tag{21}
\end{equation*}
$$

Since $p$ is the linear polynomial with $p(0)=\hat{m}(0)$ and $p(1)=\hat{m}(1)$, we have

$$
\begin{equation*}
p(t)=\hat{m}(0)+(\hat{m}(1)-\hat{m}(0)) t, \quad t \in I, \tag{22}
\end{equation*}
$$

and then

$$
|\hat{m}(t)-p(t)|=|(\hat{m}(t)-\hat{m}(0))(1-t)+(\hat{m}(t)-\hat{m}(1)) t| .
$$

The convexity of the square function $x \mapsto x^{2}$ implies that

$$
|\hat{m}(t)-p(t)|^{2} \leq(1-t)|\hat{m}(t)-\hat{m}(0)|^{2}+t|\hat{m}(t)-\hat{m}(1)|^{2}
$$

and therefore

$$
\begin{equation*}
\mathbf{E}\left[|\hat{m}(t)-p(t)|^{2}\right] \leq(1-t) \mathbf{E}\left[|\hat{m}(t)-\hat{m}(0)|^{2}\right]+t \mathbf{E}\left[|\hat{m}(t)-\hat{m}(1)|^{2}\right], t \in I . \tag{23}
\end{equation*}
$$

By (9), $\hat{m}(t)-\hat{m}(1)=\sum_{r=0}^{N}\left(W_{r}(t)-W_{r}(1)\right) Y_{r}$. By (8) with $R=1$, we see that if $t_{r}<1-d$, then $\frac{1-t_{r}}{d}>1$ and $k\left(\frac{1-t_{r}}{d}\right)=0$. This implies $W_{r}(1)=0$. For $t \in I$, if $t_{r} \notin[t-d, t+d]$, then $\left|\frac{t-t_{r}}{d}\right|>1$ and $k\left(\frac{t-t_{r}}{d}\right)=0$. This implies $W_{r}(t)=0$. Then

$$
\begin{equation*}
\hat{m}(t)-\hat{m}(1)=\sum_{r \in B_{t}}\left(W_{r}(t)-W_{r}(1)\right) Y_{r}, \tag{24}
\end{equation*}
$$

where $B_{t}=\left\{r: t_{r} \in[t-d, t+d]\right.$ or $\left.t_{r} \in[1-d, 1]\right\}$. Let $\xi=\left[\frac{d}{a_{N}}\right]$. Then the number of elements in $B_{t}$ is less than $3(\xi+1)$.

By (12) and (8) with $C_{2}=1$, we have

$$
\begin{equation*}
\left|W_{r}(t)-W_{r}(1)\right| \leq \frac{k_{d}\left(t-t_{r}\right)}{\sum_{j=0}^{N} k_{d}\left(t-t_{j}\right)}+\frac{k_{d}\left(1-t_{r}\right)}{\sum_{j=0}^{N} k_{d}\left(1-t_{j}\right)} \leq \frac{2 \alpha}{C_{1} \eta N d} \tag{25}
\end{equation*}
$$

By (5) we also have $\mathbf{E}\left[Y_{r}^{2}\right]=m\left(t_{r}\right)^{2}+\sigma^{2}$ for $r=0,1, \cdots, N$. Condition (6) shows that $m$ is continuous and therefore $m$ is bounded on $I$. Then for $t \in I$,

$$
\begin{aligned}
\mathbf{E}\left[|\hat{m}(t)-\hat{m}(1)|^{2}\right] & \leq\left\{\sum_{r \in B_{t}}\left(W_{r}(t)-W_{r}(1)\right)^{2}\right\}\left\{\sum_{r \in B_{t}} \mathbf{E}\left[Y_{r}^{2}\right]\right\} \\
& \leq\left(\frac{2 \alpha}{C_{1} \eta N d}\right)^{2}\left(M^{2}+\sigma^{2}\right)(3 \xi+3)^{2} .
\end{aligned}
$$

We also have the same estimate for $\mathbf{E}\left[|\hat{m}(t)-\hat{m}(0)|^{2}\right]$.

By the condition $a_{N} \geq \frac{\tau}{N}$, we have $\xi \leq \frac{d}{a_{N}} \leq \frac{N d}{\tau}$, and then (23) can be reduced to

$$
\begin{equation*}
\mathbf{E}\left[|\hat{m}(t)-p(t)|^{2}\right] \leq\left(\frac{36 \alpha^{2}\left(M^{2}+\sigma^{2}\right)}{C_{1}^{2} \eta^{2} \tau^{2}}\right) \frac{(N d+\tau)^{2}}{(N d)^{2}}, \quad t \in I . \tag{26}
\end{equation*}
$$

Thus, (19) can be obtained by (21) and (26). Moreover, we have (20) by (13), (19), and the inequality

$$
\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-m\right|^{2}\right]\right\|_{\infty} \leq 2\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-\hat{m}\right|^{2}\right]\right\|_{\infty}+2\left\|\mathbf{E}\left[|\hat{m}-m|^{2}\right]\right\|_{\infty} .
$$

For a given kernel $k$, which satisfies condition (8), estimation (20) shows that $C_{1}$ and $\eta$ should be chosen so that $C_{1} \eta$ is as large as possible. If we choose $d=d^{*}$, where $d^{*}$ is given by (17) with $C_{2}=1$ and $R=1$, then (20) can be reduced to

$$
\begin{equation*}
\left\|\mathbf{E}\left[\left|f_{[\hat{m}]}-m\right|^{2}\right]\right\|_{\infty} \leq A\left(1+D N^{\frac{-2 \beta}{2 \beta+1}}\right)^{2}+C^{*} N^{\frac{-2 \beta}{2 \beta+1}} \tag{27}
\end{equation*}
$$

where $A=\frac{144 s^{2} \alpha^{2}\left(M^{2}+\sigma^{2}\right)}{\left(1-2 s^{2}\right) C_{1}^{2} \eta^{2} \tau^{2}}$ and $D$ depends on $\lambda, \alpha, \beta, C_{1}, \eta, \tau, \sigma^{2}$, and $C^{*}$ depends on $\lambda, \alpha$, $\beta, C_{1}, \eta, \sigma^{2}$. Moreover, the constant $M$ can be estimated by $\tilde{M}=\max \left\{\left|y_{0}\right|,\left|y_{1}\right|, \cdots,\left|y_{N}\right|\right\}$.

The right-hand side of (27) tends to $A$ when $N \rightarrow \infty$. In fact, if $d$ is chosen so that $d \rightarrow 0$ and $N d \rightarrow \infty$ as $N \rightarrow \infty$, then the right-hand side of (20) tends to $A$ as $N \rightarrow \infty$. Moreover, $A \rightarrow 0$ as $s \rightarrow 0$.

Example 1. The data set we used in this example is the Crude Oil WTI Futures daily highest price from 2021/7/19 to 2022/8/17. These data are opened and they can be obtained from the website https://www.investing.com/commodities/crude-oil-historical-data. There are 287 raw data and we chose 11 data as our sample subset $\mathcal{S}$. These data points are shown in Figure 1. We set $\mathcal{S}=\left\{\left(t_{i}, w_{i}\right): i=0,1, \cdots, 10\right\}$, where $t_{i}=\frac{i}{10}$ and $w_{i}$ are the Crude Oil WTI Futures daily highest prices in 2021/7/19, 8/26, 10/6, 11/16, 12/28, 2022/2/2, 3/9, 4/19, 5/30, 7/5, and 8/17.

Let $\hat{m}$ be defined by (7), with each $Y_{i}$ being replaced by $w_{i}$,

$$
\begin{equation*}
\hat{m}(t)=\frac{\sum_{i=0}^{10} k\left(\frac{t-0.1 \times i}{d}\right) w_{i}}{\sum_{j=0}^{10} k\left(\frac{t-0.1 \times j}{d}\right)}, \tag{28}
\end{equation*}
$$

and choose $k$ to be the Epanechnikov kernel $k(t)=0.75\left(1-t^{2}\right) \chi_{\{|t| \leq 1\}}$. Let $N=10$ and choose $R=1, C_{2}=1, \eta=\frac{1}{\sqrt{3}}, C_{1}=0.5$ in (8). We estimate $M$ by $\max \left\{w_{0}, w_{1}, \cdots, w_{10}\right\}$, and set $\alpha=1$ and $\tau=1$ in Theorem 3. Assume that $\beta=0.5$ in this example. The values of $\sigma^{2}$ and $\lambda$ are estimated by the sample variance and $\max \left\{\frac{\left|w_{i}-w_{j}\right|}{\sqrt{\left|t_{i}-t_{j}\right|}}: i, j=0,1, \cdots, 10, i \neq j\right\}$, respectively. By (17), we set $d=0.092$.

We construct a FIF $f_{[\hat{m}]}$ by the method given in Section 2 with linear functions $L_{i}$ and the linear polynomial $p$ such that $L_{i}(0)=\frac{i-1}{10}, L_{i}(1)=\frac{i}{10}$, and $p(0)=\hat{m}(0), p(1)=\hat{m}(1)$. The chosen values $s_{1}, \ldots, s_{10}$ are given in Table 1.

The graphs of raw data and $\hat{m}$ are shown in Figure 2. The graphs of $\hat{m}$ and $f_{[\hat{m}]}$ are shown in Figure 3. The graphs of raw data and $f_{[\hat{m}]}$ are shown in Figure 4.


Figure 1. Raw data and sample data.


Figure 2. Raw data and $\hat{m}$.


Figure 3. $\hat{m}$ and $f_{[\hat{m}]}$.


Figure 4. Raw data and $f_{[\hat{m}]}$.
Table 1. The values of $s_{k}$.

| $\boldsymbol{k}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s_{k}$ | 0.02 | -0.03 | 0.08 | -0.16 | 0.05 | -0.26 | -0.36 | -0.06 | -0.14 | 0.06 |

## 5. Conclusions

The purpose of this paper is to construct a fractal interpolation function (FIF) that has good approximation for a given data set. We consider the Nadaraya-Watson estimator $\hat{m}$ for some sample data chosen from a given data set, and then apply $\hat{m}$ to construct a FIF $f_{[\hat{m}]}$ to fit the given set of data points. The Nadaraya-Watson estimator is widely used in datafitting problems, and its fractal perturbation is considered in our paper. The expectations
of mean squared errors of such approximation are also estimated. By the figures given in Example 1, we may see the quality of curve fitting by a FIF, which is constructed from $\hat{m}$ with 11 sample points to fit the 287 raw data points. We see that the error of approximation can be decreased by choosing more sample data.

In this paper, we construct a FIF to fit a given data set with the help of the NadarayaWatson estimator. In fact, the Priestley-Chao estimator, the Gasser-Müller estimator, and other types of kernel regression estimators can also be used in our approach. Nonparametric regression has been studied for a long time. Several types of models with their theoretical results and applications are widely developed by many researchers. Fractal perturbations of these models are worth investigating in the field of fractal curve fitting.
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