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Abstract: The problem of control and stabilizing inherently non-linear and unstable magnetic lev-
itation (Maglev) systems with uncertain equilibrium states has been studied. Accordingly, some
significant works related to different control approaches have been highlighted to provide robust
control and enhance the performance of the Maglev system. This work examines a method to con-
trol and stabilize the levitation system in the presence of disturbance and parameter variations to
minimize the magnet gap deviation from the equilibrium position. To fulfill the stabilization and
disturbance rejection for this non-linear dynamic system, the fractional order PID, fractional order
sliding mode, and fractional order Fuzzy control approaches are conducted. In order to design the
suitable control outlines based on fractional order controllers, a tuning hybrid method of GWO–PSO
algorithms is applied by using the different performance criteria as Integrated Absolute Error (IAE),
Integrated Time Weighted Absolute Error (ITAE), Integrated Squared Error (ISE), and Integrated
Time Weighted Squared Error (ITSE). In general, these objectives are used by targeting the best tuning
of specified control parameters. Finally, the simulation results are presented to determine which
fractional controllers demonstrate better control performance, achieve fast and robust stability of
the closed-loop system, and provide excellent disturbance suppression effect under nonlinear and
uncertainty existing in the processing system.

Keywords: Maglev system; fractional order PID; fractional order sliding mode; fractional order fuzzy
control; GWO-PSO

1. Introduction

For the purpose of weakening the bulky friction problem in mechanical contact
connecting both stationary and active parts in the system, magnetically levitated (Maglev)
technology is used for eliminating this mechanical contact. Thus, the position of the
levitated object can be effectively adjusted and also the stiffness of the Maglev system can
be changed. For that reason, the most outstanding works have been found to be related
to the Maglev technology in a wide range of applications such as magnetic bearings [1],
high speed magnetic levitation trains [2,3], vibration isolation [4], aircraft take-off and
landing [5], analysis of forensic evidence, minerals and internal defects in plastic gears [6–8],
microelectromechanical systems [9], and disease diagnostic [10].

Since the Maglev system has non-linear dynamic characteristics and is also inherently
unstable, achieving stability and dynamic tracking performance while controlling the
position of the levitated object is a challenging task. In the literature, many studies report
suitable control strategies in order to control the position of the levitated object for achieving
better dynamic system response. Among different control strategies, Proportional–Integral-
Derivative (PID) and Linear Quadratic Regulator (LQR) controllers, which are the basic
linear control techniques, have been proposed by researchers for the Maglev system.
Yaseen [11] employed these controllers to examine the stability analysis of the Maglev
control system in the presence of disturbances. In addition, the many experiments were
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conducted for showing the superiority of which controller and comparing the controllers
in terms of providing more stability. Zhu et al. [12] designed a simple PID controller for
achieving good tracking performance of the Maglev system. However, when applied to
the Maglev system under high disturbance, the controlled system usually could not exhibit
satisfactory performance. To overcome this matter, Ghosh et al. [13] proposed a two degree
of freedom (2-DOF) PID controller for implementing the Maglev system. Moreover, the
PID controller was applied to the system for comparison in terms of superior robustness.
Acharya et al. [14] designed a 2-DOF PID controller for stabilizing a Maglev system with
time delay. However, in order to obtain the best system response, it is important to
optimally tune the controller parameters. Therefore, in that paper, the optimal values of
the parameters were identified by using symbiotic organisms search (SOS) algorithm. Also,
to show the advantage of the proposed controller, the 1-DOF PID controller was optimized
and their performances were compared as simulation results.

Apart from PID controllers, the presence of fractional order PID (FOPID) controllers
have been found in the literature to provide more design flexibility and more capable under
uncertainty and disturbances. The FOPID controller, which is introduced by Podlubny in
1994 [15], is a control application of the fractional calculus where the orders of derivatives
and integrals are non-integer. This controller is characterized by three gains (the propor-
tional, integral and derivative) and two order parameters (the integrating order and the
derivative order, λ and µ, respectively). Consequently, the PID controllers are extended to
the FOPID controllers by using two additional fractional order parameters (µ and λ) and
better performance can be provided.

The concept of the FOPID controller in improving the transient response of the Maglev
system was presented by Demirören et al. [16]. In their paper, the authors proposed an
improved optimization algorithm to update the parameters of the FOPID controller. Also,
the performance of the Maglev system with the optimized FOPID controller was examined
through transient response and frequency response analyses. In another paper, using both
ant colony optimization (ACO) algorithm and the Ziegler–Nichols technique, an FOPID
controller was designed by Mughees and Mohsin [17] for the Maglev system. Moreover,
for comparative analysis, in that paper, the results obtained with FOPID controller were
compared with that of PID controller for illustrating highly efficient results. A FOPID
controller of the Maglev system was designed based on four different performance in-
dexes by Bauer and Baranowski [18] through two methods—Nyquist stability criteria and
Simulated Annealing algorithm. In their paper, experiments were performed to validate
the robustness of the designed controllers and also the methods were compared under
external disturbances for the stability analysis of the Maglev system with designed con-
trollers. On the other hand, as a result of putting forward the concept of 2-DOF controller,
a realization of the 2-DOF FOPID control technique was addressed by Swain et al. [19]
for the Maglev system. Moreover, the proposed 2-DOF FOPID controller was compared
to its integer order counterpart in terms of superior response and robustness. One of the
other ways of implementing the fractional order 2-DOF controller was realized by Acharya
and Mishra [20] while tuning the controller with the proposed optimization algorithm
for achieving the required closed-loop performance of the Maglev system. A different
design of the 2-DOF FOPID controller was proposed by Pandey et al. [21] and applied to
the Maglev system for stabilizing the system. As a result, the detailed investigation has
been given in [22] for controlling the Maglev system based on 1 & 2-DOF integer order and
fractional order PID controllers by tuning with the optimization algorithms according to
the different performance criteria.

Due to the low sensitivity to variations in system parameters, external disturbances,
and nonlinear dynamics, one of the robust controller designs which try to solve these
transient stability problems can be considered as a sliding mode control (SMC). The SMC
method has attracted much attention in designing disturbance rejection tracking control for
the Maglev system, especially attenuating the effect of various uncertainties and external
disturbances. Starbino and Sathiyavathi [23] designed SMC for achieving the desired ball
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position of the Maglev system under model uncertainties and disturbance. Moreover,
for comparing the performances of the PID controller and SMC, simulation and physical
implementation were conducted based on servo and different trajectories, and disturbance
rejection and robustness test. In their paper, the control performance of the presented
controllers was illustrated by comparing the transient response characteristics and the
values of ISE and IAE for both PID and SMC. Shieh et al. [24] developed a robust opti-
mal SMC approach for position tracking of the Maglev system in terms of robustness to
parametric uncertainties. On the other hand, many researchers have constructed advanced
controllers by using intelligent control techniques such as neural networks and fuzzy
system. For the purpose of controlling the ball position of the Maglev system, an intelligent
SMC approach was proposed by Lin et al. [25] by using a radial basis function network.
Moreover, for verifying the effectiveness of the proposed controller, some experiments
were performed. In another work for the satisfactory tracking performance of the Maglev
system, an adaptive recurrent neural network intelligent SMC was designed by Chen and
Kuo [26]. Also, by illustrating the validity of the proposed controller, SMC and PID, some
experimental results were compared in that paper. Besides, using an adaptive technique, a
fast terminal SMC approach was developed by Boonsatit and Pukdeboon [27] for achieving
fast response and high accuracy of the Maglev system.

For the purpose of enhancing the chattering problem and improving the dynamic
response of the closed-loop controlled Maglev system, taking advantage of fractional
order calculus, the fractional order can be included into the design of SMC. Roy and
Roy [28] studied the detailed comparative analysis between SMC and FOSMC applied to
position control of the Maglev system in terms of tracking accuracy, assessing transient
response, and the improvement of control effect and energy. Pandey et al. [29] developed
fractional order integral dynamic sliding mode controllers for reducing the control effort
and increasing the robustness of the Maglev system under parameter uncertainties. For
achieving good control performance and reducing the tracking error and chattering effect,
Wang et al. [30] designed a new FOSMC for the Maglev system with fractional order. In
another work, for reducing the chattering in the SMC, a hybrid control approach based
on combination of the SMC and fuzzy control was proposed by Zhang et al. [31] for the
control of the Maglev system. The PSO was utilized for tuning the parameters of the SMC
using the exponential reaching law method. From the simulation and experiments, it could
be inferred that the proposed control approach exhibits robust performance under the
disturbances and reduces chattering effectively.

Control of the nonlinear process is more challenging, especially disturbance rejection
and no sensitivity to parameter variations as compared to that of a linear process. For
the purpose of overcoming this challenge, soft computing techniques such as fuzzy logic,
neural network, neuro-fuzzy etc. have been increasingly investigated. Among these, the
use of fuzzy logic as computational intelligence-dependent designed control method has
been recently developed, and is popular and widely used in control systems. The main
motivation of the researchers has been the use of a combination of popular and easily appli-
cable in practice methods such as Takagi-Sugeno fuzzy systems and PID control to design
different class of fuzzy PID controllers that ensure sufficient control performance. So as to
enhance the performance of a PID controlled Maglev system, by using a fuzzy inference
system for self-regulating PID controller parameters, a fuzzy PID compound controller
was designed in [32–34] for stabilizing the operation of the Maglev system. Sahoo et al. [35]
focused on control of a real time Maglev system identified based on the teaching-learning
based optimization-based functional link artificial neural network (FLANN). Moreover,
the control of this real Maglev and the identified model was performed with the fuzzy PID
controller. In that paper, the response of the identified Maglev system controlled by fuzzy
PID control was compared with that of the fuzzy PID controlled actual one. Burakov [36]
developed a fuzzy PID controller using the genetic algorithm (GA) for controlling the
Maglev system. An incremental PID control approach based on fuzzy logic inference
was proposed by Ataşlar–Ayyıldız and Karahan [37] for reducing the control effort and
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enhancing the control accuracy of the Maglev system. In the paper, by combining a fuzzy
control approach with PID control approach, a fuzzy PID controller was designed by using
the CS algorithm and also compared with the tuned PID and FOPID controllers. Moreover,
to show the superiority of the proposed controller, the simulations and comparisons were
performed in the presence of different operation conditions. In another work, modelling
of three-input fuzzy PID controller was realized by Sain and Mohan [38] for controlling
the unstable nonlinear Maglev system. In the paper, the parameters of the proposed fuzzy
PID controller were optimized with GA based on the cost function, including the error
and control effort. Moreover, the responses of the closed loop Maglev system with the
PID and proposed fuzzy PID controllers were illustrated and compared in terms of the
cost value, IAE, ISE, and control signal. In another study of the same authors, considering
fractional order calculus, the fractional order was included into a new type of fuzzy PID
controller proposed by the authors in order to perform the real-time control of the same
Maglev system [39]. The controller parameters for the fuzzy PID and fractional fuzzy PID
were also tuned by GA based on the same cost function. In the paper, the closed-loop
performances of the Maglev controlled with the proposed controllers were demonstrated
and compared according to the control signal, time domain integral error indices, and the
cost function value.

The literature survey given above evinces that various control approaches have been
proposed for the Maglev system and it is also revealed that the performance of the Maglev
system depends on mainly the structure of the controller and its optimization technique. In
the light of this information, in this paper, the main aim of this study is to experiment with
different controllers based on fractional order calculus such as FOPID, FOSMC, and FOFPID
tuned by the GWO–PSO algorithm in order to reach the optimum dynamic response of the
Maglev system under parametric uncertainties and disturbances.

The main objectives and contributions of this study are itemized as follows:

• To design and investigate the roles of the FOFPID controller in a Maglev system;
• To use the GWO–PSO algorithm in designing process of the FOFPID controller consid-

ering its optimization for the first time in the literature and due to short computation
time of the algorithm;

• To illustrate the advantage of GWO–PSO-based FOFPID over FOPID and FOSMC
tuned by the GWO–PSO algorithm for the Maglev system;

• To validate the superiority of the presented fractional order controllers compared to
the integer order counterparts proposed in the literature like PID and SMC for the
above stated system;

• To scrutinize the results based on dynamic transient responses of the fractional order
controllers tuned according to the IAE, ISE, ITAE, and ITSE;

• To carry out sensitivity analysis for assessing the robustness of the designed fractional
order controllers in the presence of parameter uncertainty, external disturbance, and
different trajectory tracking.

The organization of the article is as follows. The mathematical model of the Maglev
system is described in Section 2. The structures of the FOPID, FOSMC, and FOFPID
controllers are presented in Section 3. The GWO–PSO algorithm is given in Section 4.
The simulation results are given in Section 5. Finally, the concluding remarks are given in
Section 6.

2. Mathematical Model of the Maglev System

The schematic of the Maglev system used is shown in Figure 1, which is the experi-
mental setup implemented in [23]. The mathematical model of the system, related to the
ball position x(t) and the electromagnet coil current i(t), is given by [23]:

m
..
x = mg + k

i2

x2 (1)
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where m is the mass of the levitated object, which is a ferromagnetic ball, g is the acceleration
due to gravity, and k is an electromechanical conversion constant. At the equilibrium point
(x0,i0), the value of k is obtained as follows:

k = −
mgx2

0
i20

(2)
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Then, by linearizing this nonlinear model about the equilibrium point, the transfer
function is obtained as below:

X(s)
I(s)

=
− 2g

i20

s2 − 2g
x0

(3)

Since the coil current i(t) is proportional to the input voltage uin(t) i.e., uin(t) = Kai(t),
and the output of sensor xv(t) is proportional to the position of the ball x(t), i.e., xv(t) = Ksx(t),
the transfer function from uin(t) to xv(t) is obtained as:

Xv(s)
Uin(s)

=
− Ks

Ka

s2 − 2g
x0

(4)

Finally, by substituting system parameters given in [23] (reported in Table 1) into
Equation (4), the transfer function is determined as below:

G(s) =
−2502.96

s2 − 981.511
(5)

Table 1. Parameters of the Maglev System.

Parameter Notation Value

Mass of the ball (gr.) m 22
Equilibrium value of current (A.) i0 0.6105

Equilibrium value of position (mm.) x0 20
Sensor gain Ks 458.7157

The gain of the amplifier of the driving circuit Ka 5.8929
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By introducing x1(t) = xv(t) and x2(t) =
.
xv(t) as states, and y(t) = xv(t) as

output, the state space model of the system is obtained as:

.
x(t) =

[
0 1

981.511 0

]
x(t) +

[
0

−2502.96

]
uin(t)y(t) =

[
1 0

]
x(t) (6)

3. Controllers’ Design

The principles of the proposed methodology to design Fractional Order PID (FOPID)
Controller, Fractional Order Sliding Mode Control (FOSMC), and Fractional Order Fuzzy
PID (FOFPID) controllers will be presented in the subsequent subsections.

3.1. Conventional and Fractional Order PID Controller

A conventional PID controller has three parameters Kp, Ki and Kd, with the trans-
fer function:

CPID(s) = Kp + Ki
1
s
+ Kds (7)

As compared to the conventional PID controller, fractional order PID controller intro-
duces two additional adjustable parameters λ and µ. These parameters are non-integer
orders of derivative and integral, respectively. The differential equation of the FOPID
controller is given as the following [40]:

u(t) = Kpe(t) + Ki0D−λ
t e(t) + Kd0Dµ

t e(t) (8)

where 0Dα
t is the fractional calculus operator, which will be explained in detail in Section 3.4,

and e(t) is the error signal corresponding the difference between desired position and the
actual ball position. Let r(t) and rv(t) be the reference signal in meter and corresponding
sensor output in volts, respectively. Hence, the error signal is defined as the difference
between rv(t) and xv(t).

According to Equation (8), the transfer function of FOPID controller is obtained
as [40–42]:

CFOPID(s) = Kp + Ki
1
sλ

+ Kdsµ (9)

3.2. Integer Order and Fractional Order Sliding Mode Control

The objective of the controller design by using the Sliding Mode Control methodology
is to make the system output track the reference by choosing a sliding surface in the error
space [42]. For the MAGLEV system considered in this study, the convergence of sliding
variable to zero will ensure xv(t) = rv(t).

In this study, a fractional-order sliding surface based approach is used for the Frac-
tional Order SMC. For fractional-order derivative and integration, the fractional calculus
operator (0Dα

t ) explained in details in Section 3.4 is used.
Let the sliding surface, S f (t), be defined as [27–29,43]:

S f (t) = c10Dα
t e(t) + c2e(t) (10)

where c1, c2 > 0 are the tuning parameters, which determine the slope of sliding manifold
and e(t) is tracking error, as mentioned in the previous subsection, defined as the difference
between the desired position and the actual ball position in volts:

e(t) = rv(t)− xv(t) (11)

From Equation (10), the derivative of S f (t) is:

.
S f (t) = c10Dα

t
.
e(t) + c2

.
e(t) (12)

.
S f (t) = c10Dα−1

t
..
e(t) + c2

.
e(t) (13)



Fractal Fract. 2021, 5, 101 7 of 27

where the first and the second derivative of e(t) are obtained from Equation (11), as below:

.
e(t) = − .

xv(t) = − .
x1(t) = −x2(t) (14)

..
e(t) = − .

x2(t) = −a21x1(t)− b2uin(t) (15)

In here, a21 = 981.511 is the element in the first column of the second row of the
system dynamic matrix, and b2 = −2502.96 is the element in the second row of the system
input matrix in Equation (6).

By replacing
..
e(t) with the equality in Equation (15), the first derivative of S f (t) is

obtained as [28,29,43]:
.
S f (t) = c10Dα−1

t (−a21x1(t)− b2uin(t)) + c2
.
e(t) (16)

In order to derive the equivalent control input ueq(t), the first derivative of the sliding

surface is made to
.
S f (t) = 0; hence, ueq(t) is obtained as:

ueq(t) = − 1
c1b2

[
−a21x1(t) + c20D1−α

t
.
e(t)

]
(17)

In this study, the switching input usw(t) is chosen as a sigmoid function with boundary
layer thickness γ > 0:

usw(t) = ω
S f (t)∣∣∣S f (t)
∣∣∣+ γ

(18)

In here, ω > 0 determines how fast error trajectory is required to be brought to the
sliding surface.

Then, the total control input law u(t) is obtained as follows:

u(t) = − 1
c1b2

−a21x1(t) + c20D1−α
t

.
e(t) + ω0D1−α

t
S f (t)∣∣∣S f (t)
∣∣∣+ γ

 (19)

Stability Analysis. Consider positive definite Lyapunov function as follows:

V(t) =
1
2

S2
f (t) (20)

with V(0) = 0 and V(t) > 0 for S f (t) 6= 0.
The derivative of the Lyapunov function given in Equation (20) is:

.
V(t) = S f (t)

.
S f (t) (21)

By replacing Equation (16) in Equation (21),
.

V(t) is obtained as:

.
V(t) = S f (t)

[
c10Dα−1

t (−a21x1(t)− b2uin(t)) + c2
.
e(t)

]
= S f (t)

.
S f (t)

= −ω
S2

f (t)

|S f (t)|+γ
< 0

(22)

Since the Lyapunov function V(t) is positive–definite and
.

V(t) is negative–definite
(

.
V(t) < 0), the equilibrium point at the origin S f (t) = 0 is asymptotically stable in the

sense of Lyapunov’s direct method. Moreover, all the trajectories starting off the sliding
surface S f (t) = 0 must reach it in finite time and will then remain on the surface.



Fractal Fract. 2021, 5, 101 8 of 27

3.3. Conventional and Fractional Order Fuzzy-PID Control

The fuzzy logic controller in a closed loop control system is basically a static non-
linearity between its inputs and outputs, which can be tuned easily to match the desired
performance of the control system in a more heuristic manner without delving into the
exact mathematical description of the modeled nonlinearity.

Among different types of fuzzy logic controllers, like extensively utilized Fuzzy–PD,
Fuzzy–PI, and Fuzzy–PID in various systems, fuzzy based PID controllers have recently
become more common in overcoming nonlinear complex dynamical systems. In the
literature, the structure of the PID type fuzzy controller used in this work combines Fuzzy–
PD and Fuzzy–PI controllers with the gains as the input scaling factors and the gains as the
output scaling factors, as described by [44,45].

In this study, a structure, which is a combination of Fuzzy–PD and Fuzzy–PI con-
trollers, is discussed [37]. In the original structure in [37], the inputs are the error and the
derivative of error and the FLC output and its integral are multiplied by scaling factors
and then summed to give the total controller output. In the structure, the derivative order
and integral order are integers.

The controller structure used in this study is quite similar with the structure of the
Fuzzy PID controller mentioned above. The difference between them is that the values of
both the differentiation parameter and the integration parameter are replaced by fractional
values µ and λ, respectively. The detailed configuration of the Fractional Order Fuzzy PID
(FOFPID) controller used in this study is shown in Figure 2.
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Figure 2. Detailed configuration of the FOFPID controller.

It is observed from Figure 2 that the output of FLC (uFLC(t)) obtained by Equation (23)
is a function of an error and fractional order derivative of the error as its inputs:

uFLC(t) = f
(

See(t), Sce
dµe(t)

dtµ

)
(23)

The function f is a nonlinear fuzzy function representing input–output mapping
of the FLC. As shown in the figure, the overall output control law (uFOFPID(t)) of the
proposed FOFPID controller is a summation of fractional order integral of uFLC(t) with
non-integer order (λ) multiplied with SPI and uFLC scaled with SPD. Here, input scaling
factors (Se and Sce) are used to map input linguistic variables in the entire universe of
discourse. As for the output scaling factors, SPI and SPD normalize uFLC(t) in the range of
universe of discourse.

As a result, the control law of the proposed controller can be given as follows:

uFOPID(t) = SPD uFLC(t) + SPI
d−λ uFLC(t)

dt−λ
(24)

Looking at the internal structure of the FLC of the controller FOFPID, the input signals
and the output signal are represented with seven MFs, as shown in Figure 3. Except for NB
and PB, Gaussian membership function is used, considering its prominent benefits such as
smooth functions, non-zero at all points, and it also provides the actual information at all
points. NB and PB are chosen as Z-shape and S-shape membership functions, respectively.
The range of MFs is [−1, 1] for both inputs and outputs. The fuzzy rule table used in this
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study is shown in Table 2, and also the fuzzy control surface is presented in Figure 4. For
constructing these rules, the Standard Mac Vicar–Whelan Rule Table is considered, which
is gradually increased from NB to PB both for inputs and output [46].
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dµe(t)
dtµ

e(t) NB NM NS ZE PS PM PB

NB NB NB NB NB NM NS ZE

NM NB NB NB NM NS ZE PS

NS NB NB NM NS ZE PS PM

ZE NB NM NS ZE PS PM PB

PS NM NS ZE PS PM PB PB

PM NS ZE PS PM PB PB PB

PB ZE PS PM PB PB PB PB
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3.4. Design of Fractional Order Operator

Fractional-order calculus has been well developed; it is extensively utilized in control
engineering because it offers an enhanced number of degree of freedom of any conventional
or intelligent controller, which further enhances the closed-loop response and increases the
robustness of the closed-loop control system.

In recent years, several approximations of fractional calculus have been proposed. Some
of them are Riemann Liouville, Grunwald Letnikov, Caputo definition and Oustaloup’s
approximation. According to Riemann Liouville definition of fractional-order, the differ-
integration operator of a function f(t) is defined as:

0Dα
t f (t) =

1
Γ(n− α)

dn

dtn

∫ t

α

f (τ)

(t− τ)α−n+1 dτ (25)

where Γ(·) is the Euler’s Gamma function:

Γ(z) =
∫ ∞

0
xz−1e−xdx, <(z) > 0 (26)

In this study, FOPID, FOSMC, and FOFPID controllers have fractional order differen-
tial and integral operators. Oustaloup Recursive Approximation is used for implementation
of these controllers. Oustaloup Recursive Approximation uses a Nth order analog filter to
approximate the fractional order calculus in a certain frequency range. The approximating
transfer function provided by Oustaloup is as follows and is equivalent to sa where a is the
real number power of s:

sa = k0

N

∏
k0 = −N

s + ωkz

s + ωkp

(27)

where k0 is gain, ωkz are zeros and ωkp are poles of the filter [47,48]. These poles and zeros
are calculated as below, recursively:

ωkp = ωb

(
ωh
ωb

) k+N+ 1
2 +

a
2

2N+1
(28)

ωkz = ωb

(
ωh
ωb

) k+N+ 1
2−

a
2

2N+1
(29)

k0 = ωa
h (30)

where {ωh, ωb} is the expected fitting range and 2N + 1 represents the order of approximation [47].
In this study, the value of N is chosen as 5. Thus, fifth order filters are implemented

and the frequency range {ωh, ωb} is chosen as
{

10−3, 10+3} rad/s.

4. Controller Parameters Optimization

It is essential to optimize the controller parameters with a considered objective function
to achieve the desired control performance. In this study, the GWO–PSO algorithm is used
for the controllers’ parameter tuning and the optimization algorithm is run by minimizing
the integral-based objective functions commonly introduced in the literature.

Figure 5 illustrates the overall methodology discussed in this work. As demonstrated
in this figure, the GWO–PSO algorithm with four different objective functions is used to
find the optimal controller parameters for achieving the desired response and improving
stability of the controlled output power in the Maglev.
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4.1. Optimization Algorithm
4.1.1. PSO Algorithm

Particle Swarm Optimization (PSO) is an evolutionary optimization technique devel-
oped in 1995 based on the social behavior of bird flocks [49]. It consists of an algorithm that
initially starts with randomly assigned solutions, called particles, and simulates the birds’
search for the best food location. Unlike other evolutionary optimization techniques, each
particle has velocity information in Particle Swarm Optimization. Particles travel through
the search space at speeds determined by their previous behavior. Thus, the particles get
better along the search route. Each particle tends to go from its past positions to the better
one and also to follow the particle closest to the food in the swarm.

In each iteration of the Particle Swarm Optimization Algorithm, the velocities and
positions of the particles are updated according to the following expressions, respectively:

vk+1
i = ξvk

i + ϕ1rand1

(
pbest1 − pk

i

)
+ ϕ2rand2

(
gbest− pk

i

)
(31)

pk+1
i = pk

i + vk+1
i (32)

In these equations, vk
i is the velocity of the ith particle for the k iteration, pk

i is the
position of the ith particle for the k iteration, ξ represents the inertial weight function, ϕ1,2
represents the learning factors, and rand1,2 represents the random number values assigned
in the [0, 1] range. In addition, pbesti is the coordinate that provide the best solution that
particle i has achieved so far. gbest is the coordinates that provide the best solution obtained
by all particles.

4.1.2. GWO Algorithm

As a swarm-based optimization method, inspiration for Gray wolf optimization,
which was presented by Mirjalili et al. [50] for the first time, comes from the behavior
and the hunting strategy of the grey wolves in nature. Based on the social hierarchy, gray
wolves are classified as alpha, beta, delta, and omega. The leaders of the group are called
alpha (α) wolves. Beta (β) wolves help alpha wolves in making decisions. As the third
level, delta (δ) wolves’ mission is to submit to alpha and beta wolves, but control the omega
(ω) wolves. The least priority wolves are the omegas, which must follow the leading grey
wolves [50].
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In the Grey Wolves Optimizer, the hunting behaviour of the grey wolves is mathemat-
ically simulated. Firstly, encircling the victim is modelled as below [50]:

→
D =

∣∣∣∣→C ×→Xp(t)−
→
X(t)

∣∣∣∣ (33)

→
X(t + 1) =

→
Xp(t)−

→
A×

→
D (34)

In these equations, t is the number of iteration and the
→
X and

→
Xp are the position

vectors of the wolves and victims, respectively.
→
A and

→
C are the coefficient vectors and

calculated as shown below [50]:

→
A =

→
a ×

(
2×→r 1 − 1

)
(35)

→
C = 2×→r 2 (36)

where
→
a is linearly decreased from 2 to 0 through iteration steps and

→
r 1 and

→
r 2 are random

vectors in [0, 1].
The alpha, beta, and delta groups of grey wolves have extraordinary knowledge of the

current location of the victim. Therefore, the top three best solutions obtained are recorded
and the other wolves have to update their positions relative to the positions of the best
search agents [50,51]:

→
Dα =

∣∣∣∣→C1 ×
→
Xα −

→
X(t)

∣∣∣∣→Dβ =

∣∣∣∣→C2 ×
→
Xβ −

→
X(t)

∣∣∣∣→Dδ =

∣∣∣∣→C1 ×
→
Xδ −

→
X(t)

∣∣∣∣ (37)

→
X1 =

∣∣∣∣→Xα −
→
a 1
→
Dα

∣∣∣∣
→
X2 =

∣∣∣∣→Xβ −
→
a 2
→
Dβ

∣∣∣∣
→
X3 =

∣∣∣∣→Xδ −
→
a 3
→
Dδ

∣∣∣∣
(38)

→
Xp(t + 1) =

→
X1 +

→
X2 +

→
X3

3
(39)

4.1.3. GWO–PSO Algorithm

In this work, the Grey Wolf Optimizer is hybridized with Particle Swarm Optimiza-
tion algorithm for enhancing the progress of the GWO, as presented in [51]. This hybrid
optimization method can be regarded for finding efficiently and effectively the global
best solution through the optimization process. Therefore, this hybrid GWO-PSO is im-
plemented here for optimization of controller parameters. As a result, the algorithmic
representation of the suggested mechanism based on control schemes is described in this
section. The flowchart of the GWO–PSO algorithm is shown in Figure 6. The major stages
of the presented GWO–PSO based on [51] for tuning the controllers of the Maglev system
is listed by steps given below:

Step 1. Initialization of the positions of wolves in the population and that of particles in
the swarm.
Step 2. Updating of each wolf location by using the GWO algorithm.
Step 3. Determination of the three best ones among all search agents.
Step 4. Running PSO by using the best values, found by GWO, as initial positions of
the swarm.
Step 5. Returning the positions modified by PSO back to the GWO algorithm.
Step 6. Repeating these steps until the maximum iteration number is reached.
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Since GWO–PSO is used for tuning of the controllers, in this study, best positions of
the grey wolves obtained at the end of the optimization algorithm represent the parameters
of the controllers as listed below:

•
{

Kp, Ki, Kd, µ, λ
}

for the FOPID controller
• {c1, c2, ω, γ, α} for the FOSMC controller
• {Se, Sce, SPI , SPD, µ, λ} for the FOFPID controller

4.2. Objective Functions

During the controller design by using an optimization algorithm, the most crucial step
is to select the most appropriate objective function. Time domain objective functions can be
divided into two categories: integral-based objective functions and dynamic performance
indices-based objective functions.

Integral-based objective functions commonly used in the literature are IAE (Integrated
Absolute Error), ITAE (Integrated Time Weighted Absolute Error), ISE (Integrated Squared
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Error), and ITSE (Integrated Time Weighted Squared Error). The formulas of these objective
functions are described as:

JIAE(e) =
∫ t

0
|e(t)|dt (40)

JITAE(e) =
∫ t

0
t|e(t)|dt (41)

JISE(e) =
∫ t

0
e2(t)dt (42)

JITSE(e) =
∫ t

0
te2(t)dt (43)

where e(t) is the error signal, which represents the difference between the system output
and the reference signal, as mentioned in Section 3.1. Each one of them has advantages and
disadvantages. For example, since JIAE(e) and JISE(e) criteria are independent of time, the
obtained results have a relatively small overshoot but a long settling time. On the other
hand, JITAE(e) and JITSE(e) can overcome this disadvantage, but they cannot provide a
desirable stability margin.

4.3. Proposed Optimization Framework

For the presented work, the parameters of all the four controllers are to be tuned by the
GWO–PSO to their optimal values. The maximum iteration (MaxGen) is set to be 100 in the
GWO–PSO algorithm. Moreover, the optimal controller parameters are obtained by 10 runs
of the GWO–PSO. The limitations of all the controller parameters are restricted between
certain values. Hence, based on the detailed literature review, during the optimization,
the considered search ranges are restricted to

{
Kp, Ki, Kd

}
∈ [0, 20] and {µ, λ} ∈ [0, 2] for

the FOPID controller, {c1, c2, γ, α} ∈ [0, 2] and ω ∈ [0, 20] for the FOSMC controller and
Se ∈ [0, 10], Sce ∈ [0, 1], {SPI , SPD} ∈ [0, 20] and {µ, λ} ∈ [0, 2] for the FOFPID controller.
Also, the total simulation time is considered as 5 s with an interval of 0.001 s.

5. Simulation Results and Discussion

In this section, extensive simulation studies have been carried out for detailed perfor-
mance evaluations of the FOPID, FOSMC, and FOFPID controllers tuned by the PSO–GWO
algorithm for the Maglev system. Moreover, a detailed comparative simulation study of
the Maglev dynamic performance with the proposed controllers and the ones presented
in [23] have been conducted under all three scenarios: handling parametric variations,
disturbance rejections, and different trajectory tracking.

The coding of the PSO–GWO algorithm and the purposed controllers, their adaptation
and implementation to the Maglev, and all simulations have been carried out by using
MATLAB/Simulink software platform on a personal computer with Intel(R) Core(TM)
i7-6700HQ CPU @ 2.60 GHz processor and 32.0 GB RAM. All simulations are executed
with a sampling time Ts f = 1 ms. Simulation results and relative comparisons in the
present work are illustrated and discussed in the following subsections.

5.1. Dynamic Performance Analysis

For the same Maglev system controlled by FOPID, FOSMC, and FOFPID, transient and
steady state responses are analyzed based on different objective functions used here when
the reference input is a step one. Hence, the optimal controller parameters are obtained
by using the PSO–GWO with different objective functions. As a result, all simulations
were carried out with optimized controller parameters as provided in Table 3 based on the
objective functions for the different scenarios.
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Table 3. Optimized controller parameters based on different objective functions for the Maglev
System.

Controller Parameters
Objective Functions

JIAE JISE JITAE JITSE

FOPID

KP 1.9095 1.9936 2.0325 2.5475
KI 13.9014 13.8985 14.8587 16.7852
KD 0.1072 0.1197 0.0992 0.1331
µ 0.9715 0.9703 0.9524 0.8924
λ 0.9561 0.9364 1.0030 0.9236

FOSMC

c1 0.0169 0.0135 0.0102 0.0102
c2 0.7354 0.4753 0.6839 0.4995
ω 15.7659 16.0584 15.9247 15.9825
γ 0.0216 0.0192 0.0113 0.0137
α 0.9992 0.9460 0.9911 0.9779

FOFPID

Se 8.5982 3.7212 3.1247 3.2948
Sce 0.0577 0.0454 0.0468 0.0904
SPI 17.9569 17.2330 17.9871 16.6151
SPD 18.0998 18.1233 15.1292 18.7125

µ 0.9080 0.9622 0.9257 0.9808
λ 1.2908 1.3407 1.1802 1.3571

The comparative results between the dynamic responses of the optimized controllers
and the ones designed in [23] are shown in Figure 7 and given in Table 4 in terms of rise
time (tr), settling time (ts), overshoot (Mp), steady state error (Ess), and the values of the
defined objective functions (J).
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Figure 7. Step responses of the closed-loop Maglev system with different controllers based on JIAE (a), JISE (b), JITAE (c) and
JITSE (d).
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Table 4. Comparative dynamic response specifications on different controllers for the Maglev system.

Transient Response and Steady State Characteristics

Objective (J) Controller Mp(%) tr(s)
0.1→0.9

ts(s)
∓%2 Ess

J
IAE ISE ITAE ITSE

JIAE

FOPID 18.7081 0.0050 0.2850 0.000518 0.0369
FOSMC 0.0004 0.0670 0.1210 0.000034 0.0477
FOFPID 15.5977 0.0060 0.0190 0.000020 0.0079

JISE

FOPID 16.7848 0.0050 0.3070 0.001823 0.0064
FOSMC 0.0696 0.0610 0.1190 0.002506 0.0274
FOFPID 5.7631 0.0060 0.0130 0.000119 0.0041

JITAE

FOPID 19.8640 0.0060 0.2770 0.000004 0.0041
FOSMC 0 0.0500 0.0880 0.000124 0.0010
FOFPID 2.3659 0.0070 0.0160 0.000031 0.0032

JITSE

FOPID 19.1968 0.0060 0.3210 0.000742 0.0002
FOSMC 0.0064 0.0520 0.0990 0.000515 0.0004
FOFPID 1.9090 0.0060 0.0100 0.000001 0.00001

JIAE JISE

JIAE,JISE
PID [23] 48.2852 0.0270 0.2690 0.000001 0.0741 0.0334
SMC [23] 0 0.1820 0.3360 0.000638 0.1314 0.0897

It can be concluded from Table 4 that the proposed FOFPID tuned by the PSO–GWO
has the best dynamic response in terms of the fastest settling time, short rise time, least
steady state error, and all objective function values. Moreover, Figure 7 and Table 4 demon-
strate the remarkable advantage of the fractional calculus used in FOPID and FOSMC, as
compared to the integer order in PID and SMC, respectively. Although the overshoot is
more with the proposed FOFPID controller, as compared to the fractional order and integer
order SMC, by examining Figure 7 and performance indices in Table 4, consequently, it can
be observed that the proposed FOFPID controller tuned PSO–GWO algorithm outperforms
the other controller approaches in terms of transient response characteristics.

5.2. Controller Performance Analysis under Parametric Variations

In this section, this sensitivity analysis of the presented controllers is performed by
varying the gain of system in the range of [−10%,+10%] of its nominal value. Moreover, for
the purpose of showing the control effort that is exhibited by the controllers and minimizing
the used objective function values, the control energy can be calculated as follows:

ue =

t f∫
0

[u(t)]2dt (44)

where u(t) is control signal and t f is total time of simulation. The results obtained by
changing the gain of the system under different controllers are shown in Figures 8 and 9.
The corresponding time domain attributes and control energies are demonstrated in
Figures 10 and 11.

From the figures, it is clearly evident that the stability of the Maglev system is main-
tained by the proposed fractional order controllers in a better way, as compared to integer
order ones developed in [23]. On the other hand, as observed in terms of control signal, the
Maglev system with the FOPID, FOSMC, and FOFPID controllers requires higher control
energy, and from Figures 10 and 11, deviations in control effort are more with the designed
fractional order controllers, as compared to the integer ones developed in [23]. However, as
observed in Figures 8–11, the designed FOPID and FOSMC have the best step response in
terms of overshoot, rise time, settling time, and steady state error in the case of all objective
functions, as compared to the integer counterparts developed in [23].
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Figure 9. Closed-loop responses (a–d) and control efforts (e–h) for the Maglev system with different controllers based on
JIAE (a,e), JISE (b,f), JITAE (c,g) and JITSE (d,h) under parametric variation with −10%.
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Figures 9–11 clearly show that the time required to reach the steady state, response
time, steady state error, and the acceptable overshoot can be achieved with the most
desirable control results by using the proposed FOFPID controller designed with the
PSO–GWO under the case of system parameter uncertainty.
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5.3. Controller Performance Analysis under Different Trajectory Tracking

The sensitivity of the presented closed-loop control systems is analyzed for changed
periodic reference signal such as a square wave, which is used as the position reference.
The tracking performances of the different controllers are presented in Table 5 and illus-
trated in Figure 12. As given in the table, the tracking performance of the proposed FOFPID
controller is markedly improved approximately 90%, 83%, 93%, and 82% reduction of the
IAE and the ISE, as compared to the PID, FOPID, SMC, and FOSMC, respectively. In the
same way, the performance of the FOFPID is significantly enhanced approximately 83%,
71%, 87%, and 52% reduction of the ITAE and also 88%, 44%, 93%, and 78% reduction of
the ITSE as compared to the PID, FOPID, SMC, and FOSMC, respectively.

Table 5. Comparison of control energy and objective function values for different controllers.

Objective Function Controller ue
J

IAE ISE ITAE ITSE

JIAE

PID [23] 4.5698 0.2678
FOPID 25.5283 0.1456

SMC [23] 2.2707 0.3830
FOSMC 2.7272 0.1388
FOFPID 15.9137 0.0247

JISE

PID [23] 4.5698 0.0702
FOPID 31.5188 0.0152

SMC [23] 2.2707 0.1552
FOSMC 2.5674 0.0497
FOFPID 11.9206 0.0080

JITAE

PID [23] 4.5698 1.0595
FOPID 18.0171 0.6007

SMC [23] 2.2707 1.4038
FOSMC 3.4337 0.3610
FOFPID 9.5196 0.1706

JITSE

PID [23] 4.5698 0.2146
FOPID 15.8200 0.0453

SMC [23] 2.2707 0.4092
FOSMC 2.8977 0.1151
FOFPID 13.0436 0.0252Fractal Fract. 2021, 5, x FOR PEER REVIEW 22 of 27 
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Figure 12. Comparison of Maglev response with different controllers based on JIAE (a), JISE (b),
JITAE(c), and JITSE (d).

The results from Table 5 and Figure 12 indicate that though the designed FOSMC and
the SMC developed in [23] have almost exhibited similar control energy, the presented
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FOSMC has faster and a more accurate system response than the SMC. Another finding
is that based on Figure 12, the tracking performance of the FOFPID controller tuned
by PSO–GWO is superior to the remaining controllers. This finding suggests that the
proposed FOFPID controller ensures better disturbance rejection capability in the presence
of suddenly set point change. As a result, the fractional order-based control designed by
the proposed optimization technique is the fastest in reaching steady state and the shortest
in overshoots in the case of this disturbance simulation.

5.4. Controller Performance Analysis under Disturbance

In order to investigate the effectiveness of the presented controllers, a robustness
test was conducted in the presence of a different trajectory tracking and disturbance. A
sinusoidal reference signal is applied to the Maglev system under an output disturbance.
The sinusoidal waveform is selected as:

rv(t) = 1.2 + 0.25sin(t) (45)

and the instantaneous disturbance is a form of a pulse magnitude of 0.4 V activated at
t = 4 s.

The effects of adding external disturbance to the system output during the trajectory
tracking was investigated for the controllers tuned by GWO–PSO and the ones developed
in [23]. Hence, the graph of the trajectory tracking performance is introduced in Figure
13 for the Maglev system under the presented controllers in case of all objective functions.
Also, the numerical representations for the comparative analysis of the JIAE, JISE, JITAE,
JITSE, and the ue variations are presented in Table 6 for the different controllers when
adding disturbance to the system output.

Table 6. Comparison of performance indices and control energy values for PID, FOPID, SMC, FOSMC, and FOFPID
controllers under the considered condition.

Controller JIAE ue JISE ue JITAE ue JITSE ue

PID [23] 0.1800 2.9785 0.0583 2.9785 0.4359 2.9785 0.0423 2.9785

FOPID 0.1029 19.4858 0.0111 23.8734 0.2891 13.9850 0.0076 12.3772

SMC [23] 0.5276 2.3861 0.5163 2.3861 1.5122 2.3861 1.5617 2.3861

FOSMC 0.0863 2.5273 0.0492 2.4813 0.0802 2.6897 0.0183 2.5716

FOFPID 0.0170 8.4440 0.0076 6.8566 0.0703 5.6572 0.0042 7.2778

It can be seen from Figure 13 that the proposed FOFPID controller has shorter settling
time and better tracking performance, as compared to the remaining controllers. Also, the
designed FOSMC approach outperforms the SMC approach developed in [23] in terms of
trajectory tracking performance under the external disturbance while consuming almost the
similar control energy related to the SMC, as given in Table 6. These findings demonstrate
how the parameters c1, c2, α in the sliding surface and ω, γ in the switching function could
enhance the flexibility of the FOSMC approach to obtain the desired disturbance rejection
capability. In the optimization of these parameters, it is very important to utilize a hybrid
swarm intelligence-based optimization algorithm that can provide more robustness and
more tracking performance, as compared to that of [23]. As a result, the above discussions
are inferred the following observations:

• The proposed fractional order PID and SMC approaches outperform the integer order
PID and SMC developed in [23] in terms of overshoot, rise time, settling time, and all
objective function values in the presence of internal and external disturbances;

• While consuming more control energy of the closed-loop control system with the
FOFPID controller, as compared to the others except for the FOPID, the beauty of
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the proposed FOFPID controller is able to efficiently reduce the adverse effects of the
parameter variation, different trajectory tracking, and external disturbance.
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Figure 13. Comparison of the trajectory tracking performance of the Maglev system under different controllers based on
JIAE(a), JISE (b), JITAE(c), and JITSE (d) in presence of the disturbance.
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6. Conclusions

In this work, the first aim is to evaluate the effectiveness of the proposed GWO–
PSO, which is a hybrid optimization algorithm based on swarm intelligence in tuning
the controller parameters, significantly fractional order controllers for the closed-loop
control system of the Maglev. Accordingly, this paper shows that the FOPID, FOSMC,
and FOFPID controllers have been tuned by the GWO–PSO based on the performance
indices, such as the JIAE, JISE, JITAE, and JITSE for the purpose of comparing the PID and
SMC developed in [23] for the same system in terms of assessing the dynamic transient
responses and exhibiting control energies. The second aim is to illustrate the advantages of
the fractional calculus applied in sliding mode control law and tuning the parameter of
switching function used here to obtain smoother control signals, as compared to the SMC
proposed in [23].

For the purpose of investigating the robustness of the presented controllers, compara-
tive studies have been performed by applying the parameter variations, different trajectory
tracking and external disturbance to the closed-loop control system of the Maglev. From
the robustness verifications, it can be clearly concluded that the fractional order controllers
have exhibited more robust, higher stability and response, as compared to their traditional
counterparts such as the PID and SMC in the case of all objective functions.

Finally, the simulation results reveal that robust stabilization, better performance in
terms of the trajectory tracking and control and also disturbance rejection of the closed-
loop Maglev system were achieved by the proposed GWO–PSO-based FOFPID controller.
Moreover, it can be seen from the results that the proposed fractional order controllers
produce smaller values of the JIAE, JISE, JITAE, and JITSE, especially the FOFPID controller,
as compared to the integer ones developed in [23] under all internal and external distur-
bances. Through the simulation platform of the referred experimental Maglev system,
these comparison results of FOSMC and FOFPID controllers were involved to confirm the
validity of the presented theoretical analysis and control approaches.

As future study, it is intended to examine the control performance of the fractional
order controllers, especially a FOFPID controller for a Maglev system in an experimental
setup. Moreover, different hybrid optimization techniques will be utilized. Thus, the
proposed optimal controllers will be validated on the real Maglev system with a more
concrete practical implementation.
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