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Abstract: The p-moment exponential stability of non-instantaneous impulsive Caputo fractional
differential equations is studied. The impulses occur at random moments and their action continues
on finite time intervals with initially given lengths. The time between two consecutive moments
of impulses is the Erlang distributed random variable. The study is based on Lyapunov functions.
The fractional Dini derivatives are applied.
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1. Introduction

Fractional differential equations are an adequate model of many physical phenomena that
have memory and genetic characteristics [1–4]. At the same time, many evolution processes are
characterized by the states’ abrupt changes. These changes are adequately modeled by so-called
impulses. There are two types of impulses: instantaneous impulses (their duration is negligible
small) and non-instantaneous impulses (they start at some points and continue to be active on
finite time intervals). Note the theory of instantaneous impulsive differential equation—known
as impulsive differential equations—is well developed. At the same time, the theory of differential
equations with non-instantaneous impulses is still at its initial stage (see, for example, Reference [5–11]).
In many real world phenomena, the studied process has abrupt changes at random moments of
time. In this case, the adequate model is, by differential equation, subject to random impulses.
Impulsive differential equations with random impulsive moments differ from the study of stochastic
differential equations with impulses (see, for example, Reference [12–16]). Some stability properties of
differential equations with non-instantaneous impulses, starting at randomly distributed points, are
studied in Reference [17,18]. Fractional differential equations with non-instantaneous impulses have
recently been studied in Reference [19] but the meaning of the impulses are not random (as they are
called in the paper) but arbitrary and the solutions are deterministic functions. Fractional equations
with fixed, initially given non-instantaneous impulses, are studied over an interval with randomly
varying trial lengths in Reference [20]. Fractional differential equations for random functions and with
non-instantaneous impulses at fixed initially given intervals are studied in Reference [21]. Fractional
differential equations with non-instantaneous impulses starting at randomly exponentially distributed
times is studied in Reference [17].

In this paper, we study nonlinear fractional differential equations subject to non-instantaneous
impulses starting abruptly at some random points. Note there are many types of fractional derivatives
used and studied in the literature. Their application to differential equations leads to various types
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of initial conditions (for example, see References [4,22,23]. Due to the natural initial value problem
in the application of Caputo fractional derivative and its real practical meaning we will study this
type of fractional derivative. The study of impulsive moments in random time is very limited. Caputo
fractional differential equations with instantaneously acting impulses at random times were studied
in References [24–27] but there are some inaccuracies there in the mixing properties of deterministic
variables and random variables and inaccuracies in the convergence of a sequence of real numbers
to a random variable. Also, the type of the random distribution of the random variables is not taken
into account. The model with any other types of fractional derivatives such as Riemann-Liouville
fractional derivative or Atangana-Baleanu fractional derivative with random impulses are not studied
yet. We study the case when the time between two consecutive moments of impulses is Erlang
distributed random variable. In this paper the p-moment exponential stability of the solution is studied
by employing Lyapunov functions. This study combines the ones of the theory of fractional differential
equations and the probability theory. Note that similar problem is studied in Reference [17] for
exponentially distributed random moments of impulses. Since the exponential distribution is a partial
case of Erlang distribution, the results in this paper are a generalization of those in Reference [17].
Note also that in this paper the stability is studied without the restriction about the constant length of
the randomly occurred intervals of impulses.

Note obtained sufficient conditions could be very useful for adequate modeling of real world
phenomena with impulses occurring at random moments and better described by fractional differential
equations (for several models with ordinary derivatives and random impulses see Section 3.3 in
Reference [28]).

2. Notes on Fractional Calculus

In this paper we will consider fractional derivatives of order q ∈ (0, 1). The main types of
fractional derivatives are:

- Caputo fractional derivative (see, for example, Section 1.4.1.3 Reference [22])

C
t0

Dqm(t) =
1

Γ (1− q)

t∫
t0

(t− s)−q m′(s)ds, t ≥ t0, (1)

where Γ(.) denotes the Gamma function.
- Grunwald-Letnikov fractional derivative (see, for example, Section 1.4.1.2, Reference [22])

GL
t0

Dqm(t) = lim
h→0

1
hq

[
t− t0

h
]

∑
r=0

(−1)r(qCr)m(t− rh), t ≥ t0,

and the Grunwald-Letnikov fractional Dini derivative by

GL
t0

Dq
+m(t) = lim sup

h→0+

1
hq

[
t− t0

h
]

∑
r=0

(−1)r(qCr)m(t− rh), t ≥ t0,

where qCr =
q(q− 1) . . . (q− r + 1)

r!
where r ≥ 0 is an integer and [

t− t0

h
] denotes the integer

part of the fraction
t− t0

h
.

According to Reference [23] the equality

C
t0

Dq
t m(t) =GL

t0
Dq

t m(t)−m(t0)
(t− t0)

−q

Γ(1− q)
,



Fractal Fract. 2019, 3, 28 3 of 15

holds for t ∈ (t0, b] where m ∈ C1[t0, b].

Definition 1. ([29]) We say m ∈ Cq([t0, T],Rn
) if m(t) is differentiable (i.e., m′(t) exists), the Caputo

derivative c
t0

Dqm(t) exists and satisfies (1) for t ∈ [t0, T].

Remark 1. Definition 1 could be extended to any interval I ⊂ R+.

3. Random Non-Instantaneous Impulses in Fractional Differential Equations

We will start with non-instantaneous fractional differential equations in the case when the time
of these impulses is determinic one and given initially. Let two increasing sequences of nonnegative
points {Tk}∞

k=1 and {si}∞
i=1 be given such that 0 < Ti ≤ si < Ti+1 , i = 1, 2, . . . and limk→∞ Tk = ∞.

Let T0 ∈ [0, T1)
⋃∪∞

k=1[sk, Tk+1) be a given arbitrary point. Without loss of generality we will assume
that T0 ∈ [0, T1) and denote s0 = T0.

Consider the initial value problem (IVP) for the system of non-instantaneous impulsive fractional
differential equations (NIFrDE) with fixed points of impulses

c
T0

Dqx = f (t, x(t)) for t ∈ (sk, Tk+1], k = 0, 1, 2, . . . ,

x(t) = Ii(t, x(Ti − 0)) for t ∈ (Ti, si], k = 1, 2, . . . ,

x(T0) = x0,

(2)

where x, x0 ∈ Rn, f : [0, ∞) × Rn → Rn, f (t, 0) = 0, Ii : [0, ∞) × Rn → Rn, Ii(t, 0) = 0,
(i = 1, 2, 3, . . . ).

In this paper, we will use Caputo fractional derivative with changeable lower limit at each
point of jump. Note this approach is used for study various types of problems for deterministic
non-instantaneous impulsive fractional differential equations in References [30–32].

Now we define fractional differential equations with random non-instantaneous impulses. Let T0 ≥ 0
{di}∞

i=1 be given. Denote d0 = 0.
Consider the following condition:

H1. The positive numbers {dk}∞
k=1 are such that limn→∞ ∑n

k=1 dk = ∞.

H2. The positive numbers {dk}∞
k=1 are such that limn→∞ ∑n

k=1 dk = B < ∞.

Let the probability space (Ω,F , P) be given. Let a sequence of independent Erlang distributed
random variables {τk}∞

k=1 defined on the sample space Ω.
Assume ∑∞

k=1 τk = ∞ with probability 1.
We will use the following condition:

H3. The random variables {τk}∞
k=1, τk ∈ Erlang(αk, λ) are independent where the positive integer parameter

αk is the “shape” and the positive real parameter λ is the "rate" with limn→∞ ∑n
k=1 αk = ∞.

We will give some properties of the Erlang distribution:

(P1) If X ∈ Erlang(α1, λ) and Y ∈ Erlang(α2, λ) are independent random variables, then X + Y ∈
Erlang(α1 + α2, λ);

(P2) The cumulative distribution function (CDF) of Erlang(α, λ) is

F(x; α, λ) = 1− e−λx
α−1

∑
j=1

(λx)j

j!
, x ≥ 0. (3)
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Define the increasing sequence of random variables {ξk}∞
k=0 by

ξk = T0 +
k

∑
i=1

τi +
k−1

∑
i=1

di, k = 0, 1, 2, . . . , (4)

where T0 ≥ 0 is a fixed point.
Also, Ξk = ∑n

i=1 τi = ξk − T0 −∑k−1
i=1 di, k = 1, 2, . . . .

From properties (P1) and (P2) of Erlang distribution it follows the result:

Proposition 1. Let condition (H3) be satisfied and Ξn = ∑n
i=1 τi, n is a natural number.

Then Ξn ∈ Erlang(∑n
i=1 αi, λ), that is, CDF of Ξn is

FΞn(t) = P(Ξn < t) = 1− e−λt
∑n

i=1 αi−1

∑
j=1

(λt)j

j!
, t ≥ 0.

The meaning of the above defined random variables and deterministic sequence is:

- the waiting time of the k-th impulse after the stop of action of (k− 1)-st impulse is measured by
random variable τk;

- the length of the time interval of acting the k-th impulse is given by dk;
- the length of time until k impulses occur for t ≥ T0 is measured by the random variable ξk.

Let for any k = 1, 2, . . . the point tk be an arbitrary value of the random variable τk. Define two
increasing sequences of points {Tk}∞

k=1 and {sk}∞
k=1 by

Tk = T0 +
k

∑
i=1

ti +
k−1

∑
i=1

di (5)

and

s0 = T0, sk = Tk + dk = T0 +
k

∑
i=1

ti +
k

∑
i=1

di, k = 1, 2, 3 . . . . (6)

Also, Tk+1 − sk = tk+1, that is, it is a value of the random variable τk+1.
Note Tk and sk are values of the random variables ξk and ξk + dk, k = 1, 2, . . . , respectively and

sk−1 ≤ Tk ≤ sk, k = 1, 2, . . . .
Consider the IVP for NIFrDE (2). The solution of (2) depends not only on the initial condition

(T0, x0) but on the moments of impulses Tk, k = 1, 2, . . . , that is, the solution depends on the
chosen arbitrary values tk of the random variables τk, k = 1, 2, . . . . We denote the solution of (2)
by x(t; T0, x0, {Tk}). Assume x(Tk; T0, x0, {Tk}) = limt→Tk−0 x(t; T0, x0, {Tk}) for any k = 1, 2, . . . .
The set of all solutions x(t; T0, x0, {Tk}) of (2) generates a stochastic process with state space Rn.

Consider the IVP for fractional differential equations with random moments of non-instantaneous
impulses (RNIFrDE)

c
T0

Dqx(t) = f (t, x(t)) for t ≥ T0, ξk + dk < t < ξk+1, k = 0, 1, . . . ,

x(t) = Ik(t, x(ξk)) for ξk < t < ξk + dk, k = 1, 2, . . . ,

x(T0) = x0,

(7)

where x0 ∈ Rn, d0 = 0, f : [0, ∞)×Rn → Rn, Ik : [0, ∞)×Rn → Rn, (k = 1, 2, 3, . . . ).

Definition 2. [33]. For any given values tk of the random variables τk, k = 1, 2, 3, . . . respectively, the
solution x(t; T0, x0, {Tk}) of the corresponding IVP for the NIFrDE (2) is called a sample path solution of the
IVP for the RNIFrDE (7).
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Definition 3. [33]. The stochastic process x(t; T0, x0, {τk}) is said to be a solution of the IVP for RNIFrDE (7)
if for any values tk of the random variables τk, k = 1, 2, . . . the corresponding function x(t; T0, x0, {Tk}) is a
sample path solution of the IVP for RNIFrDE (7).

Remark 2. Note that the Caputo fractional derivative in RNIFrDE (7) has a changeable lower limit on each
interval without impulses. This lower limit is a value of the random variable ξk, k = 1, 2, . . . .

Any sample path solution x(t; T0, x0, {Tk}) ∈ Cq((sk, Tk+1],Rn
), k = 0, 1, 2, . . . .

Definition 4. We will say that the stochastic processes y(t) and u(t) satisfy the inequality y(t) ≤ u(t) for
t ∈ J ⊂ R if the state space of the stochastic processes v(t) = y(t)− v(t) is (−∞, 0].

4. Preliminary Results for Erlang Distributed Moments of Impulses

We will give some results about Erlnag distributed moments of impulses studied in Reference [18]
and applied to study ordinary differential equation with random non-instantaneous impulses.

For any t ≥ T0 consider the events

S0(t) = {ω ∈ Ω : 0 < t− T0 < τ1(ω)},

Sk(t) = {ω ∈ Ω : ξk(ω) + dk < t < ξk+1(ω)}, k = 1, 2, . . . ,

and
Wk(t) = {ω ∈ Ω : ξk(ω) < t < ξk(ω) + dk}, k = 1, 2, . . . ,

where the random variables ξk, k = 1, 2, . . . are defined by (4).

Lemma 1. [18]. For any t ≥ T0 the inequality

P(S0(t)) ≤ e−λ(t−T0)
α1−1

∑
i=1

(
λ(t− T0)

)i

(i)!

holds.

Lemma 2. ( Upper bound of Sk(t)) [18]. Let condition (H3) and one of (H1) or (H2) be satisfied. Then for any
natural number j we have

P(Sj(t)) ≤ e−λ(t−T0−∑
j
i=1 di)

∑
j+1
m=1 αm−1

∑
i=∑

j
m=1 αm

(λ(t− T0 −∑
j
i=1 di))

i

i!

≤ e−λ(t−T0−∑
j
i=1 di)

∑
j+1
m=1 αm−1

∑
i=1

(λ(t− T0 −∑
j
i=1 di))

i

i!

(8)

holds.

Lemma 3. (Upper bound of Wk(t)) [18]. Let condition (H3) and one of (H1) or (H2) be satisfied. Then for any
natural number j we have

P(Wj(t))

≤ e−λ(t−T0−∑
j
i=1 di)

∑
j
m=1 αm−1

∑
i=1

(λ(t− T0 −∑
j
i=1 di))

i − (λ(t− T0 −∑
j−1
i=1 di))

ie−λdk

i!

(9)

for j ≤ k.
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5. Linear Fractional Differential Equation with Random Impulses

Consider the scalar linear fractional differential equation with non-instantaneous random
moments of impulses:

c
T0

Dqu = −aku for ξk + dk < t < ξk+1, k = 0, 1, 2, . . . ,

u(t) = bku(ξk), for ξk < t < ξk + dk, k = 1, 2, . . . ,

u(T0) = u0,

(10)

where u0 ∈ R, ak ≥ 0, k = 0, 1, 2, . . . , bk 6= 1, (k =, 2, . . . ) and dk > 0 are given real constants, d0 = 0.

Lemma 4. Let

1. Condition (H3) and one of (H1) and (H2) be satisfied.
2. Let there exist positive constants Mk, µk, k = 0, 1, 2 . . . such that

Eq(−a0(t− T0)
q)

α1−1

∑
i=1

(
λ(t− T0)

)i

(i)!
≤ M0eµ0(t−T0), t ≥ T0,

and

B(λ(t− T0))
αk+1 + 1

λ(t− T0 −∑k
i=1 di)Γ(∑k

m=1 αm)

k

∏
i=1
|bieλdi (λ(t− T0))

αi | ≤ Mkeµk(t−T0), t ≥ T0 (11)

with
∞

∑
k=0

Mkeµk(t−T0) ≤ Meµ(t−T0),

where M, µ > 0 : µ < λ.

Then the solution u(t; T0, x0, {τk}) of the IVP for the linear RNIFrDE (10) is given by the formula

u(t; T0, u0, {τk}) =



u0 ∏k
i=1 bi

(
∏k−1

i=0 Eq(−ai(τi+1)
q)
)

for ξk < t ≤ ξk + dk, k = 1, 2, . . . ,

u0 ∏k
i=1 bi

(
∏k−1

i=0 Eq(−ai(τi+1)
q)
)

Eq(−ak(t− ξk − dk)
q)

for ξk + dk < t ≤ ξk+1, k = 0, 1, 2, . . . ,

(12)

where Eq is the Mittag-Leffler function (with one parameter) and the expected value of the solution satisfies
the inequality

E(|u(t; T0, u0, {τk})|) ≤ |u0|e−(λ−µ)(t−T0), t ≥ T0. (13)

Proof. The sample path solution of (10) is given by (note the product is 1 if k = 1)

u(t; T0, x0, {Tk}) =



u0 ∏k
i=1 bi

(
∏k−1

i=0 Eq(−ai(Ti+1 − Ti − di)
q)
)

for t ∈ (Tk, Tk + dk], k = 1, 2, . . . ,

u0 ∏k
i=1 bi

(
∏k−1

i=0 Eq(−ai(Ti+1 − Ti − di)
q)
)

Eq(−ak(t− Tk − dk)
q)

for t ∈ (Tk + dk, Tk+1], k = 0, 1, 2, . . . .

The equality (14) and Definition 3 establish (12) for the IVP for the linear RNIFrDE (10).
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Then the expected value of the solution of the IVP for the scalar linear RNIFrDE (10) satisfies

E
(
|u(t; T0, u0, {τk})|

)
= E

(
|u(t; T0, u0, {τk})|

∣∣∣S0(t)
)

P(S0(t))

+
∞

∑
k=1

E
(
|u(t; T0, u0, {τk})|

∣∣∣Sk(t)
)

P(Sk(t))

+
∞

∑
k=1

E
(
|u(t; T0, u0, {τk})|

∣∣∣Wk(t)
)

P(Wk(t)).

(14)

From Equation (12), the independence of the random variables τk, k = 1, 2, . . . , the inequalities
0 < Eq(−A) ≤ 1 for A ≥ 0, E(η) ≤ E(ξ) for the random variables η, ξ : 0 ≤ η ≤ ξ we see

- for ξ0 < t ≤ ξ1

E
(
|u(t; T0, u0, {τk})|

∣∣∣S0(t)
)
= E

(
|u0|Eq(−a0(t− T0)

q)
)

= |u0|Eq(−a0(t− T0)
q) ≤ |u0|;

(15)

- for ξk + dk < t ≤ ξk+1, k is a natural number we get t− ξk − dk < 0, Eq(−ak(t− ξk − dk)
q) ≤ 1 and

E
(
|u(t; T0, u0, {τk})|

∣∣∣Sk(t)
)

= E
(
|u0|

k

∏
i=1
|bi|
( k−1

∏
i=0

Eq(−ai(τi+1)
q)
)

Eq(−ak(t− ξk − dk)
q)
)

≤ |u0|
k

∏
i=1
|bi|

k−1

∏
i=0

E
(

Eq(−ai(τi+1)
q)
)
≤ |u0|

k

∏
i=1
|bi|;

(16)

- for ξk < t ≤ ξk + dk, k is a natural number, we get Eq(−ai(τi+1)
q) ≤ 1 and

E
(
|u(t; T0, u0, {τk})|

∣∣∣Wk(t)
)
= |u0|

k

∏
i=1
|bi|
(

E
k−1

∏
i=0

Eq(−ai(τi+1)
q)
)

≤ |u0|
k

∏
i=1
|bi|.

(17)

Apply inequalities (15)–(17), Lemmas 1–3 to inequality (14) and obtain for the expected value

E
(
|u(t; T0, u0, {τk})|

)
≤ |u0|Eq(−a0(t− T0)

q)P(S0(t)) + |u0|
∞

∑
k=1

k

∏
i=1
|bi|
(

P(Sk(t)) + P(Wk(t))
)

≤ |u0|e−λ(t−T0)
{

Eq(−a0(t− T0)
q)

α1−1

∑
i=1

(
λ(t− T0)

)i

(i)!

+
∞

∑
k=1

k

∏
i=1
|bi|
[
eλ ∑k

i=1 di
( ∑k+1

m=1 αm−1

∑
i=1

(λ(t− T0 −∑k
i=1 di))

i

i!

+
∑k

m=1 αm−1

∑
i=1

(λ(t− T0 −∑k
i=1 di))

i − (λ(t− T0 −∑k−1
i=1 di))

ieλdk

i!

)]}
.

(18)

Now apply the inequalities xa−1e−x < Γ(a, x) < Bxa−1e−x (see Equation (1.5) and (2.3) [1]) for

a > 1, B > 1, x >
B

B− 1
(a− 1),
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b

∑
i=1

ci

i!
= ec Γ(1 + b, c)

Γ(1 + b)
− 1 <

Bcb

Γ(1 + b)
− 1, Γ(a, x) ≤ xae−x

x− (a− 1)
, a ≥ 1, x > 0,

for any t > T0 + ∑k
i=1 di we get Bx − x > B(a− 1), B(x − a + 1) > x or B(c− b) > c or λ(t− T0 −

∑k
i=1 di) > ∑k+1

m=1 αm − 1 and B >
λ(t− T0 −∑k

i=1 di)

λ(t− T0 −∑k
i=1 di)−∑k+1

m=1 αm + 1
> 1

B >
λ(t− T0 −∑k

i=1 di)

λ(t− T0 −∑k
i=1 di)−∑k+1

m=1 αm
≥ λ(t− T0 −∑k

i=1 di)

λ(t− T0 −∑k
i=1 di)−∑k+1

m=1 αm + 1
> 1,

∑k+1
m=1 αm−1

∑
i=1

(λ(t− T0 −∑k
i=1 di))

i

i!

= e(λ(t−T0−∑k
i=1 di))

Γ(∑k+1
m=1 αm, λ(t− T0 −∑k

i=1 di)

Γ(∑k+1
m=1 αm)

− 1

≤ B(λ(t− T0 −∑k
i=1 di))

∑k+1
m=1 αm−1

Γ(∑k+1
m=1 αm)

− 1,

and
∑k

m=1 αm−1

∑
i=1

(λ(t− T0 −∑k
i=1 di))

i − (λ(t− T0 −∑k−1
i=1 di))

ieλdk

i!

< B
(λ(t− T0 −∑k

i=1 di))∑k
m=1 αm−1

Γ(∑k
m=1 αm)

− eλdk
(λ(t− T0 −∑k−1

i=1 di))∑k
m=1 αm

Γ(∑k
m=1 αm)

.

(19)

Then using that the function Γ(u) is increasing for u ≥ 2 , that is, Γ(∑k+1
m=1 αm) ≥ Γ(∑k

m=1 αm)

we get
E
(
|u(t; T0, u0, {τk})|

)
≤ |u0|e−λ(t−T0)

{
Eq(−a0(t− T0)

q)
α1−1

∑
i=1

(
λ(t− T0)

)i

(i)!

+
∞

∑
k=1

k

∏
i=1
|bieλdi |

[B(λ(t− T0 −∑k
i=1 di))

∑k+1
m=1 αm−1

Γ(∑k+1
m=1 αm)

− 1

+ B
(λ(t− T0 −∑k

i=1 di))∑k
m=1 αm−1

Γ(∑k
m=1 αm)

− eλdk
(λ(t− T0 −∑k−1

i=1 di))∑k
m=1 αm

Γ(∑k
m=1 αm)

]}

≤ |u0|e−λ(t−T0)
{

Eq(−a0(t− T0)
q)

α1−1

∑
i=1

(
λ(t− T0)

)i

(i)!

+
∞

∑
k=1

k

∏
i=1
|bieλdi |

[B((λ(t− T0 −∑k
i=1 di))

αk+1 + 1)(λ(t− T0 −∑k
i=1 di))∑k

m=1 αm

λ(t− T0 −∑k
i=1 di)Γ(∑k

m=1 αm)

]}

≤ |u0|e−λ(t−T0)
{

Eq(−a0(t− T0)
q)

α1−1

∑
i=1

(
λ(t− T0)

)i

(i)!

+
∞

∑
k=1

k

∏
i=1
|bieλdi (λ(t− T0 −

k

∑
j=1

dj))
αi |B((λ(t− T0 −∑k

i=1 di))
αk+1 + 1)

λ(t− T0 −∑k
i=1 di)Γ(∑k

m=1 αm)

≤ |u0|e−λ(t−T0)
{

Eq(−a0(t− T0)
q)

α1−1

∑
i=1

(
λ(t− T0)

)i

(i)!

+
∞

∑
k=1

B(λ(t− T0))
αk+1 + 1

λ(t− T0 −∑k
i=1 di)Γ(∑k

m=1 αm)

k

∏
i=1
|bieλdi (λ(t− T0))

αi |.

(20)
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Then according to condition 2 we get

E
(
|u(t; T0, u0, {τk})|

)
≤ |u0|e−(λ−µ)(t−T0), t ≥ T0.

6. Lyapunov Functions

Definition 5. Let J ⊂ R+ and ∆ ⊂ Rn, 0 ∈ ∆. The function V(t, x) : J × ∆ → R+, V(t, 0) ≡ 0 is from
the class Λ(J, ∆) if it is continuous on J × ∆ and locally Lipschitzian with respect to its second argument.

We will use fractional Dini derivatives of Lyapunov function V ∈ Λ([T0, ∞), ∆) defined by:

cDq
+V(t, x; T0) = lim sup

h→0+

1
hq

{
V(t, x)−

[
t− T0

h
]

∑
r=1

(−1)r+1qCrV(t− rh, x− hq f (t, x))
}

,

for t ≥ T0,

(21)

where qCr =
q(q− 1)(q− 2) . . . (q− r + 1)

r!
.

7. p-Moment Exponential Stability for RNIFrDE

Definition 6. Let p > 0. Then the trivial solution of the RNIFrDE (7) is

- p-moment exponentially stable if for any initial point (T0, x0) ∈ R+ ×Rn there exist constants α, µ > 0
such that E[||x(t; T0, x0, {τk)})||p] < α||x0||pe−µ(t−T0) for all t > T0, where x(t; T0, x0, {τk)} is the
solution of the IVP for the RNIFrDE (7);

- eventually p-moment exponentially stable if for any initial point (T0, x0) ∈ R+ ×Rn there exist constants
Θ = Θ(T0), α, µ > 0 such that E[||x(t; T0, x0, {τk)})||p] < α||x0||pe−µ(t−T0) for all t > T0 + Θ.

Theorem 1. Let the following conditions be satisfied:

1. Conditions (H3) and one of (H1) and (H2) hold.
2. The function V ∈ Λ([0, ∞),Rn

), for any x ∈ Rn the inequality V(t, x) is nondecreasing in t ≥ 0 and
there exist positive constants a, b such that

(i) a||x||p ≤ V(t, x) ≤ b||x||p for t ≥ T0 x ∈ Rn;
(ii) there exists a constant m ≥ 0 such that for any T ∈ R+, x0 ∈ Rn the inequality

cDq
+V(t, x; T) ≤ −mV(t, x), for t ≥ T, x ∈ Rn

holds;
(iii) for any k = 1, 2, . . . there exist functions wk ∈ C(R+,R+) and positive constants C : C < e−λd

and Ck : wk(t) ≤ Ck ≤ C < 1 for t ≥ 0 such that

V(t, Ik(t, x)) ≤ wk(t)V(t, x) for t ≥ 0, x ∈ Rn. (22)

3. Let condition 2 of Lemma 4 is satisfied with bk = Ck and ak = m.

Then the trivial solution of the RNIFrDE (7) is p-moment exponentially stable.

Proof. Choose an arbitrary initial data (T0, x0) ∈ R+ ×Rnand let the stochastic process xτ(t) =

x(t; T0, x0, {τk)} be the solution of IVP for RNIFrDE (7).
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Now consider the IVP for the scalar linear RNIFrDE

c
T0

Dq
+u(t) = −m u(t) for ξk + d < t < ξk+1, k = 0, 1, 2, . . . ,

u(t) = Cku(ξk) for ξk < t < ξk + d, k = 1, 2, . . . ,

u(T0) = V(T0, x0).

(23)

According to Lemma 4 the IVP for RNIFrDE (23) has a solution u(t; T0, V(T0, x0), {τk}) given
by (12) with a = m, bk = Ck and u0 = V(T0, x0) and inequality (13) holds.

Choose arbitrary values tk of the random variables τk, k = 1, 2, . . . . Define Tk = T0 + ∑k
i=1 ti +

kd, k = 1, 2, . . . and sk = Tk + d. Note Tk are values of the random variables ξk and sk are values of
random variables ξk + d. The corresponding function x(t; T0, x0, {Tk}) is a sample path solution of the
IVP for RNIFrDE (7) and the corresponding function u(t) = u(t; T0, V(T0, x0), {Tk}) is a sample path
solution of the IVP for RNIFrDE (23).

Define v(t) = V(t, x(t; T0, x0, {Tk})) for t ≥ T0, t 6= Tk and v(Tk) = V(Tk, x(Tk − 0; T0, x0, {Tk})).
Let t ∈ (Tk, sk], k = 0, 1, 2, . . . . From the continuity and monotonicity of the function V(t, x) and

condition 2(iii) we obtain

v(t) = V(t, x(t; T0, x0, {Tk})) = V(t, Ik(t, x(Tk − 0; T0, x0, {Tk})))
≤ wk(t)V(t, x(Tk − 0; T0, x0, {Tk})) ≤ wk(t)V(Tk, x(Tk − 0; T0, x0, {Tk}))
= wk(t)v(Tk) ≤ Ckv(Tk), t ∈ (sk, Tk], k = 0, 1, 2, . . . .

(24)

Now, consider any interval (sk, Tk+1]. Then using v(sk) = V(sk, x(sk; T0, x0, {Tk})) with xk = x(sk)

and x(t) = x(t; T0, x0, {Tk}) we obtain

v(t)− v(sk)−
[
t− sk

h
]

∑
r=1

(−1)r+1qCr
[
v(t− rh)− v(sk)

]
=

{
V(t, x(t))−V(sk, xk)

−
[
t− sk

h
]

∑
r=1

(−1)r+1qCr
[

V(t− rh, x(t)− hq f (t, x(t))−V(sk, xk)

]}

+

[
t− sk

h
]

∑
r=1

(−1)r+1qCr
{

V(t− rh, x(t)− hq f (t, x(t))−V(t− rh, x(t− rh))
}

.

(25)

Since x(t) ∈ Cq((Tk, Tk+1],Rn
) from Remark 2 we have c

sk
Dqx(t) =c

sk
Dq
+x(t) and

c
sk

Dq
+x(t) = lim sup

h→0+

1
hq

[
x(t)− x(sk)−

[
t− sk

h
]

∑
r=1

(−1)r+1(qCr)
(

x(t− rh)− x(sk)
)]

= f (t, x(t))

or
x(t)− hq f (t, x(t)) = Sk(x(t), h) + x(sk) + Λ(hq) (26)
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with
Λ(hq)

hq → 0 as h→ 0 where

Sk(x(t), h) =

[
t− sk

h
]

∑
r=1

(−1)r+1qCr
[

x(t− rh)− xk].

Therefore, we get

[
t− sk

h
]

∑
r=1

(−1)r+1qCr
{

V(t− rh, x(t)− hq f (t, x(t))−V(t− rh, x(t− rh))
}

≤ L||
[
t− sk

h
]

∑
r=1

qCr
(

Sk (x(t), h) k + Λ(hq)− (x(t− rh)− xk)
)
||

≤ L||
[
t− sk

h
]

∑
r=1

(−1)r+1qCr

[
t− sk

h
]

∑
j=1

(−1)j+1qCj
(

x(t− jh)− xk

)

−
[
t− sk

h
]

∑
r=1

(−1)r+1qCr
(
(x(t− rh)− xk)

)
||+ L|Λ(hq)|

[
t− sk

h
]

∑
r=1

qCr

= L||
( [

t− sk
h

]

∑
r=0

(−1)r+1qCr
)( [

t− sk
h

]

∑
j=1

(−1)r+1qCj
(

x(t− jh)− xk

))
||

+ L |Λ(hq)|
[
t− sk

h
]

∑
r=1

qCr.

(27)

Substitute inequality (27) in (25), divide both sides by hq, take the limit as h → 0+, use
∑∞

r=0 qCrzr = (1 + z)q if |z| ≤ 1 and condition 2(ii) and get

c
sk

Dq
+v(t) ≤ cDq

+V(t, x; sk) + L lim
h→0+

Λ(hq)

hq lim
h→0+

[
t− sk

h
]

∑
r=1

qCr

+ L lim
h→0+

sup
∣∣∣∣∣∣( [

t− sk
h

]

∑
r=0

(−1)r+1qCr
)( 1

hq

[
t− sk

h
]

∑
j=1

qCj
(

x(t− jh)− xk

))∣∣∣∣∣∣
= cDq

+V(t, x; sk) ≤ −mV(t, x(t))) = −mv(t), t ∈ (sk, Tk+1].

(28)

From (24) and (28) it follows the function v(t) satisfies

c
T0

Dq
+v(t) ≤ −m v(t) for sk < t ≤ Tk+1, k = 1, 2, . . . ,

v(Tk+) ≤ Ckv(Tk), for Tk < t ≤ sk, k = 1, 2, . . . ,

v(T0) = V(T0, x0).

(29)

Consider the solution of the IVP for RNIFrDE corresponding to (29) (with equalities
instead of inequalities) and with a solution u(t; T0, x0, {Tk}), t ≥ T0. Therefore, the inequality
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v(t) = V(t, x(t; T0, x0, {Tk})) ≤ u(t) = u(t; T0, V(T0, x0), {Tk}) holds and V(t, x(t; T0, x0, {τk})) ≤
u(t; T0, V(T0, x0), {τk}).

From Inequality (13), condition 2(i) of Theorem 1 and Lemma 4 for the function u(t; T0, x0, {τk})
we obtain for t ≥ T0 the inequalities

E(||x(t; T0, x0, {τk})||p) =
1
a

E(a||x(t; T0, x0, {τk})||p)

≤ 1
a

E(V(t, x(t; T0, x0, {τk})) ≤
1
a

E(u(t; T0, V(T0, x0), {τk}))

≤ 1
a

V(T0, x0)e−(λ−µ)(t−T0) ≤ b
a
||x0||pe−(λ−µ)(t−T0).

(30)

Inequality (30) proves the p-moment exponential stability.

Remark 3. If the condition 2(ii) of Theorem 1 is satisfied for t > T + Θ where the constant Θ = Θ(T) > 0
then the zero solution is eventually p-moment exponentially stable.

Example 1. Let d0 = 0, dk =
1

3k−1 , k = 1, 2, 3, . . . be a given numbers. Then the condition (H2) is satisfied

with B = 1.5.
Consider the IVP for RNIFrDE

c
0D0.5x(t) = −0.5

t
Γ(0.5)

(x + y)

c
0D0.5y(t) = 0.5

t
Γ(0.5)

(x− y) for t ≥ 0, ξk + dk < t < ξk+1,

x(t) = 0.5sin(t)x(ξk − 0), y(t) =
0.5t
t + 1

y(ξk − 0) for ξk < t < ξk + dk, k = 1, 2, . . . ,

x(0) = x0, y(0) = y0,

(31)

where x, y ∈ R, random variables ξk are defined by (4).

Let V(x, y) = x2 + y2. The condition 3(i) of Theorem 1 is satisfied for p = 2. The condition 3(iii) is
reduced to

V(t, Ik(t, x)) = (0.5sin(t)x)2 + (
0.5t
t + 1

y)2 ≤ 0.25(x2 + y2) = wk(t)V(t, x),

where wk(t) ≡ 0.25.
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Let T ∈ R+ be an arbitrary. Then using (21) we get

cD0.5
+ V(t, x; T)

= lim sup
h→0+

1
h0.5

{
(x2 + y2)−

[
t− T

h
]

∑
r=1

(−1)r0.5Cr
[
(x− h0.5 f (t, x, y))2 + (y− h0.5g(t, x, y))2

]}

= (x2 + y2) lim sup
h→0+

1
h0.5

[
t− T

h
]

∑
r=0

(−1)r0.5Cr

+ lim sup
h→0+

1
h0.5

[
t− T

h
]

∑
r=1

(−1)r0.5Cr
[
(x− h0.5 f (t, x, y))2 + (y− h0.5g(t, x, y))2 − (x2 + y2)

]}

=
(x2 + y2)

(t− T)0.5Γ(0.5)
−
(

2x f (t, x, y) + 2yg(t, x, y)
)

lim sup
h→0+

[
t− T

h
]

∑
r=1

(−1)r0.5Cr

+

((
f (t, x, y)

)2
+
(

g(t, x, y)
)2
)

lim sup
h→0+

h0.5

[
t− T

h
]

∑
r=1

(−1)r0.5Cr

=
(x2 + y2)

(t− T)0.5Γ(0.5)
+
(

2x f (t, x, y) + 2yg(t, x, y)
)

= (x2 + y2)
( 1
(t− T)0.5Γ(0.5)

− t
Γ(0.5)

)
=

V(x, y)
Γ(0.5)

( 1
(t− T)0.5 − t

)
.

(32)

Note that for any T > 0 there exists Θ > 0 such that
1

(t− T)0.5 − t < −1 for t ≥ T + Θ. Therefore,

the condition 2(iii) of Theorem 1 is satisfied with m =
1

Γ(0.5)
for t > T + Θ.

Also,
E0.5(−a0(t− T0)

0.5)
(
λ(t− T0)

)
≤
(
λ(t− T0)

)
≤ M0eµ0(t−T0), t ≥ T0,

with M0 = 1, µ = 0.5λ and

B(λ(t− T0))
αk+1 + 1

λ(t− T0 −∑k
i=1 di)Γ(∑k

m=1 αm)

k

∏
i=1
|bieλdi (λ(t− T0))

αi |

=
B(λ(t− T0))

2 + 1

λ(t− T0 −∑k
i=1

1
3i−1 )Γ(∑

k
m=1 αm)

k

∏
i=1
|bie

λ

3i−1 (λ(t− T0))
2|

=
B(λ(t− T0))

2 + 1
λ(t− T0 − 1.5)Γ(2k)

(λ(t− T0))
2e1.5λ(0.25)k(

1
Γ(0.5)

)k

(33)

and there exist Mk, µk > 0 such that the Inequality (11) holds for t ≥ T0. Therefore, the condition 3 of
Theorem 1 is satisfied.

According to Remark 3 the zero solution is eventually mean square exponentially stable
(eventually 2-moment exponentially stable).

8. Conclusions

The p-moment stability of the nonlinear Caputo fractional differential equations with impulses
starting abruptly at some randomly distributed points and their action continue on intervals with
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given finite lengths. The type of the distribution of the random variables determining the moments of
the impulses is very important. We study the case of Erlang distributed random variables between two
consecutive moments of impulses. The stability is studied without the restriction about the constant
length of the randomly occurred intervals of impulses. This study combines the ones of the theory
of fractional differential equations and the probability theory. The study by base on the employing
Lyapunov functions. The fractional Dini derivatives are applied to obtain some sufficient conditions.
Since the exponential distribution is a partial case of Erlang distribution, the results in this paper are a
generalization of those in Reference [17].
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