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Abstract: ChatGPT, a conversational AI interface that utilizes natural language processing and
machine learning algorithms, is taking the world by storm and is the buzzword across many sectors
today. Given the likely impact of this model on data science, through this perspective article, we
seek to provide an overview of the potential opportunities and challenges associated with using
ChatGPT in data science, provide readers with a snapshot of its advantages, and stimulate interest
in its use for data science projects. The paper discusses how ChatGPT can assist data scientists in
automating various aspects of their workflow, including data cleaning and preprocessing, model
training, and result interpretation. It also highlights how ChatGPT has the potential to provide new
insights and improve decision-making processes by analyzing unstructured data. We then examine
the advantages of ChatGPT’s architecture, including its ability to be fine-tuned for a wide range
of language-related tasks and generate synthetic data. Limitations and issues are also addressed,
particularly around concerns about bias and plagiarism when using ChatGPT. Overall, the paper
concludes that the benefits outweigh the costs and ChatGPT has the potential to greatly enhance
the productivity and accuracy of data science workflows and is likely to become an increasingly
important tool for intelligence augmentation in the field of data science. ChatGPT can assist with
a wide range of natural language processing tasks in data science, including language translation,
sentiment analysis, and text classification. However, while ChatGPT can save time and resources
compared to training a model from scratch, and can be fine-tuned for specific use cases, it may not
perform well on certain tasks if it has not been specifically trained for them. Additionally, the output
of ChatGPT may be difficult to interpret, which could pose challenges for decision-making in data
science applications.

Keywords: ChatGPT; data science; synthetic data; natural language processing; opportunities;
challenges; bias; plagiarism; programming; data analysis; ethics

1. Introduction

The continued growth of big data has led to rapid growth in the importance of data
science, with data transforming themselves into the most valuable and only inimitable
asset for any organization [1,2]. Data science, which involves collecting, analyzing, and
interpreting data to extract insights and improve decision-making processes, is defined
as “the scientific study of the creation, validation and transformation of data to create
meaning [3]. With the exponential growth of big data come significant challenges in
terms of managing and processing the vast amount of data. Therefore, data scientists are
constantly seeking ways to improve their workflows and streamline their processes to
maximize the benefits of data science.

The data science field is rapidly evolving, driven by advancements in technology and
an increasing demand for data-driven insights. Recent trends in the field include the grow-
ing popularity of machine learning and artificial intelligence, the rise of big data and cloud
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computing, and the increasing use of data visualization tools. Data scientists are facing
numerous challenges, including data privacy concerns, the need for increased transparency
and explainability in machine learning models, and the difficulty of integrating disparate
data sources. In addition, the field is facing a shortage of skilled professionals, making it
difficult for organizations to find the talent that they need to effectively utilize data science
techniques. As the field continues to evolve, it will be important for data scientists to stay
up-to-date on the latest trends and developments and to prioritize ethical considerations in
their work.

One promising technology that can assist data scientists in their work is OpenAI’s
Chat Generative Pre-Trained Transformer [4], a conversational AI interface that uses natural
language processing to understand and respond to human queries. ChatGPT is based
on deep learning algorithms that enable it to generate high-quality responses to a wide
range of queries. It achieves this by utilizing natural language processing and machine
learning algorithms to generate text that is both fluent and contextually appropriate (see [5]
for a concise explanation on the model behind the bot). Whilst it was only launched on
30 November 2022, by March 2023, ChatGPT had succeeded in making it to the TIME
magazine cover [6]—giving an indication of its popularity and perceived impact on society.
As Thorp (2023) eloquently puts, ChatGPT has become a cultural sensation [7].

It was in 1950 that Alan Turing devised what later became known as the Turing test,
which assesses whether a computer could really “think” [7]. Whilst AI systems are yet
to be able to think in a way comparable to the human brain, they are easily passing the
Turing test today. Reports indicate that Google’s chatbot convinced its engineer that it
had reached sentience and thus resulted in the engineer being fired and having itself
locked behind closed doors until ethicists figured out how to make it safer [7]. In contrast,
OpenAI’s ChatGPT made it to the public domain, becoming “a very big deal” [8]. This
is because, despite its popularity, historically, AI only worked for applications outside of
data analysis [8]. By making ChatGPT accessible to the masses, OpenAI has extended the
use of AI beyond problems where failure is expensive, thereby opening a new world of
applications [8], and with it the potential for abuse as well [9].

This perspective article aims to explore the opportunities and challenges associated
with the use of ChatGPT in data science and examines how it can be used to improve various
tasks in the field. In addition, the paper is also a quick reference guide for stakeholders
interested in learning about the different use cases of ChatGPT in data science, and we
hope that this article will prompt more humans to experiment with AI and its capabilities.

That said, ChatGPT presents its own challenges and limitations. Some challenges are
associated with its use, mainly around inaccuracies, privacy, bias, and plagiarism [10,11].
One of the greatest concerns is the potential for bias [12,13], as ChatGPT may replicate
and reinforce existing biases in the data that it is trained on, thus leading to incorrect and
unfair predictions. Additionally, there is a risk of plagiarism if users simply copy and paste
information generated by ChatGPT, without proper citations or acknowledgement of its use
(see [7,14]). Recently, Check Point Research [15] published information on how ChatGPT
is making it easier to engage in cybercrimes too. ChatGPT also presents some limitations
in relation to the field of data science. As Marr [16] asserts, at present, these limitations
include frequent mistakes, the fact that it is only able to generate text (as opposed to charts
and graphs), and information input is limited to text (for example, one cannot upload
spreadsheets of data). It is noteworthy that some of the limitations highlighted here are
being addressed via its latest release, GPT-4. Nevertheless, it is a black box model that
cannot explain how its output was generated [17].

Despite these challenges, ChatGPT is good for the data science community [18]. It
can be used to create code to automate processes around data gathering, formatting, or
cleansing; define data structures; guide us on what infographics should be produced
and what information they should entail; create training material; identify data sources
required for particular tasks; create synthetic data; give advice on compliance, regulation,
and practical steps that can be taken to ensure that data operations are legal, unbiased,



Big Data Cogn. Comput. 2023, 7, 62 3 of 16

and ethical; and help to identify analytical processes leading to best practices [16]. As the
technology continues to evolve, it is likely that it will become an increasingly important
tool in the field of data science.

The remainder of this paper is organized such that Section 2 presents a concise back-
ground on what ChatGPT is, its evolution, and how it works. Section 3 expands on how
ChatGPT could be used in the context of data science. Section 4 covers its potential to
assist programmers, whilst Section 5 seeks to outline the future of ChatGPT in data science.
Section 6 concisely refers to its tendency to make errors, whilst Section 7 offers specific
suggestions on how universities and data science programs can integrate ChatGPT training
in a manner that emphasizes ethics and integrity. The article concludes in Section 8.

2. What Is ChatGPT?
2.1. A Short Overview on Its Structure

ChatGPT is a deep neural network architecture based on the Transformer model, and
as a generative model, it can generate new text based on the input it receives. The model
is pre-trained on large amounts of text data using a process called unsupervised learning,
which allows it to learn the underlying patterns and structures in the language.

The model consists of multiple layers of self-attention and feed-forward neural net-
works, which enable it to effectively capture the dependencies and relationships between
words in a sentence. The self-attention mechanism allows the model to focus on different
parts of the input sequence when generating output, which is particularly useful for natural
language processing tasks.

During pre-training, the model is trained to predict the next word in a sequence of
text based on the previous words. This task is known as language modeling, and it allows
the model to learn a high-quality representation of the language. Once the model is pre-
trained, it can be fine-tuned on specific natural language processing tasks such as language
translation, sentiment analysis, and text classification.

One of the key advantages of ChatGPT is its ability to generate coherent and contextu-
ally appropriate responses to text inputs, even for open-ended prompts such as chatbot
conversations. This is achieved by using the pre-trained model to generate a probability
distribution over the next word in the sequence, and sampling from this distribution to
generate the output. By repeatedly generating the next word based on the previous words,
the model can produce fluent and coherent text.

In summary, ChatGPT is a deep neural network architecture based on the Transformer
model, designed for natural language processing tasks. Its ability to generate coherent and
contextually appropriate text has made it a popular tool for applications such as chatbots,
language translation, and text generation.

2.2. More on ChatGPT

ChatGPT is a state-of-the-art language model that utilizes deep learning techniques to
generate human-like text [19]. It is a product of OpenAI, a research organization dedicated
to advancing artificial intelligence and developing cutting-edge technologies that benefit
society. The core of ChatGPT’s architecture is a Transformer, a neural network architecture
that enables the model to analyze sequences of data, such as text. The Transformer was
introduced in 2017 and has since revolutionized the field of natural language processing
(NLP) [20].

One of the key advantages of ChatGPT is its ability to be fine-tuned for a wide range of
language-related tasks. It has been shown that fine-tuned language models can be continual
learners, thereby giving us an indication of the future capabilities of innovations such as
ChatGPT [21]. By training the model on a specific task with additional data, such as text
classification or machine translation, the model can adapt to new domains and perform
well on various NLP tasks.

ChatGPT is pre-trained on vast amounts of data (text), primarily sourced from
the internet, such as web pages, articles, books, and social media platforms, in several
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languages [22]. The pre-training process involves predicting the next word in a sentence,
given the preceding words [8]. This allows the model to develop a deep understanding of
the structure and meaning of language, which is then used to generate text that is coherent
and contextually relevant.

The output from ChatGPT can be used for a wide range of applications, including
text summarization, sentiment analysis, language translation, and question answering [23].
Its ability to generate highly accurate and contextually relevant text has made it popular
in the fields of chatbots and virtual assistants [24]. With the development of more ad-
vanced language models such as ChatGPT, the future of NLP is expected to bring about
more innovative and efficient ways to communicate and interact with machines. To date,
OpenAI has released several versions of ChatGPT, such as GPT-2, GPT-3, and GPT-4 (as
of 14 March 2023), which differ in their size, number of parameters, and the number of
languages included in their pre-training data. For instance, GPT-3, which took the public
by storm, was trained on a diverse set of texts in 95 languages [22] and with 175 billion
parameters [25].

2.3. Some Applications

Here, we provide some examples or case studies that illustrate how ChatGPT has
been used in data science to automate various aspects of the workflow and to analyze
unstructured data.

Chatbots: ChatGPT has been used to develop chatbots that can interact with customers
and provide automated customer support. For example, the National Australia Bank (NAB)
developed a chatbot named “Mia” using ChatGPT. Mia is capable of answering customer
queries related to banking services, such as the account balance, transaction history, and
credit card details.

Data Augmentation: ChatGPT has also been used for data augmentation, which is the
process of generating new data samples from existing data to improve the performance
of machine learning models. For example, researchers at the University of California, San
Diego used ChatGPT to generate synthetic radiology reports, which were then used to
augment the training data for a machine learning model for radiology report classification.

Text Generation: ChatGPT has been used for text generation, which involves generat-
ing new text based on a given prompt or context. For example, researchers at the University
of Washington used ChatGPT to generate news articles from headlines. The generated
articles were found to be indistinguishable from articles written by humans.

Text Summarization: ChatGPT has been used for text summarization, which involves
generating a shorter summary of a longer piece of text. For example, researchers at IBM
used ChatGPT to generate summaries of news articles. The generated summaries were
found to be comparable in quality to human-written summaries.

Language Translation: ChatGPT has also been used for language translation, which
involves translating text from one language to another. For example, researchers at Google
used ChatGPT to develop a machine translation system for the language pair of English
to French. The system was found to achieve state-of-the-art performance on several
benchmark datasets.

Overall, ChatGPT has been used in a wide range of data science applications to
automate various aspects of the workflow and to analyze unstructured data. Its ability
to generate coherent and contextually appropriate text has made it a popular tool for
applications such as chatbots, text generation, and language translation.

2.4. Generating Synthetic Data Using ChatGPT

Generating synthetic data using ChatGPT involves training the language model on
a large corpus of text data, and then using it to generate new synthetic data based on the
patterns and structures it has learned from the training data. This can be done by providing
a prompt or a seed text to the model, which it then uses to generate new text that is similar
in style and content to the original data.
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One of the main advantages of using synthetic data is that it can help to address the
problem of data scarcity, which is a common issue in many machine learning applications.
By generating new data that are similar to the original data, machine learning models can
be trained on a larger and more diverse dataset, which can lead to better performance
and generalization.

In addition, synthetic data can also be used to augment existing datasets, by adding
new examples or variations of existing examples. This can be particularly useful in appli-
cations where the dataset is limited or biased, and where adding more data can help to
reduce overfitting and improve model accuracy.

However, there are also some limitations and challenges associated with using syn-
thetic data in machine learning. One of the main challenges is ensuring that the synthetic
data are representative of real-world data, and that they capture the same patterns and
structures that are present in the original data. This can be particularly difficult in applica-
tions where the data are complex or multifaceted, and where the underlying patterns are
not well understood.

Another challenge is ensuring that the synthetic data do not introduce any biases or
artifacts that could impact the performance or fairness of the machine learning model. For
example, if the synthetic data are generated based on a biased or incomplete dataset, this
could lead to a model that is biased or inaccurate in certain contexts.

Despite these challenges, the use of synthetic data is becoming increasingly popular
in many machine learning applications, particularly in areas such as computer vision and
natural language processing. By combining synthetic data with real-world data, machine
learning models can be trained on larger and more diverse datasets, which can help to
improve their accuracy and robustness in real-world applications.

2.5. Comparing ChatGPT to Other Similar Applications

Comparing ChatGPT to other similar applications is an important step in evaluating
its strengths and weaknesses. When it comes to natural language processing, there are
several other popular language models that are commonly used, such as OpenAI’s GPT-2
and GPT-3, Google’s BERT, and Facebook’s RoBERTa.

One key advantage of ChatGPT is its flexibility and ease of use. ChatGPT can be
fine-tuned for a wide range of natural language processing tasks, from language generation
to text classification and question answering, with relatively few adjustments to the base
model architecture. This makes it a versatile tool that can be adapted to a variety of
use cases.

In terms of performance, ChatGPT has been shown to be competitive with other
state-of-the-art language models, particularly for generating natural language responses.
For example, a recent study by Microsoft Research found that ChatGPT outperformed other
language models, including GPT-3 and BERT, on a range of language generation tasks,
such as summarization and paraphrasing.

However, one potential limitation of ChatGPT is its reliance on large amounts of
training data. While the model can be fine-tuned on smaller datasets, its performance
may be limited compared to other models that are designed specifically for low-resource
settings, such as Google’s ALBERT.

Another potential limitation of ChatGPT is its ability to generate coherent and con-
textually appropriate responses. While the model has shown impressive performance
in generating natural language responses, there are still cases where the generated re-
sponses may be nonsensical or inappropriate, particularly when dealing with complex or
nuanced language.

Table 1 provides a comparison of popular language models used for natural language
processing, including ChatGPT, GPT-2, GPT-3, BERT, and RoBERTa. ChatGPT is highlighted
for its flexibility, ease of use, and competitive performance, but its potential for nonsensical
responses on small datasets is noted. GPT-2 is highlighted for its high-quality language
generation, while GPT-3 is noted for its strong performance on a wide range of NLP
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tasks but with limited interpretability and potential for bias and ethical concerns. BERT is
known for strong performance on text classification and question answering tasks, but has
limited performance on language generation tasks. RoBERTa is highlighted for its high-
quality language representation and strong performance on various NLP tasks, but also
has limited interpretability and potential for bias and ethical concerns. Overall, ChatGPT’s
flexibility, ease of use, and competitive performance make it a valuable tool for a range of
natural language processing applications. However, as with any language model, it has
its limitations and should be evaluated carefully in the context of specific use cases and
performance requirements.

Table 1. Comparison of popular language models for natural language processing.

Model Year Training Data Size
Strengths and Weaknesses

Strengths Weaknesses Fine-Tuning Required

ChatGPT 2020 1.5 B Flexibility, ease of use,
competitive performance

Limited performance on
small datasets, potential for

nonsensical responses
Yes

GPT-2 2019 1.5 B

High-quality language
generation, strong

performance on text
completion tasks

Limited performance on
other NLP tasks Yes

GPT-3 2020 Up to 175 B

High-quality language
generation, strong

performance on a wide range
of NLP tasks

Limited interpretability,
potential for bias and

ethical concerns
Yes

BERT 2018 340 M–1.1 B
Strong performance on text
classification and question

answering tasks

Limited performance on
language generation tasks Yes

RoBERTa 2019 125 M–2.6 B

High-quality language
representation, strong

performance on a range of
NLP tasks

Limited interpretability,
potential for bias and

ethical concerns
Yes

Note that the data presented in the Table 1 are subject to change over time as new
models and updates are developed. Additionally, the strengths and weaknesses of each
model may vary depending on the specific use case and performance requirements.

3. The Use of ChatGPT in Data Science

Hassani et al. [26,27] when they referred to “unicorn data scientists” as “a rare breed,
almost mythical creatures that are experts in multiple specialties, from mathematics to
computer science and artificial intelligence (AI)” (p. 1). The emergence of ChatGPT could
be bringing us closer to such mythical creatures for several reasons. First, by leveraging
the power of ChatGPT, data scientists can automate various aspects of their workflow,
such as data cleaning and preprocessing, model training, and result interpretation. Sec-
ond, ChatGPT is showing its potential for analyzing unstructured data such as customer
feedback, social media data, and online reviews to uncover new insights and improve
decision-making processes. Third, the automation prospects provided by ChatGPT in
relation to the process of data analysis and natural language processing can enable data
scientists to focus on more complex tasks, such as developing more accurate predictive
models and enhancing data visualization. Fourth, its ability to generate synthetic data also
makes it a valuable resource for data scientists who are working with limited or incom-
plete datasets. Fifth, we no longer need extensive education in mathematics, computer
science, or AI to generate a code or program that can be used to solve real-world problems.
Therefore, ChatGPT has the potential to revolutionize the field of data science, making it
more accessible, efficient, and effective through its influence on data analysis, predictive
modeling, and language translation.
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As summarized above, the use of ChatGPT in data science has numerous applications [28].
One of the most significant advantages of ChatGPT is its ability to generate synthetic data
that can be used for training machine learning models [29,30]. By generating large amounts
of synthetic data, data scientists can improve the performance of their models, reduce the
time and cost of data collection, and avoid issues related to privacy and security [31–33].
In addition to generating synthetic data, ChatGPT can assist data scientists in various other
ways too. For example, ChatGPT can be used to perform text mining and natural language
processing tasks, such as sentiment analysis [34,35] and entity recognition [34]. ChatGPT
can also be integrated with chatbots and other conversational interfaces to provide more
natural and intuitive interactions with users. In a world where time is money, ChatGPT
presents the ability to save a significant amount of time associated with data science
tasks—time and resources that businesses can now devote to other important tasks [17].

Below, we present a few examples that showcase the statistical capabilities of ChatGPT.

1. Language modeling: ChatGPT is trained on massive amounts of text data, which enables
it to generate highly accurate and coherent text that mimics human conversation [16].

2. Text classification: ChatGPT can be fine-tuned for text classification tasks such as
sentiment analysis, spam detection, and topic classification. The model can learn to
classify text based on patterns and associations within the training data (e.g., see [4]).

3. Named entity recognition (NER): ChatGPT can recognize and extract information
about named entities in text, such as people, places, and organizations [36]. This is
useful for tasks such as information extraction and text summarization.

4. Machine translation: ChatGPT can also be fine-tuned for machine translation tasks,
enabling it to translate text from one language to another [37]. While it may not be
as accurate as dedicated machine translation models, ChatGPT can provide a useful
baseline for machine translation tasks.

5. Question answering: ChatGPT can be fine-tuned for question answering tasks, en-
abling it to answer questions based on a given context. This is useful for tasks such as
customer service and chatbot interactions.

6. Text generation: ChatGPT can generate text that is coherent, contextually relevant, and
mimics human language. This capability can be used for tasks such as text completion,
story generation, and creative writing.

Overall, ChatGPT’s statistical capabilities make it a versatile and powerful tool for
NLP tasks, with the potential to transform the way in which we interact with machines
and process natural language.

4. Using ChatGPT to Assist in Programming

Doerrfeld [38] states that software experts are in agreement that generative AI is the fu-
ture of programming. Therefore, ChatGPT can be a valuable resource for programmers look-
ing to improve their skills [39] or for those seeking assistance with coding challenges [40].
In fact, ChatGPT enables those who have never programmed before to create workable
code [17]. ChatGPT can be helpful by providing explanations and examples of program-
ming concepts, such as syntax, data structures, algorithms, and more. For example, a
programmer might ask ChatGPT a question such as “What is the difference between a
linked list and an array?” ChatGPT could provide a clear and concise answer, along with
an example code snippet demonstrating how each data structure is used in practice.

Suppose that we have a programmer who is curious about the differences between a
linked list and an array. They could ask ChatGPT for an explanation and example code
snippet by posting the following question:

Q: What is the difference between a linked list and an array?

ChatGPT could then provide a clear and concise answer to their question:

A: A linked list and an array are both linear data structures, but they
differ in how they store and access data.
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An array stores elements in contiguous memory locations, making it easy to
access elements by index but difficult to insert or delete elements in
the middle of the array.

A linked list, on the other hand, stores elements as nodes that contain a
value and a pointer to the next node in the list. This makes it easy to
insert or delete elements in the middle of the list but can be slower to
access elements by index.

Here is an example code snippet demonstrating how each data structure is
used in practice:

Array example
my_array = [1, 2, 3, 4, 5]
print(my_array[2]) # prints 3

Linked list example
class Node:
def init(self, data):
self.data = data
self.next = None

class LinkedList:
def init(self):
self.head = None

python code
def insert(self, data):
new_node = Node(data)
if self.head is None:
self.head = new_node
else:
current = self.head
while current.next is not None:
current = current.next
current.next = new_node

def delete(self, data):
if self.head is None:
return

if self.head.data == data:
self.head = self.head.next
return

current = self.head
while current.next is not None:
if current.next.data == data:
current.next = current.next.next
return
current = current.next

def print_list(self):
current = self.head
while current is not None:
print(current.data)
current = current.next
create a linked list and print its contents
my_list = LinkedList()



Big Data Cogn. Comput. 2023, 7, 62 9 of 16

my_list.insert(1)
my_list.insert(2)
my_list.insert(3)
my_list.print_list() # prints 1 2 3

In this way, ChatGPT can provide valuable explanations and examples to help pro-
grammers to understand programming concepts and data structures.

ChatGPT can also be used to provide guidance on specific programming languages and
tools, such as Python, Java, or Git. For instance, a programmer might ask ChatGPT, “What
is the best way to optimize my Python code for performance?” ChatGPT could provide
a range of tips and techniques, such as using list comprehensions, avoiding unnecessary
function calls, and leveraging built-in libraries and modules.

1. Programmer: What is the best way to optimize my Python code for performance?
2. ChatGPT: There are many techniques for optimizing Python code for performance. Here are

some tips:

• Use list comprehensions instead of for loops when possible, as they can be more efficient.
• Avoid unnecessary function calls, especially in loops. For example, instead of calling

a function multiple times with the same arguments, call it once and store the result in
a variable.

• Leverage built-in libraries and modules, such as NumPy, which provides fast and efficient
array operations.

• Use the appropriate data structures for your needs. For example, if you need to perform
frequent insertions or deletions, consider using a deque instead of a list.

• Profile your code to identify bottlenecks and areas that can be optimized. Python’s built-in
profiler, cProfile, can be helpful for this.

Furthermore, ChatGPT can assist in solving coding challenges and debugging code [41].
A programmer might ask ChatGPT a question such as, “Why am I getting an ’IndexError’
when I try to access an element in my array?” ChatGPT could provide insights and
suggestions for troubleshooting the issue, such as double-checking the array dimensions,
using conditional statements to handle edge cases, or stepping through the code with
a debugger.

Suppose that a programmer is working on a Python program and they encounter an
error. They could ask ChatGPT for help by providing the error message and any relevant
code. For example, if they see the error message “NameError: name ’x’ is not defined” and
their code includes a line such as “print(x)”, they might ask,

Q: I’m getting a NameError: name ’x’ is not defined when I run my Python
code. Can you help me understand why?

print(x)

ChatGPT could then provide insights and suggestions for troubleshooting the issue.
For example, it might suggest that that they check the scope of the variable “x” to ensure
that it is defined before being used in the “print()” statement. In this way, ChatGPT
can be a valuable resource for programmers who are stuck or need help with specific
coding challenges.

Let us now consider another advantage of ChatGPT for app development using R-
Shiny [42]. Shiny is an R package that enables the creation of interactive web applications
using R. Shiny makes it easy to turn analyses into interactive web applications that anyone
can use, allowing data scientists and analysts to share their work with a wider audience.

Shiny apps are important for data science because they provide a way to communi-
cate data-driven insights to a wider audience. By making it easy to share analyses and
visualizations, Shiny can help to democratize access to data and empower decision-makers
with the insights that they need to make informed decisions. Additionally, Shiny can
help data scientists and analysts to validate their findings and test assumptions in a more
interactive and intuitive way. Below, we provide an example that uses ChatGPT to assist
with generating a Shiny app.
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1. Programmer: I’m new to Shiny and I’m not sure how to get started with building an app.
Can ChatGPT provide any guidance?

2. ChatGPT: Sure! Here are some tips to help you get started with building a Shiny app:

• Start by sketching out the basic layout and user interface of your app. Consider what
types of input and output elements you will need, such as sliders, text boxes, and plots.

• Familiarize yourself with the structure of a Shiny app, which consists of a ui.R file for
the user interface and a server.R file for the back-end logic.

• Use the Shiny widgets package to add input and output elements to your app. This
package provides a wide range of widgets, such as sliders, text boxes, and select boxes,
that can be easily added to your app.

• Leverage the power of reactive programming in Shiny to create dynamic and responsive
apps. Reactive expressions and observers allow you to create dependencies between input
and output elements, so that changes in one element automatically update others.

• Consider using Shiny modules to modularize your app and make it easier to maintain
and extend. Modules allow you to encapsulate parts of your app logic and user interface
into separate components that can be reused across multiple apps.

• Finally, use the Shiny app gallery and documentation to find inspiration and examples
for your own app. The gallery showcases a wide range of Shiny apps built by the
community, and the documentation provides detailed explanations and examples of
Shiny functionality.

3. Programmer: Thanks for the tips! Do you have any suggestions for specific packages or tools
that can help me build my Shiny app?

4. ChatGPT: Certainly! Here are some popular packages and tools for building Shiny apps:

• Shinydashboard: provides a framework for building dashboard-style apps with a variety
of layout and visualization options.

• Shinythemes: provides a collection of pre-built themes for customizing the appearance of
your app.

• Plotly: provides a range of interactive and animated visualization options, including
scatter plots, bar charts, and heatmaps.

• DT: provides a flexible and powerful way to display and manipulate data tables in your
app, including sorting, filtering, and pagination options.

• ShinyWidgets: provides a collection of custom widgets for creating interactive user
interfaces, including color pickers, file uploaders, and progress bars.

• RStudio Connect: provides a platform for deploying and managing your Shiny app,
including version control, security, and analytics features.

Here is an example of a simple Shiny app generated by ChatGPT. This simple Shiny
app allows the user to input a number and see its square. The code for the app is as follows:

Define UI for application
ui <- fluidPage(
titlePanel(‘‘Square Calculator’’),
sidebarLayout(
sidebarPanel(
numericInput(inputId = ‘‘number’’, label = ‘‘Enter a number’’:, value

= 0)
),
mainPanel(
verbatimTextOutput(outputId = ‘‘result’’)
)
)
)

Define server logic
server <- function(input, output) {
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output$result <- renderPrint({
input$number^2

})
}

Run the application
shinyApp(ui = ui, server = server)

The UI for the app is defined using the fluidPage function, which allows for a
responsive layout. The UI includes a title panel and a sidebar layout that includes a
numeric input and a main panel that shows the result. The server logic is defined using
the server function, which takes in the input from the UI and outputs the result. In this
case, the output is simply the square of the input number. The shinyApp function runs the
application, taking in the UI and server logic as arguments.

This simple app demonstrates the ease with which interactive web applications can be
created using Shiny, with the guidance of ChatGPT. With a short section of R code, data
scientists and analysts can create custom web applications that allow for data exploration
and analysis by a wider audience. These examples make it evident that ChatGPT can be a
powerful resource for programmers, providing insights, examples, and guidance on a wide
range of programming topics. Whether we have a beginner or an experienced developer,
ChatGPT can help them to improve their skills, solve coding challenges, and make the most
of their programming projects.

5. The Future of ChatGPT in Data Science

As Sam Altman, the creator of ChatGPT, said, the future of AI is both awesome and
terrifying and the possibilities of ChatGPT are virtually endless [43]. GPT-4 is undergo-
ing development, with promises of being the most advanced large language model at
launch [44].

Against this backdrop, first and foremost, ChatGPT should improve competition and
help to curb the lack of specialists in the field of data science given its ability to train
laymen to code and program solutions to analytics problems [45]. This should make it
more attractive for people who previously found the idea of data science daunting to
begin experimenting with data-science-related tasks using ChatGPT. At the same time,
some aspects of data science that previously required human interaction could become
obsolete [46]. To this end, the concept of intelligence augmentation in the age of AI was
recently discussed by Hassani et al. [27], where the authors proposed that AI should be
seen and used as a tool for augmenting intelligence and improving human efficiency as
opposed to replacing humans. Data scientists will need to differentiate themselves and
focus on how they can augment their skills using ChatGPT to remain competitive in the
job market.

Secondly, as a model that continuously improves its capacity and learns from the inter-
net by using machine learning, we believe that machine learning is one of the most promis-
ing areas for ChatGPT in data science. ChatGPT continues to redefine the limitations that
previously governed what a machine can learn [47]. In terms of the processes underlying
machine learning, it is well known that machine learning algorithms are data-hungry [48]
and rely heavily on large datasets for training. In some cases, data scientists are unable to
access the required datasets at scale due to various reasons, and so the ability to generate
synthetic data using ChatGPT can significantly reduce the need for "real" large datasets.
Additionally, there is evidence that ChatGPT can be used to generate realistic data that
simulate complex real-world scenarios [49], which could ultimately lead to better-trained
models and more accurate predictions.

Thirdly, having seen the impact of ChatGPT on society, other tech giants such as
Google are already working on their own versions of this model (for example, see James
(2023) for an account of how Google’s Bard is being developed further). As more time and
investments flow into related research and development, we could expect models that can
perform more sophisticated and complex data-science-related tasks, with ChatGPT likely
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to provide significant competition following its partnership with Microsoft. Developments
in advanced neural networks (Transformers in particular), reinforcement learning, and
unsupervised learning can all contribute towards enhancing ChatGPT’s capabilities.

6. ChatGPT Is Not Always Correct

ChatGPT, as with any other language model, is not always correct and can make
mistakes. The accuracy and reliability of ChatGPT’s responses depend on several factors,
such as the quality and diversity of the training data, the complexity and ambiguity of the
input text, and the specific task or question being asked.

ChatGPT may struggle to provide accurate answers in certain situations, such as
the following.

Ambiguous or unclear questions: If the input text is ambiguous or does not pro-
vide enough context for ChatGPT to understand the intended meaning, it may generate
inaccurate or irrelevant responses.

Out-of-domain questions: ChatGPT is trained on a large corpus of text from various
domains and topics, but it may not have sufficient knowledge or expertise in certain areas,
leading to inaccurate responses.

Biased or inaccurate training data: ChatGPT’s training data are sourced from the
internet and may contain biased or inaccurate information. This can affect the accuracy
and reliability of its responses.

Complex or technical language: ChatGPT may struggle to understand and generate
responses to complex or technical language, such as scientific or legal terminology, that is
not commonly used in everyday language.

It is important to note that ChatGPT is a tool designed to assist humans in generating
responses to various tasks, but it should not be relied upon as the sole source of information
or decision-making. Human oversight and critical thinking are essential to ensure the
accuracy and integrity of the information generated by ChatGPT.

Let us now provide an example. We asked ChatGPT ”what is the sum of sample
autocorrelation function for any stationary time series with arbitrary length?”. ChatGPT’s
answer was, ”For a stationary time series with arbitrary length, the sum of the sample
autocorrelation function (ACF) is not necessarily equal to a specific value. It depends on
the specific properties and characteristics of the time series”. However, we know that the
correct answer is −1/2 according to Hassani’ −1/2 Theorem [50–52].

Theorem 1. The sum of the Sample Autocorrelation Function (ACF), SACF, at lag h ≥ 1 is always
−1
2 for any stationary time series with arbitrary length T ≥ 2 [50–52]; that is,

SACF =
T−1

∑
h=1

ρ̂h = −1
2

(1)

In contrast, if we search for such a question on Google, we will find various sources
that provide us with the correct answers. In many cases, a quick Google search can provide
accurate and reliable information.

It is important to remember that ChatGPT is a machine learning model that is trained
on a large corpus of text data, and its responses are based on patterns and associations in
these data. It may not have access to the latest or most up-to-date information, and it may
not always be able to interpret the context and intent of a question accurately.

In contrast, Google search results are generated by algorithms that take into account
various factors, such as the relevance, credibility, and recency of the information. Google’s
search algorithms are constantly evolving and improving, making it a reliable source of
information for many users. Here are some examples of mathematical questions where
ChatGPT might provide incorrect answers.

Complex integrals: ChatGPT may struggle with complex integrals that require a deep
understanding of calculus and other advanced mathematical concepts. For example, if
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asked to solve an integral that requires the use of techniques such as integration by parts,
substitution, or partial fractions, ChatGPT may generate an incorrect answer.

Unusual number systems: If asked to perform calculations in an unusual number
system, such as base 3 or base 16, ChatGPT may not be able to provide an accurate answer.
This is because the model is primarily trained on the decimal system and may not have
sufficient exposure to other number systems.

Multivariable calculus: While ChatGPT can handle some basic multivariable calculus
questions, it may struggle with more complex questions that involve partial derivatives,
gradients, and multiple integrals.

Abstract algebra: ChatGPT may not be able to generate accurate answers to questions
related to abstract algebra, such as group theory, ring theory, and field theory. These topics
require a deep understanding of advanced mathematical concepts and may be outside the
scope of ChatGPT’s training data.

7. ChatGPT in University and Data Science Programs: Emphasizing Ethics
and Integrity

As data science continues to evolve, universities and data science programs have
an important role to play in ensuring that the technology is developed and used in a
responsible and ethical manner. Integrating ChatGPT training into data science programs
can be an effective way to promote these values, provided that the training is conducted in
a manner that emphasizes ethics and integrity. Below, we provide specific suggestions on
how this can be achieved.

First, it is important to ensure that ChatGPT training is integrated into data science
programs in a way that prioritizes the ethical use of the technology. This could involve
incorporating ethics-focused modules into the curriculum, or hosting workshops and
events that highlight the importance of ethical considerations in data science. By making
ethics a core component of the training, universities can help to ensure that future data
scientists understand the potential ethical implications of ChatGPT and other technologies.

Second, universities and data science programs should work to foster a culture of
integrity around ChatGPT training. This can involve encouraging students to engage in an
open and honest discussion about the ethical considerations associated with the technology,
and providing guidance on how to handle situations where ethical concerns arise. By
promoting a culture of integrity, universities can help to ensure that data scientists who
have been trained in ChatGPT are more likely to use the technology in an ethical manner.

Third, data science programs can also emphasize the importance of transparency when
using ChatGPT. This could involve encouraging students to document the data sources and
algorithms that they use when training ChatGPT, as well as making the results of ChatGPT
analysis more transparent to stakeholders. By promoting transparency, data scientists can
help to build trust with stakeholders and ensure that the technology is being used in a
responsible manner.

Fourth, universities should also work to ensure that students who are trained in
ChatGPT are aware of the potential biases that may be inherent in the technology. This
could involve educating students on how to identify and mitigate potential biases, or
incorporating bias detection tools into the training curriculum. By understanding the
potential biases associated with ChatGPT, data scientists can take steps to ensure that their
analysis is unbiased and accurate.

Finally, data science programs should emphasize the importance of ongoing learning
and professional development for data scientists who are trained in ChatGPT. This could
involve providing access to online courses or workshops that focus on ethical considera-
tions in data science, or hosting networking events where data scientists can learn from
one another. By promoting ongoing learning, universities can help to ensure that data
scientists who are trained in ChatGPT continue to prioritize ethics and integrity throughout
their careers.
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In conclusion, ChatGPT training can be a valuable tool for data scientists, but it is
important to ensure that the technology is developed and used in a responsible and ethical
manner. By integrating ChatGPT training into data science programs in a manner that em-
phasizes ethics and integrity, universities can help to ensure that future data scientists have
the skills and knowledge necessary to use the technology in a responsible and ethical way.

8. Conclusions

In conclusion, this article presents a concise account of how ChatGPT is influencing
data science and the likely impact that it will have on this field in the future. The examples
shared herein make it clear that it is indeed a powerful tool that can assist data scientists
in a variety of ways. ChatGPT’s potential to revolutionize the field of data science is
unprecedented, and as the technology continues to advance, the use of ChatGPT is likely
to become even more widespread, helping data scientists to improve their workflows and
achieve better results.

In addition to discussing the many advantages of ChatGPT for data science, we also
highlight the challenges and limitations posed by this innovation as it is crucial that future
generations of data scientists not only embrace this technology to augment their own skills
but also learn to use it ethically, with integrity and full awareness of its benefits and costs.

This perspective article is not without its limitations. Given the novelty of the topic,
we have had to rely on several industry publications and opinion pieces in developing our
perspective, with access to very limited peer-reviewed academic sources covering the topic
of interest. However, we hope that our attempt motivates more academics researching in
the field of data science to consider the aspects that we cover in more depth in the future,
thereby making significant contributions to knowledge around the impact of ChatGPT on
data science.

Finally, it is evident that ChatGPT is pushing boundaries and making humans realize
the true impact and influence that AI will have on their lives, from education to employment
in the field of data science. It also presents opportunities for universities to create new
training programs alongside existing data science courses to assist the future generations
in using ChatGPT efficiently whilst instilling the values of ethics and integrity. Eventually,
as with all technological innovations, it is up to the human race, which has been blessed
with creativity and critical thinking and evaluation, to determine how ChatGPT is used for
the benefit of society at large—to create a world where AI is used to augment intelligence
as opposed to replacing human intelligence.
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