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Abstract: Biometrics has been evolving as an exciting yet challenging area in the last decade. Though
face recognition is one of the most promising biometrics techniques, it is vulnerable to spoofing
threats. Many researchers focus on face liveness detection to protect biometric authentication systems
from spoofing attacks with printed photos, video replays, etc. As a result, it is critical to investigate
the current research concerning face liveness detection, to address whether recent advancements
can give solutions to mitigate the rising challenges. This research performed a systematic review
using the PRISMA approach by exploring the most relevant electronic databases. The article selection
process follows preset inclusion and exclusion criteria. The conceptual analysis examines the data
retrieved from the selected papers. To the author, this is one of the foremost systematic literature
reviews dedicated to face-liveness detection that evaluates existing academic material published in
the last decade. The research discusses face spoofing attacks, various feature extraction strategies,
and Artificial Intelligence approaches in face liveness detection. Artificial intelligence-based methods,
including Machine Learning and Deep Learning algorithms used for face liveness detection, have been
discussed in the research. New research areas such as Explainable Artificial Intelligence, Federated
Learning, Transfer learning, and Meta-Learning in face liveness detection, are also considered. A
list of datasets, evaluation metrics, challenges, and future directions are discussed. Despite the
recent and substantial achievements in this field, the challenges make the research in face liveness
detection fascinating.

Keywords: artificial intelligence (AI); domain adaptation; explainable AI (XAI); face liveness detection (FLD)

1. Introduction

Biometric authentication has consistently outperformed conventional password-based
authentication schemes [1]. Personal identification was limited in prehistoric times. Today,
computer vision and biometrics can distinguish people without credentials or artifacts [2].
Biometrics can identify people instead of their affiliations, belongings, or confidential
information. The need for accurate and machine-based identification led us to biometrics,
which uses technology to speed up the process of identifying and authenticating people.
The printed IDs have been replaced with biometric IDs, which allow for proof of ‘who you
are’ without carrying a card or other document [3].

Verification is a crucial step in granting authorized users access to the resources.
Conventional authentication solutions, which include a PIN, card, and password, cannot
distinguish between legitimate users and impostors who accessed the system fraudu-
lently [1,2]. There are numerous chances of forgetting the password/PIN or losing or
misplacing the card. A biometric system is a device that enables the automatic identifica-
tion of an individual. There is no need to memorize a password, card, or PIN code because
the biometric authentication system is simple to use [4].
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Biometrics have been intensively researched for their automation, accessibility, and
precision in meeting the increasing security demands of our daily life. As the technology
has evolved through monitoring crime identification and forensics, it is a machine that
analyzes human individuals’ physiological and behavioral characteristics [5] to classify
them uniquely. As per a report by (www.statista.com (accessed on 16 January 2023)),
the market of contactless biometrics would reach 37.1 billion USD whereas, by 2028, the
face-based biometric recognition market would reach USD 12.11 billion due to promising
applications in diverse categories, as given in the “Facial Recognition Business” report [6].
Biometrics has been effectively implemented in several areas where security is a top priority.
For instance, personal identity cards for airport check-in and check-out, confidential data
from unauthorized individuals, and credit card validation.

Several biometric features, including fingerprint, iris, palm print, and face, are utilized
for recognition and authentication. Face-based authentication provides more secure con-
tactless authentication of the user than fingerprints and iris. Table 1 exhibits numerous
facial biometric detection application domains.

Table 1. Several application domains for facial biometric detection.

Application Domain Usage

Security and Law enforcement Identify and track criminals, and accelerate
investigations [5]

Banking and Retail

Customer verifications through eKYC, used in
the authentication of banking applications,
Cardless ATM Transactions, online account
creations, and digital payments such as apple
pay [7,8]

Health Sector
Detecting genetic disease, tracking patient’s
effect of medications, and Health insurance
records management [9]

Immigration and border checks
Face recognition for identity checks is
implemented at various airports in European
countries [10]

Education Campus Security, attendance monitoring, and
increasing learning engagement [11]

Mobile Devices FaceID in smartphones such as Apple,
Samsung, Motorola, and OnePlus [12]

However, one of the biometric recognition systems’ most significant challenges is
deceptive identification, widely known as a spoofing attack [13]. Submitting a facial artifact
of a legitimate user could easily construct using a person’s face photos or videos from a
“public” social media platform; an impostor can quickly access an insecure face recognition
system. In general, also referred to as presentation attacks, these are straightforward,
easy to implement, and capable of fooling face recognition (FR) systems and providing
access to unauthorized users. These are becoming critical threats in advanced biometric
authentication systems. Effective face liveness detection systems are increasingly attracting
more attention in the research community, and several challenges make it difficult.

1.1. Significance and Relevance

A few biometric traits evolved as the field progressed and occasionally disappeared.
To be sure, face recognition is one biometric characteristic that has stood the test of time.
Face characteristics are distinctive. Face-based authentication offers a more reliable yet
contactless user identity than iris and fingerprint scanning. Face biometrics, which provides
a secure identity and forms the basis of an inventive biometric system, has thus emerged as
the preferred study area. However, printed face images or other artifacts can be used to fake
invader challenges on face biometric systems, making them highly vulnerable. Spoofed

www.statista.com
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faces can stop the face recognition system from working correctly. Various researchers
concentrate on identifying facial liveness to prevent attacks on the biometric system.

Therefore, it is crucial to categorize the current research on the biometric of Face
liveness detection to address how growing technologies might provide explanations to
lower the emerging hazards. Facial recognition-based applications have made tremendous
progress due to artificial intelligence (AI) techniques. Deep learning has advanced in
recent years [14–16]. The use of artificial neural networks or convolutional neural networks
(CNNs) in many computer vision tasks [17–19] has been extensively studied [20], especially
with the advancement of robust hardware and enormous data sets. Image categorization
and object detection were successfully solved using CNNs [21]. The existing body of
literature on Face liveness detection concentrates on advances in hardware and software and
various categorization methods employing ML- and DL-based methodologies. It is essential
to do a comparative examination of these procedures based on several assessment criteria.
It is necessary to thoroughly examine the pertinent articles and academic publications to
understand what research has been directed toward biometric and face liveness detection.
This study seeks to provide information on a range of datasets, performance metrics, face
spoofing attacks, and methods for detecting the liveness of a face.

1.2. Evolution of Face Biometric Liveness Authentication

Fingerprints and other biometric features were used in previous biometric identifi-
cation research. Semi-automated facial recognition systems that were distinctive to each
person were initially proposed in 1988. Early in 2010, a face-liveness detecting algorithm
was created. Since 2013, Face Liveness Detection (FLD) research has extensively used
machine learning (ML) technologies.

The potential of ML to forecast and classify data is a key justification for using these
algorithms. The face-liveness identification techniques include logistic regression, SVM,
AdBoost, and Random Forest. The progress of face biometric authentication is seen in
Figure 1. Huge volumes of information are processed using deep learning (DL) algorithms.
The researchers started utilizing deep learning technology when facial liveness detection
algorithms were introduced. Researchers have adopted DL methods for face liveness
identification because they offer superior features to conventional handmade features. Some
academics began working on the pre-trained networks used for face liveness detection,
including convolutional neural networks (CNN), ResNet50, Inception model, VGG16,
VGG19, GoogleNet, and AlexNet [20,22,23].
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To uncover research trends and gaps in face liveness detection on face recognition (FR)
systems, a systematic literature review (SLR) is necessary. This paper critically examines
existing studies on face liveness detection and uses insights to develop new directions to
achieve this goal.

1.3. Prior Research

Very few systematic literature review (SLR) papers are available on face liveness de-
tection as per the authors’ knowledge. One of the most recent review papers based on
face anti-spoofing methods with generic consumer devices (RGB cameras) was by Ming
et al. [24]. In this work, the authors discussed the typology of PAD methods, various
databases available for 2D and 3D attacks, key obstacles, evolutions, and recent develop-
ments in face liveness detection and prospects. To the author’s knowledge, this work gives
valuable insight to researchers interested in using face anti-spoofing methods.

Thepade et al. [25] reviewed face anti-spoofing techniques comprehensively. Here,
the authors discussed the texture, motion, multi-fusion-based face anti-spoofing methods,
and available 2D attack databases. It also describes various face anti-spoofing techniques,
including CNN, texture feature descriptors, and motion-based techniques. However,
additional study is required to establish a reliable face biometric system.

Zhang et al. have done a review of the face anti-spoofing algorithm [26]. In this
work, the authors show the progress of face spoofing techniques based on manual feature
extraction methods based on image texture, image quality, computer interaction, and depth
analysis. Then, deep learning automatically features extract, transfer learning, feature
integration, and domain generalization. In 2019, a systematic literature review on insights
into face liveness detection by Raheem et al. [27]. It focuses mainly on liveness indicators
as a hint that helps devise a suitable solution for face spoofing problems. The paper [28]
gives a comprehensive study of the state-of-the-art methods for PAD and an overview of
respective labs working in this domain. Challenges and competitions in this domain are
discussed in detail.

However, this paper considers a research study from 2011 to 2017. In 2021, another
competition for face liveness detection (LivDet-Face2021) was conducted through Biometric
Evaluation and Testing (BEAT) platform. Competition has opened several challenges to be
solved by researchers [29]. In the paper, a review of the face presentation attack competition
is conducted. Detail study of the various competition’s opened in this domain from 2019 to
2021 is discussed, along with future challenges.

However, more existing review papers are focused on only one aspect, such as deep
learning-based unimodal and multi-modal approaches [30], sensor-based approaches [31],
3D mask presentation attack detection under thermal infrared conditions [32], presentation
attack detection methods for smartphones [33], various feature extraction techniques, per-
formance metrics for detection of morph attacks [34], deep learning–based face presentation
attack detection, bibliometric review of domain adaptation–based face presentation attacks
detection [35] There have been few researchers that have examined feature extraction
approaches and datasets available for face liveness identification.

No existing systematic review focuses on unseen presentation attack detection chal-
lenges and problems. The current systematic literature review focuses solely on a single
topic, such as deep learning-based techniques, and lacks a thorough evaluation based on
publicly accessible datasets. A thorough examination of the methods employed for effective
and dependable face anti-spoofing systems is also lacking in the literature. Prior research
relevant to this study is listed in Table 2.
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Table 2. Prior research related to FLD.

Ref. Objectives and Topics Observation and Limitations Type

[28]
2017

It includes state-of-the-art methods for face
presentation attack detection and respective labs
in the domain. It also describes challenges and

competitions in the same domain.

Not following the PRISMA approach,
the focus is on challenges and

competitions from 2011 to 2017.
Review

[27]
2019

It discusses a systematic review using the
PRISMA approach. It focuses on liveness

indications, particularly as a guide for
determining the best solution for various

spoofing issues.

In a review of research articles
published between 2014–2017, the

number of research articles studied is
only 65, and a detailed analysis of

available databases was explored. The
focus is only on liveness indicator clues

& lack of new trends in the research
area since 2017.

Systematic
Literature Review

[24]
2020

It discusses the typology of presentation attacks
and detection methods in various databases
available for 2D and 3D attacks. Challenges,
evolutions, and current trends face PAD and
provide new perspectives on future research.

Not followed PRISMA approach, more
focus on RGB-based methods,

sensor-based PAD methods not
explored in detail; more advanced
research directions need to explore

Review

[25]
2020

It discusses the texture, motion,
multi-fusion-based face anti-spoofing methods,

and available 2D attack databases. It also
describes various face anti-spoofing techniques,
including CNN, texture feature descriptors, and

motion-based techniques.

Not followed PRISMA approach, for
discussion, only last four years

2015–2019, The focus is only on deep
learning-based solutions. Databases not
extensively reviewed. Future directions

are not discussed.

Review

[26]
2020

It includes explicit feature extraction approaches
based on image texture, image quality, computer
interaction, depth analysis, deep learning feature
extraction, transfer learning, feature integration,

and domain generalization.

Few research articles were used in the
study, lack of discussion of available

databases for PAD, and very few future
directions were explored.

Review

[36]
2021

It discusses the international competitions
conducted on unimodal and multi-model face

presentation attack detection.

It includes the latest five competitions
from 2019 to 2021, Not following the

PRISMA approach.
Review

[30]
2021

It includes advanced deep learning and
multi-modal fusion-based methods for FPAD; an

in-depth technical review is conducted,
including recent deep learning approaches,

datasets, and evaluation metrics.

Not following the PRISMA approach, it
focuses on in-depth deep learning and

a multi-modal approach, including
research articles up to 2021.

Review

[31]
2021

It includes deep learning methods and datasets
used for the face anti-spoofing problem. It also

discusses techniques for sensor-based
approaches.

The PRISMA approach needs to be
followed; more focus is given to deep

learning methods, and advanced
research directions need to be explored.

Review

1.4. Motivation

Our SLR comprehensively presents the most recent advancements related to face
liveness detection by undertaking thorough surveys on machine learning-based and deep
learning-based techniques and using publicly available datasets and evaluation metrics.
This systematic review aims to critically examine existing research articles and their out-
comes in the formulated research issue.

This research paper presented a systematic literature review (SLR) that, to the author’s
knowledge, is one of the foremost to cover the face liveness detection methods based on
the AI approach for robust face recognition.
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1.5. Research Goals

This study aims to compare the current biometric face liveness detection methods
and to review the results of the most recent investigations. As a result, research questions
are presented to analyze face liveness detection comprehensively. The research questions
were developed, as shown in Table 3, to enhance the comprehensiveness of this systematic
literature review study.

Table 3. Research Goals.

Number Research Questions Motivations Answered in Section

RQ1

What is the distribution of published
papers related to face liveness detection
methods by year, publication, and
publication type?

It aids in determining when, where,
and who conducted the research
studies.

Section 3, Section 3.1

RQ2 What are the various attacks against a
facial recognition system?

It aids in exploring the different types
of attacks performed on face
recognition systems.

Section 3, Section 3.2

RQ3
What are the different datasets
available for different types of
presentation attacks?

It assists in locating a dataset with
appropriate training and testing data
for good research outcomes.

Section 3, Section 3.3

RQ4

What are the main methods related to
artificial intelligence for face
presentation attack detection? And
what are the evaluation metrics used in
Face liveness detection?

It aids in identifying appropriate
artificial intelligence approaches for
today’s facial biometric applications.
It helps to select the appropriate
evaluation metrics for performance
measures.

Section 4, Section 5

RQ5
What are the main challenges and
problems faced by existing face
anti-spoofing techniques?

It aids in exploring the fundamental
issues that occur when studying face
presentation attacks and the benefits
and limitations of current solutions.

Section 6, Section 6.1,
Section 6.2, Section 7

RQ6
What are future directions for a robust
and reliable face liveness detection
system?

It aids in finding important research
avenues that have yet to explore Section 7

1.6. Contributions of the Study

The contributions of our systematic literature review are as follows:

• An exhaustive survey of studies identified using the PRISMA Approach for face live-
ness detection using AI approaches, including Machine Learning and Deep Learning.

• A thorough examination of the quantity and consistency of standard datasets is
carefully investigated.

• Feature extraction and Classification methods, Challenges, and issues in face liveness
detection are discussed.

• Various evaluation metrics used in face liveness detection are discussed.
• Future research directions and open perspectives are conceptualized to assist re-

searchers in selecting the best solution for robust face liveness detection in face bio-
metric authentication systems.

1.7. Limitations of the Study

This SLR has some obvious risks to its logic, regardless of whether or not the appro-
priate keywords were detected or relevant search engines were chosen. In this regard, a
list of distinct publications demonstrates that the search scope is acceptable since no other
papers were discovered to meet the specified inclusion criteria. Although it is expected, our
SLR may have missed some relevant research due to the limitations of the scientific dataset,
specific keywords employed in the search, and review duration. From 2010 through 2022,
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the author chooses only 95 studies. Authors were confident in the manual screening of
studies obtained from “library services such as SCOPUS and WoS (Web of Science).”

The remaining sections of the paper are structured as follows: Section 2 discusses
the proposed methodology. The findings and solutions to the submitted study questions
are presented in Section 3. Section 4 examines the methods covered in a previous section,
followed by Section 5, in which evaluation metrics are discussed. Sections 6 and 7 portray
the challenges and future directions for face liveness detection. Section 8 is on discussion
followed by conclusions. The outline of this SLR is represented in Figure 2.
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2. Research Methodology

A systematic review was carried out using the Preferred Reporting Items for Systematic
Reviews and Meta-Analysis (PRISMA) process. A set of guidelines for conducting system-
atic reviews and other data-driven meta-analyses are given in PRISMA Approach [37]. The
conduct of a systematic review three steps protocol is used in this paper: the formulation
of research questions, the search databases, and the criteria for inclusion and exclusion
of research articles—the details of these steps for research analysis are detailed in the
following pages [38]. This systematic review is organized to cover the study’s breadth
under consideration by categorizing and evaluating existing publications. The first step
is to define the research questions so that the coverage rate of current works is accurately
described. There should be some perspectives that can help researchers generate new
ideas by analyzing similar results. Table 3 lists the research questions used in SR Research
question 1 aims to review the published work. The purpose of research question 2 is to list
all possible attacks on face presentation. The detailing of the available datasets explored
in FPAD is addressed with research question 3. A few prominent FPAD methods are to
be studied in research question 4. The limitations and challenges of existing prominent
methods have to be listed in research question 5. Future work and progress directions are
expected to be chalked out in research question 6. The first step in conducting SR is to
identify information sources.

Related manuscripts were found using the most popular Scopus and Web of Science.
The next step is to develop procedures for reviewing the technical and scientific articles that
these searches produced to identify relevant papers. The proposed approach is divided
into two phases. The first phase uses Boolean operators AND/OR to identify search terms
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from research questions and prepare a list of keywords. The second phase uses Boolean
operators AND/OR to select queries to search for and collect all relevant data. Table 4
gives the list of fundamental, Primary & Secondary Keywords. Table 5 shows the search
queries used in this article. In Table 5, # indicates the number of the initial result.

Table 4. List of primary and secondary keywords used.

Fundamental Keyword “Face Anti-Spoofing”

“Face Anti-spoofing”
“Face Liveness detection,” “Face Presentation
Attacks,” “Artificial Intelligence,” and
“Domain Adaptation.”

Secondary Keywords
“Machine Learning,” “Deep Learning,”
“Domain Generalization,” Reinforcement
Learning, “Face Biometric spoofing.”

Table 5. Search queries.

Database Query # Initial Result

Scopus ((machine learning) OR (Deep Learning) (Artificial Intelligence) OR (Domain Adaptation) OR (Domain
Generalization) OR (Reinforcement Learning)) AND ((Face Anti Spoofing) OR (Face Presentation
Attacks) OR (Face Liveness Detection) OR (Face Biometric Spoofing))

283

Web of Science (WoS) 188

2.1. Inclusion and Exclusion Criteria

As given in Table 6, the authors established a set of inclusion criteria for research
paper selection and rejection exclusion criteria for selecting appropriate research studies
for systematic review. In the screening procedure, three steps of inclusion criteria are
established as follows:

(i) Abstract-based screening: Disqualify irrelevant research papers based on knowledge
and keywords in research abstracts. Abstracts of research papers that met at least 40%
of the inclusion criteria were considered for the following steps.

(ii) Full-text screening: The authors eliminated research papers that did not address or
contribute to the search query in Table 5, i.e., abstracts that only represented minor
aspects of the search query.

(iii) Quality-analysis step: The remaining research papers were subjected to a quality
assessment, and those that did not meet any of the following requirements were
eliminated:

(iv) C1: Findings and outcomes must include in research articles.
(v) C2: The findings of research publications are supported by empirical evidence.
(vi) C3: The research goals and findings must be well presented.
(vii) C4: Appropriate and sufficient references must use in research papers.

2.2. Conduction of SR

The authors utilized the following steps to choose appropriate papers for this research:
As represented in the PRISMA flow diagram, the measurements of identification, screen-
ing, eligibility, and inclusion. Figure 3 depicts a PRISMA (Preferred Reporting Items for
Systematic Review and Meta-Analysis) flowchart diagram showing the identification and
records selection process of studies for the systematic review [37]. In Figure 3, # is used to
indicate the process of screening is followed. Scopus and Web of Science (WoS) are well-
known and standard research databases for searching the query. Two hundred eighty-three
research articles from Scopus and 188 from WoS are retrieved using a search query. A total
of 471 records are further gone through the first screening process of duplicate records
removal. One hundred eighty-seven duplicate records are removed based on doi and title.
Later, 284 documents were undergone through a second screening process using inclusion
and exclusion criteria of the title and abstract.
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Table 6. Summary of inclusion and exclusion criteria.

Inclusion Criteria

Articles should be original research articles instead of review/survey articles.
Research articles that were released between 2011 to 22.
Research papers/articles should include search keywords in the title, abstract, or full text of
research articles.
Research articles that answer at least one research question.
The developed solution should aim at resolving issues with Face presentation attack detection.

Exclusion Criteria

Articles that are written in languages other than English
Duplicate research articles
Research articles with the unavailability of full text
Research articles that are not relevant to face liveness detection, face presentation attacks, face
anti-spoofing
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Further, 98 documents still need to meet the inclusion criteria. Hence, 186 papers are
forwarded to check for eligibility criteria. Based on inclusion and exclusion criteria for full
text, the number of documents included for review is 95. Authors critically review these
95 research articles to find the research gaps in the existing literature and future directions
in facing anti-spoofing.
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3. Results

The findings of the systematic analysis are summarized in this section. It presents
the responses to the mentioned research questions based on the findings of this review
procedure, which follows an examination and analysis of 93 papers. Section 3.1 discusses
research question 1 (RQ1) about the distribution of publication trends; Section 3.2 dis-
cusses research question 2 (RQ2) about various attacks on face liveness detection systems.
Section 3.3 gives the comparative analysis of standard datasets used in literature that
address research question 3 (RQ3) taken up for study.

3.1. RQ1 Distribution of Publication Trends Related to Face Liveness Detection

RQ1: What is the distribution of published papers related to face liveness detec-
tion techniques by year, publication, and publication type?

Research articles used for the study were analyzed as par publication trends by year,
reports by publisher, and publication type. There is a total of 95 research articles used for
analysis purposes. Figure 4 shows the distribution of research articles by (a) publication
year, (b) publication type, and (c) publication house. Research articles used for the study
were analyzed as par publication trends by year, publisher, and publication type. There
is a total of 95 research articles used for analysis purposes. In 2020 & 2021, the maximum
number of research articles got published. Authors have considered research articles
published up to June 2022, five papers. A maximum of 64 papers are published in IEEE and
followed by Springer, 12 in the count. The research articles for this study were published as
conference papers, articles, and proceeding papers. The contribution on Conference papers
is 51%, Article papers are 47% & proceeding papers are 2%. As per the analysis, this topic
has significant strength in research.

Big Data Cogn. Comput. 2023, 7, x FOR PEER REVIEW 11 of 37 
 

3. Results 
The findings of the systematic analysis are summarized in this section. It presents 

the responses to the mentioned research questions based on the findings of this review 
procedure, which follows an examination and analysis of 93 papers. Section 3.1 dis-
cusses research question 1 (RQ1) about the distribution of publication trends; Section 
3.2 discusses research question 2 (RQ2) about various attacks on face liveness detection 
systems. Section 3.3 gives the comparative analysis of standard datasets used in litera-
ture that address research question 3 (RQ3) taken up for study.  

3.1. RQ1 Distribution of Publication Trends Related to Face Liveness Detection 
RQ1: What is the distribution of published papers related to face liveness detec-

tion techniques by year, publication, and publication type? 
Research articles used for the study were analyzed as par publication trends by 

year, reports by publisher, and publication type. There is a total of 95 research articles 
used for analysis purposes. Figure 4 shows the distribution of research articles by (a) 
publication year, (b) publication type, and (c) publication house. Research articles used 
for the study were analyzed as par publication trends by year, publisher, and publica-
tion type. There is a total of 95 research articles used for analysis purposes. In 2020 & 
2021, the maximum number of research articles got published. Authors have consid-
ered research articles published up to June 2022, five papers. A maximum of 64 papers 
are published in IEEE and followed by Springer, 12 in the count. The research articles 
for this study were published as conference papers, articles, and proceeding papers. 
The contribution on Conference papers is 51%, Article papers are 47% & proceeding 
papers are 2%. As per the analysis, this topic has significant strength in research. 

  
(a) (b) 

 
(c) 

Figure 4. Analysis of selected research articles by (a) Publication Year, (b) Publication type, and 
(c) Publishing house. Figure 4. Analysis of selected research articles by (a) Publication Year, (b) Publication type, and

(c) Publishing house.



Big Data Cogn. Comput. 2023, 7, 37 11 of 35

3.2. RQ2 Face Spoofing Attacks

With the advancement in technology, facial recognition systems have increased so
widely. Along with that, the challenges or threats to facing recognition systems also come
into the picture. Intruders use various spoofing techniques to fool the facial recognition-
based authentication systems, known as Face Spoofing attacks and are also commonly
termed Face presentation attacks. The different types of spoofing techniques or attacks are
discussed in this section. Face Spoofing attacks are classified as shown in Figure 5.
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Figure 5. Categorization of Face Spoofing Attacks and Spoof Instruments.

The face spoofing attacks are broadly categorized as static attacks & dynamic attacks,
whereas those are sub-classified by 2D or 3D static & dynamic attacks.

3.2.1. 2D Static & Dynamic Attacks

2D Static Spoofing attacks are when intruders employ pictures, flattened papers, and
masks for authentication. Images taken on paper are kept in front of the face recognition
system by intruders to get access to the systems. A paper should be of good quality and
in the A3 or A4 size. As seen in Figure 6a, printed picture attacks are one type of printed
photo attack. It is the most common type of attack as it is easy to perform due to the large
availability of individual pictures on social media. Another approach to spoof images is
to cut a printed photo on the eyes or lips region to add some liveliness to the photo kept
in front of the camera; this is known as a cut photo attack, as shown in Figure 6b. As face
recognition-based systems get prone to attacks, intruders also come with different attacks.
Another method for creating spoof photographs is to hold a genuine user’s photo in front
of the camera in a tilted position, either horizontally or vertically, to give the image depth.
As demonstrated in Figure 6e, this method is known as a wrapped photo attack.
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The matte paper and printed masks, plastic masks, are used as attacking instruments.
2D static attacks are quick and straightforward to execute in actual circumstances, necessi-
tating sophisticated facial recognition algorithms.

Furthermore, a high-definition photo on a smartphone screen, a series of high-definition
images, and a video of a genuine person on the screen of smart and portable devices shown
in front of the camera of face authentication systems are other approaches to spoofing
attacks. These attacks are 2D dynamic attacks. Video replay attacks are superior to 2D
static photo attacks because they incorporate unique features such as eye movements, lip
motions, and shifts of facial emotions to simulate liveness. Replay attacks are often harder
to spot than photograph spoofs since they imitate the texture and contour of the face and
its dynamics, such as eye movements, lips, and facial expressions.

Facial recognition systems vulnerable to 2D static picture attacks would perform
significantly worse against 2D dynamic video attacks. Being robust against photo attacks
can mean something other than being similarly strong against video attacks. As a result,
appropriate measures should be designed and implemented for robust face recognition
systems.

3.2.2. 3D Static & Dynamic Attacks

This type of attack provides a 3D mask of the person’s face. The attacker creates a
three-dimensional reconstruction of the victim’s face and shows it to the camera/sensor.
Mask attacks involve more significant expertise than 2D static and dynamic attacks and
access to additional facts to generate an accurate mask of a legitimate user. 3D static attacks
employ a 3D mask as an instrument of 2D images adhered to a flexible structure such as
a shirt or plastic bag. Such attacks fool low-level 3D face recognition systems. Different
Sculptures are also used as attacking instruments in 3D static attacks. Two or more photos
of the actual user’s face, such as one frontal shot and one profile shot, can be used to create
3D models. The attacker may be able to extrapolate a 3D reconstruction of the real face
using these images.

Another type of 3D attack is a makeup presentation (M- PA) attack. For impersonation,
the attacker may use heavy makeup to mimic the facial look of a target subject [37]. It
was discovered that high-quality makeup attacks that resemble the facial texture and form
of an impersonated target subject might represent a severe threat to the security of face
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recognition systems. Silicon can make high-quality 3D masks; this is another approach
to 3D static attacks. Figure 6f–h shows some sample 3D mask attacks. A more advanced
method is taking a direct 3D capture of a real user’s face. This approach has more difficulty
because 3D acquisition can only be done with specialized equipment and is impossible
without the end’s involvement. 3D dynamic attacks include using sophisticated robotics
to reproduce expressions and complete makeup as a tool for making 3D reconstructions
of real faces. However, Due to the spoofs’ high realism, this attack may be more likely
to succeed [39]. 3D masks present additional hurdles to the FR system; the Multi-Modal
Dynamics Fusion Network (MM-DFN) technique is being investigated [42]. It gets more
challenging to create effective countermeasures as the entire face structure is copied. 3D
mask attacks are predicted to become increasingly common in future years as 3D acquisition
sensors become more ubiquitous.

3.3. RQ3 Standard Benchmark Datasets Used for Face Liveness Detection

RQ 3: What are the different datasets available for different types of presentation
attacks? Data is the foundation of any artificial intelligence model. Obtaining particular, un-
biased data from the right source would help build a more accurate and dependable model.
This section discusses the most widely used publicly accessible datasets for detecting face
presentation attacks. Table 7 gives an overview of existing 2D & 3D face presentation attack
datasets used in the literature. In this table # sign is used to indicate the number of samples
or subjects.

Table 7. 2D & 3D attack Datasets that are publicly available and used in the study.

Dataset Year #
Subjects

# Samples
(Real/Fake) Resolution

Type of Attack & Mode
(Static or Dynamic)

(2D or 3D)
Created by Used in

Literature

NUAA [43] 2008 15 5105/
7509 640 × 840 Photo Attack

(2D static)

Nanjing
University of
Aeronautics

and
Astronautics.

[44–52]

Replay-
Attack

[40]
2011–2012 50 300/

1000 320 × 240

Photo Attack (2D
Static)/Video Replay

Attack
(2D dynamic)

IDIAP
Research
Institute

[53–64]

CASIA-
FASD
[56]

2012 50 150/450
640 × 480

1280 × 720
1920 × 1050

Photo Attack (cut,
printed, wrapped)-2D
Static/Video Replay

Attack (Dynamic)

IDIAP
Research
Institute

[64–68]

Morpho 2013 20 406 - 2D + 3D Mask attacks MORPHO [69]

3DMAD
[42] 2013 17

255
(170/
85)

640 × 480 3D mask paper attack Idiap Research
Institute [70–73]

MSU-MFSD
[74] 2015 35 110/

330 1920 × 1080
Printed Photo attacks (2D
Static), 2 × Video attacks

(Dynamic)

Michigan State
University [60,75–81]

MSU-USSA
[82] 2016 1140 1140/9120 v 1920 × 1080

Printed photos, photos
display (Static), 3× video

replays (Dynamic)

Michigan State
University [57,83]

3DFS-DB
[83] 2016 26 520 v 640 × 480 3D mask attacks

Institute for
the Protection

and Security of
the Citizen

[76,81]

BRSU
[84] 2016 137 141 - Multispectral SWIR

2D/3D attacks

Bonn-Rhein-
Sieg University

of Applied
Sciences

[85,86]
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Table 7. Cont.

Dataset Year #
Subjects

# Samples
(Real/Fake) Resolution

Type of Attack & Mode
(Static or Dynamic)

(2D or 3D)
Created by Used in

Literature

HKBU-MAR
[87] 2016 12

1008 v
(504/
504)

1280 × 720, 800
× 600 3D Mask attacks University of

OULU [88,89]

OULU-NPU
[39] 2017 55 990/

3960 v
Different

Resolutions
Photo Attack/Video
Replay Attack (2D)

OULU
University [90]

SMAD
[91] 2017 Online 130 (65/65)v - Silicon Mask attack IIT Jodhpur [73,92,93]

MLFP
[41] 2017 10 1350 (150/

1200)
Different

resolution

3D late× Masks attacks,
2D Paper print Mask

Attack
IIIT Delhi [68]

ERPA
[94] 2017 5 86 - Silicone masks Idiap Research

Institute [69]

SiW
[95] 2018 165 1320/3300 v 1920 × 1080 Printed Paper

(High/Low Quality) (2D)
Michigan State

University [71]

ROSE-
YOUTU

[73]
2018 20 3350 640 × 480

1280 × 720

printed paper attack,
video replay attack,

paper masking attack,
cropped mask, full mask,

and upper mask

Tencent
Corporation
and the NTU

ROSE Lab

[74]

CASIA-
SURF
[96]

2019 1000 3000/18,000 v
Real Sense
RGB Cam

1280 × 720

Flat-cut/Wrapped-cut
Photos (Eyes, Nose,
Mouth) (2DStatic)

Institute of
Automation,

Chinese
Academy of

Sciences
(CASIA)

[76,77,80]

WMCA
[78] 2019 72 1679(347/

1332)

1920 × 1080
1260 × 720
320 × 240

2D, 3D attacks
2D prints, video and

photo replays,
mannequin heads, paper,
silicone, and rigid masks

Idiap Research
Institute [79,97]

CASIA-
SURF CeFA

[98]
2020

1607
(3

Different
Ethnic-

ity)

1800/5400 v 299 × 299

Print attack, Replay
Attack, 3D print, IR,

Infrared, 2D & 3D attack
Subsets

Institute of
Automation,

Chinese
Academy of

Sciences
(CASIA)

[82]

CASIA-
SURF

3DMASK
[99]

2020 48
1152
(288/
864) v

30 fps and 1080
p resolution 3Dmask attacks

Institute of
Automation,

Chinese
Academy of

Sciences
(CASIA)

[83]

HiFi Mask
[100] 2021 75 54,600 v - 3D Mask attacks

Institute of
Automation,

Chinese
Academy of

Sciences
(CASIA)

[84]

VFPAD
[101] 2022

24
male

and 16
female
with

different
ethnicity’s

5836 v
(4046/1790) -

photo prints, replay
attack,

rigid 3D, silicon 3D
mask attacks

Idiap Research
Institute [101]

# indicates the number of samples or subjects.
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4. RQ4 Artificial Intelligence for Face Liveness Detection

The various face liveness detection AI-based techniques discussed in the literature are
categorized based on the ML approach [102–105] & Deep Learning Approach [106–109].
Studies reveal that artificial intelligence-based methods for detecting face-presentation at-
tacks are frequent. The first Section 4.1, discusses Feature extraction and Machine Learning
approaches, followed by Section 4.2 on deep learning in face liveness detection.

4.1. Machine Learning and Feature Extraction Methods for FLD

The numerous feature extraction methods and classifiers categorize face liveness
detection strategies. Texture, depth, motion, image quality, and multi-fusion techniques
were employed as features. In contrast, findings from selected literature use various
machine learning classifiers such as Support vector machines (SVM), Random Forest, naïve
Bayes, Decision trees, and J48 [110]. Figure 7 shows the overview of Face presentation
attack detection using the ML approach.
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4.1.1. Texture-Based Feature Extraction

Texture features are one of the most well-explored strategies for identifying features in
literature. Photos, replays, and 3D masks were detected with this tool. In general, static
and dynamic aspects are separated—static features extract features from a single image,
whereas dynamic features work on video frames. Static Feature extraction methods help
detect static face presentation attacks such as printed photos, cut photos, wrapped photos,
printed masks, etc. In contrast, Dynamic feature extraction methods address dynamic
face presentation attacks such as video replay attacks, 3D Mask occlusion attacks, etc. For
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static texture feature extractions in the literature, various methods are used, such as Local
Binary patterns (LBP) [40], DoG [111], Gabor wavelets, and HoG [112], whereas LBP is
explored more in the literature. Each pixel is labeled by comparing its neighbors and
concatenating it into a binary number using LBP texture coding. In addition to the coding
strategy, other parameters include the number of neighbors and neighborhood radius. A
histogram of the final calculated labels describes the texture, done for the whole image
or selected image paths. The author [113] developed a color texture analysis-based face
anti-spoofing solution. They created the final descriptor by connecting a single image
channel LBP histogram. This method considers the three-color spaces RgB, YCbCr, and
HSV to determine the most discriminating. Experiments demonstrate that the process
based on color texture outperforms the grey surface in identifying diverse attacks. The
same technique tailored for video attacks is used to investigate replay attack detection.

However, these approaches have the advantages of being simple to implement and
requiring no user engagement. On the other hand, these approaches required feature
vectors and performed poorly with low- resolution photos.

4.1.2. Motion-Based Feature Extraction

Motion cue-based algorithms use motion cues in video data to discriminate between
genuine (live) faces and static photo assaults. Any dynamic physiological indication of
life, such as eye blinking, lip movement, lip-reading [114], changes in facial expression,
and pulse rhythm, is used as liveness cues. These approaches can identify static picture
attacks but not video replay using motion/liveness signals or 3D mask attacks. According
to [115] research, lip language recognition employs to identify changes in facial expressions,
combined with voice recognition, to determine whether the user reads the randomly
selected statements under specifications. Singh et al.’s blinking and lip movements were
used to make real-time judgments. The HSV (hue, saturation, value) computes to determine
whether the eyes and the mouth are open. They responded to phrase prompts generated
at random by the algorithm and completed the required action to prove that it was a
genuine person. Ng et al. [116] developed to guide users through making random facial
expressions. By measuring the SIFT flow energy of several image frames, users may judge
if the mandated facial expressions are complete and genuine faces.

The human-computer interaction-based technique can successfully mitigate inter-class
discrepancies in algorithm performance through correctly designed interaction actions.
Therefore, it has a high recognition rate and many other applications. Real-world business
issues such as public safety, medical treatment, and finance use it frequently. On the other
hand, a face anti-spoofing detection approach that relies on user-computer interaction
requires much calculation and time to determine whether the user has completed action
from a multi-frame image.

Most deceiving faces cannot replicate critical aspects such as a heartbeat, blood flow,
and micro-movements of involuntary facial muscles. When using the life information-based
technique, the differences in these vital qualities are primarily used to distinguish between
living and fake faces.

The most extensively used approach for monitoring the micro intensity variations in
the face that correlate to blood pulse is Remote PhotoPlethysmoGraphy (rPPG cue-based
techniques). It can detect photo and 3D mask attacks because these PAIs lack the periodic
intensity shifts characteristic of face skin.

However, ambient light and the item’s movements to be tested can readily influence
the rPPG signal. Face anti-spoofing often requires cascading other traits and classifiers
because the method is generally resilient.

4.1.3. Depth-Based Feature Extraction

There are different depths of information in various facial areas, such as the forehead,
eyes, and nose tip. The photo- or video faces are two-dimensional, with the same depth
of information at multiple locations. The depth information is used to detect fakes even
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though there are folded images. Depth information anti-spoofing methods typically need
the usage of additional hardware. As a result of the difference in substance, the reflection
properties of the fooled face differ from those of a living face’s skin, eyes, lips, and brows.
When viewed in visible light, the deceived face appears to be similar to a real face, but it
seems very different when viewed in infrared light. As near-infrared photos and videos
show deceptive faces, this method is accurate, but well-made masks are less dissimilar
from real faces. Steiner et al. [117] used short-wave infrared to distinguish between facial
skin and mask attacks. A second use of the depth image captured by the depth camera is
for anti-spoofing detection. A convolutional neural network and depth information from
Kinect was used by Wang et al. [118] to distinguish between real and fake faces, as shown
in Figure 8.
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There are several advantages to using depth information to identify face spoofing.
There is a significant difference between a video face and a photo’s depth map; deprived of
the excessive user interface, it has a good detection effect on photos and videos. A genuine
expression, however, would have to invest in new technology, which would be pricey, and
the latest hardware would also limit the number of users. In the depth map, the contours
of the three-dimensional face can be seen, and there is a significant contrast between it and
a photo face.

4.1.4. Image Quality-Based Feature Extraction

Presenting a deceptive human face necessitates plastic, silica gel, photo paper, electrical
equipment, printing paper, and other media with qualities that differ from a real face’s
facial features and skin materials. Variances in the reflection quality of materials, such as
picture paper and mobile phone display screens, can induce. Both of which exhibit specular
reflections but no living faces. The majority of picture quality after deception face secondary
imaging differs from that of a living face, such as color distribution distortion and blurring
of the prosthetic face image, even though the deception of the face manufacturing process
is high. Image quality-based techniques use the variance among reflection and image
distortion qualities to distinguish authentic and false faces.

The picture quality-based method has a low computational cost and a quick detection
speed, making it ideal for online real-time detection. This approach, however, is open to
attack when the image quality is excellent. A higher quality human face image and a false
human face image should be used as inputs to obtain good enough image quality attributes.
Table 8 gives the categorization of feature extraction for face liveness detection methods.
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Table 8. Categorization of extraction methods for face liveness detection.

Feature Extracted Methodology Used Attacks Identified

Static Texture Based

Texture Feature extraction from Input
Image Frequency Texture: 2D FFT Spatial
Textures: DoG [111]

- Handcrafted Texture Feature, LBP
[102], Color LBP [112], LBP + Gabor
Wavelets, LBP + GW + HoG [112]

- CNN Based: AlexNet [118–120]
Fine Tune VGG-Face [121], DPCNN,
FaceDs [102], DeepPixBis [122]

Photo Attack, Video Replay Attack,
3D mask Attack of Low Quality

Dynamic Texture-Based

- Spatio-Temporal Texture [120]
- Dynamic Mode Decomposition

(DMD) [86]
- CNN Based: LSTM-CNN [89],

STASN [121]

Non-Invasive Motion-based Feature
Extraction methods

- Eye Blinking [58,86,116]
- Head Movement [94]
- FDD (Frequency Dynamic

Distributor) [96]
- Optical Flow Lines(OFL) [122]

Static Photo Attacks
Photo & 3D mask attack, Low-quality
Video Replay Attack

Invasive Motion-based Feature Extraction
methods

- Lips Reading Recognition (OFL)
[123]

rPPG Motion-based Feature Extraction
methods

- rPPG Frequency Spectrum [124]
- Local rPPG Correlation [125]
- Deep rPPG [125]

3D Shape-Based (Depth-based) Reconstructing Sparse 3D Face [117] Planner Photo Attack

Pseudo Depth Map CNN Based, NAS Based [109], 3D cloud
point network [126] Video Replay Attack

4.1.5. Problems in Existing Techniques

For spoof detection, face recognition systems use a variety of algorithms to assess static
and dynamic information. Previously, used hand-crafted features to detect presentation
threats in feature-based approaches. Hand-crafted feature methods used techniques such as
Local Binary Patterns (LBP), Speeded-Up Robust Features (SURF), Histogram of Oriented
Gradient descriptors (HOG), and Difference of Gaussian (DoG). Texture analysis extensively
employs hand-crafted feature approaches. Textural characteristics vary de- pending on
the spoofing medium and devices. As a result, generalization is low for these approaches.
Deep learning approaches emerged, allowing for effective feature learning in various
applications. Furthermore, deep learning algorithms outperformed hand-crafted methods
in terms of detection. Hence, current developments show a significant move toward deep
learning-based techniques for detecting face presentation attacks.

4.2. Deep Learning in FLD

Deep learning-based algorithms have been effectively applied to various disciplines,
including lip-reading from video, speech augmentation and recognition, medical imaging
applications, security, anomaly, and so on. Convolutional neural networks have signifi-
cantly advanced computer vision applications, particularly biometrics. Thanks to deep
learning and its inherent feature learning capabilities, the anti-spoofing difficulty solve in a
novel way. Existing deep neural network-based approaches have excellent intra-dataset per-
formance. Figure 9 depicts the deep learning approaches for face liveness detection. In this
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section, a few deep learning approaches such as Convolutional Neural Networks (CNN),
LSTM, Deep tree network (DTN), Autoencoders, Deep Neural Networks (DNN), Recur-
rent Neural Networks (RNN), Deep Belief Networks (DBN), and Generative Adversarial
Networks (GAN) are discussed.
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Deep learning-based techniques are used to learn texture properties automatically.
Rather than directly creating the texture characteristics, researchers researching these
methods focus on building a great neural network to learn optimal texture features [65].
In 2014, Yang et al. pioneered the road for deep learning in the arena of face anti-
spoofing by introducing a Convolutional Neural Network (CNN) to extract features in
face anti-spoofing.

Moreover, the features acquired from the CNN’s many layers were concatenated
into a single element and input into an SVM for face PAD. But this strategy is prone to
overfitting because the dimension of the fused feature is much larger than the number of
training samples. Principal component analysis (PCA) and so-called part features are used
to minimize the feature dimension. In 2016, Patel et al. proposed CaffeNet, a face PAD
end-to-end system based on one-path AlexNet. In place of the original 1000-way softmax,
a two-way softmax was used as a binary classifier. CNN was pre-trained on ImageNet, and
WebFace to provide an appropriate initialization and fine-tuned using existing face PAD
datasets. To train a deep CNN for face PAD, Li et al. recommended utilizing the VGG-Face
algorithm. An extensive dataset is used to prepare the CNN, then fine-tuned using a (much
smaller) face spoofing database [127].

Depth + Texture Feature Fusion: The image depth information is crucial for determin-
ing the face’s validity as the face in real life is three-dimensional, whereas the face attacked
by photographs and screens is flat. The depth map differs from the real face, even if the face
is deformed. A face depth map was initially used by Atoum et al. to distinguish between
face spoofing. A two-channel CNN-based face anti-spoofing method was proposed in this
study [96].
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Spatial + Temporal Feature Fusion: Spatial characteristics of faces, such as texture and
depth, are essential, but temporal factors are even more critical for anti-spoofing. Examining
a human face from a time and space viewpoint can provide more helpful information and
enhance classification performance.

4.3. Transfer Learning in Face Liveness Detection (FLD)

Transfer learning is the most popular deep learning technique used in FPAD. A con-
siderable amount of training data is often required to generate more distinct characteristics
when using deep learning to detect face genuineness. However, there is insufficient data
in the existing face anti-spoofing database, and most solutions use a neural network with
only a few layers. A vast network classifier with good performance is challenging to
train. Transfer learning helps avoid over-adapting to massive networks and saves a lot of
computational resources when there is not enough data to train from the start [95].

Domain adaption (DA) and domain generalization (DG) used a transfer learning tech-
nique to improve generalization in FPAD. Domain adaptation is a strategy for transferring
information from a source domain to a target domain. Adaptation is moving data from a
source domain to a target domain using various methods.

4.3.1. Domain Adaptation (DA) in FLD

In computer vision and machine learning, it is a frequent assumption that training and
testing data come from the same distribution. However, many real-world scenarios (such
as face recognition and spoof identification) require data from many distributions (facial
appearance and pose, illumination conditions, camera devices, etc.). As a result, testing a
pre-trained model with slightly different unseen data may have an over-fitting problem,
resulting in a significant performance reduction. Domain adaptation is linked to transfer
learning, which seeks to solve a learning issue in a target domain using training data from
a source domain with a different distribution [98]. It has received much attention in recent
computer vision tasks.

One of today’s most pressing concerns is improving face PAD algorithms’ generaliza-
tion ability. Various strategies are explored, such as combining databases with a training
model [128], NAS transfer learning approach [107,129] and one-class adaption [130]. Table 9
summarizes recent studies in face liveness detection.

Table 9. Few popular methodologies are used in Face Liveness Detection.

Ref. and
Year Methodology

Domain Adapta-
tion(DA)/Domain

Generalization
(DG)

Datasets Used Performance Metrics and
Model Performances

Intra-
Database
Testing

Cross-
Database
Testing

[58]
2015

Person-Specific
Domain
Adaptation

DA CASIA Dataset,
Replay- Attack

Half Total Error Rate
(HTER):1.40% (in case of
Replay-attack dataset),
10.54% (in case of CASIA
Dataset)

Y N

[97]
2018

Unsupervised
Domain
Adaptation
framework

DA

Own
Dataset-Rose-
Youtu liveness
database

Half Total Error
Rate—27.70% Y Y

[131]
2018

generalized deep
feature
representation for
spatial and
temporal
information using
3D CNN

DG

Idiap
Replay-Attack,
CASIA Face Anti
Spoofing, MSU
mobile face
spoofing database

Half Total error rate
(HTER): 24.70% Y Y

[78]
2019

Adversarial
Domain
Adaptation

DA
MSU-MFSD,
Replay- Attack,
CASIA FASD

Half Total Error
Rate—20.30%,
Equal Error Rate—3.20%

Y Y
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Table 9. Cont.

Ref. and
Year Methodology

Domain Adapta-
tion(DA)/Domain

Generalization
(DG)

Datasets Used Performance Metrics and
Model Performances

Intra-
Database
Testing

Cross-
Database
Testing

[132]
2019

Maximum Mean
Discrepancy
(MMD) to
multi-layer
network
distribution
adaptation

DA
Replay-Attack,
CASIA FASD
(CBSR)

Half Total Error Rate:
0.6% (Intra-tests), HTER
34.30% (Inter-tests),
Equal Error Rate:0.30%,
(Intra-tests)

Y Y

[76]
2019

a
multi-adversarial
deep domain
generalization
performed under
a dual-force
triplet-mining
constraint.

DG

CASIA-MFSD,
Idiap
Replay-Attack,
MSU-MFSD, and
Oulu-NPU
datasets

Half Total Error Rate
(HTER): 27.98% and Area
Under Curve (AUC):
80.02%

N Y

[133]
2020

(OCA-FAS)
one-class
adaptation face
anti-spoofing

DA OULU-NPU Average classification
error rate(ACER): 1.69% N Y

[134]
2020

(FCN-DA-LSA)
Fully
Convolutional
Network with
Domain
Adaptation and
Lossless Size
Adaptation

DA

CASIA-FASD,
Replay-Attack
dataset, and
OULU-NPU
dataset

Half Total Error Rate:
21.83% N Y

[135]
2020

One class domain
adaptation using
domain-guided
pruning of CNN

DA

OULU-NPU,
Replay-Mobile,
SWAN, WMCA,
and IJB-C.

AUC, ROC, APCER Y Y

[136]
2020

single-side
domain
generalization
framework
(SSDG)

DG

OULUNPU,
CASIA- FASD,
Idiap Replay-
Attack, and
MSU-MFSD

Half Total Error Rate
(HTER):7.38% and Area
Under Curve (AUC):
97.17%

Y Y

[137]
2020

Domain-agnostic
feature learning DG

Oulu-NPU,
CASIA- MFSD,
Idiap Replay-
Attack,
MSU-MFSD

Half Total Error Rate
(HTER): 14.00% and
ACER: 8.05%

N Y

[138]
2020

Total Pairwise
Confusion
(TPC)loss and
Fast Domain
Adaptation (FDA)

DG

CASIA-FASD,
Replay-Attack,
MSU-MFSD,
Oulu-NPU, SiW

HTER:26.30% Y Y

[122]
2021

(DR-
UDA)Unsupervised
adversarial
domain
adaptation with
disentangled
representation

DA

Idiap
Replay-Attack,
CASIA Face Anti
Spoofing,
MSU-MFSD,
ROSEYoutu, and
Oulu-NPU use
the RGB modality
of the CASIA-
SURF

Half Total Error Rate
(HTER): 28.70%, Equal
Error Rate (EER): 3.20%

Y Y
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Table 9. Cont.

Ref. and
Year Methodology

Domain Adapta-
tion(DA)/Domain

Generalization
(DG)

Datasets Used Performance Metrics and
Model Performances

Intra-
Database
Testing

Cross-
Database
Testing

[139]
2021

(SSR-FCN)
Self-Supervised
Regional Fully
Convolutional
Network

DG

Spoof-in-the-
Wild with
Multiple Attacks
(SiW- M),
Oulu-NPU,
CASIA-FASD &
Replay-Attack

Average Classification
error rate (ACER): 2.80%,
Half Total Error Rate
(HTER): 19.90%

N Y

[53]
2021

Camera Invariant
Feature Learning
for Generalized
Face
Anti-Spoofing

DG

CASIA-FASD,
Replay-Attack
Oulu-NPU, and
MSU-MFSD

Equal Error Rate (EER):
0.89%, HTER: 17.60% for
cross-dataset evaluation

Y Y

[129]
2022

A self-supervised
approach using
temporal
sequence
sampling

DG

CASIA-FASD,
Replay-Attack,
OULU-NPU, and
MSU-MFSD

HTER: 5.90% (in a
cross-dataset test for the
Replay attack dataset) and
15.90% (in cross-dataset
testing for CASIA-FASD),
ACER: 0.10% (in an
Intra-dataset test for
OULU-NPU)

Y Y

[140]
2022

Domain Specific
adaptation with
CNN using Near
Infrared

DA
in-Vehicle Face
Presentation
Attack Dataset

APCER—0.92%,
BPCER—0.91%,
ACER—0.91%

Y Y

4.3.2. Domain Generalization (DG) in FLD

With the widespread use of deep learning in face anti-spoofing, many approaches have
been presented. However, these methods are mainly confined to detecting known spoofing
attempts, leaving unexpected spoofing assaults unnoticed. The following strategies were
created to improve the generalization ability of detection systems under “invisible” attacks.
Domain generalization is one of the strategies used by the biometric community to get
generalizations in attack situations that are not yet known. There is a bias in existing face
PAD approaches toward cues learned from training data. It is challenging to generalize
against attacks that occur in various settings, devices, lighting situations, or materials. By
considering both temporal and spatial information and limiting a cross-entropy loss and a
generalization loss, the author [131] has aided in learning generalized feature representa-
tions. To increase the discriminability of the learned feature space, the author combined
learning a generalized feature space with a dual-force triplet mining constraint [77]. Find-
ing a compact and generalized feature space for fake faces is challenging due to the high
distribution disparities among fake faces in different domains.

However, SSR-FCN is limited by the amount and quality of available training data,
even though the suggested method is well-suited for generalizable face presentation at-
tack detection. Cross-dataset generalization performance suffers when trained on a low-
resolution dataset, such as Replay-Attack [129].

4.4. Zero-Shot Learning in Face Liveness Detection

Face anti-spoofing prevents false faces from being recognized as actual users by face
recognition systems. While sophisticated anti-spoofing solutions are developed, new types
of spoof attacks are also being developed, posing a threat to all current systems. According
to the author, detecting unknown spoof attacks is known as Zero-Shot Face Anti-spoofing
(ZSFA). Liu. Y has presented a revolutionary Deep Tree Network (DTN) to combat the
ZSFA. In an unsupervised manner, the tree is learned to segment the fake samples into
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semantic sub-groups. When a data sample arrives, whether from a known or unknown
attack, DTN sends it to the closest spoof cluster and makes a binary judgment.

4.5. Anomaly Detection in Face Liveness Detection

An anomaly detection approach was used to detect unseen attacks in recent research.
The classification of one class preceded the discovery of anomalies. The types of attacks
in practical applications are likely unknown, potentially occupying a large portion of
the feature domain. As a result, one of the most significant potential issues in current
anti-spoofing approaches is a failure to generalize on undiscovered sorts of attacks. First,
the authors create novel assessment techniques for existing publicly available databases
to highlight the generalization concerns of two-class anti-spoofing systems. Second, to
combine the data collection efforts of many institutions, the author has created a problematic
aggregated database that combines three publicly available datasets: Replay-Attack, Replay-
Mobile, and MSU MFSD, and reports the result.

A unique approach is presented [140] that reformulates the Generalized Presentation
Attack Detection (GPAD) problem from the standpoint of anomaly detection. A deep
metric learning model was provided. A triplet focal loss is a regularization for a novel loss
called ‘metric-SoftMax.’ It guides the learning process towards more discriminating feature
representations in an embedding space. Finally, the benefits of deep anomaly detection
architecture are proven by introducing a few-shot posterior probability calculation that
does not require any classifier to be trained on the learned features. Table 10 summarizes
the anomaly detection approaches in FLD.

Table 10. Anomaly detection in FLD.

Ref. and Year Method for Anomaly
Detection Dataset Used Performance Metrics and

Model Performance

Intra-
Database
Testing

Cross-
Database
Testing

[141]
2018

A GMM anomaly
detector and aggregated

database

Aggregated database of 3
datasets Replay- Attack,

Replay-Mobile, and MSU
MFSD

HTER: 11.90% Y Y

[140]
2019

a deep metric learning
model

GPAD is the world’s largest
aggregated dataset,

combining more than ten
datasets into two levels of
classification to reflect four

fundamental components of
anti-spoofing: attacks,

lightning, capturing gadgets,
and resolving

Attack Presentation
Classification Error Rate

(APCER): 14.28%, Bonafide
presentation Classification
Error Rate (BPCER): 5.99%,

and Aver-
age Classification Error Rate
(ACER): 10.14%., Half Total

Error (HTER): 5.41%

Y Y

[142]
2020

A hypersphere loss
function

CASIA-FASD, Replay- Attack
and MSU-MFSD databases,

SiW-M database

ACER: 15.80% and EER:
15.20%, Area under the curve

(AUC): 96.20%
Y N

[143]
2020

HOG-based face
detection VGG Face base

feature extraction,
Pseudo negative

sampling

Replay-Attack, Rose-You,
OULU-NPU, and Spoof in

Wild

Average Classification Error
Rate (ACER):20.74%, Attack
Presentation Classification

Error Rate (APCER): 25.04%,
Bona-fide Presentation

Classification Error Rate
(BPCER): 16.53%

Y Y

[109]
2021

multiple kernel fusion for
anomaly detection in
unseen presentations

Replay- Mobile, Replay
attack, OULU-NPU,

MSU-MFSD

ACER: 5.58%, AUC:100%,
EER: 0.00%, HTER: 0.00% Y Y

[144]
2021

client-specific one-class
adaptation-based

anomaly detection

Replay attack, Replay Mobile,
ROSE-YOUTU HTER: 8.13% Y Y
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5. RQ4 Evaluation Metrics

The performance of face liveness Detection (FLD) systems was evaluated using
ISO/IEC DIS 30107-3:2017. The authors reported the evaluation measures used to test
various scenarios in a face-liveness detection system. Half Total Error Rate (HTER) is the
most often utilized measure in anti-spoofing settings.

Face Liveness Detection is frequently thought of as a binary classification issue. The
performance is assessed using a variety of performance-related measures. Because these
binary classification methods have two input classes, they are sometimes referred to as
positive and negative. The types of errors they make and their approach to measuring
them are used to evaluate their performance. Binary classification techniques make use
of False positives and False negatives. False Positive Rate (FPR) and False Negative Rate
(FNR) are two often documented error rates (FNR). They calculate the average of FRR (ratio
of incorrectly rejected genuine score) and FAR yields HTER (ratio of wrongly accepted
zero-effort impostor) [142]. Attack Presentation Classification Error Rate (APCER), Average
Classification Error Rate (ACER), and Bonafide Presentation Classification Error Rate
are the three variables (BPCER) [143]. While evaluating Face presentation attacks, the
classification of attacks, the real face, intra-dataset, and cross-dataset performance are
considered [145,146]. BPCER and APCER are two different methods for calculating the
rates of correct and false classification errors. ACER measures performance inside a dataset,
while HTER measures performance across datasets. The Receiver Operating Characteristic
(ROC) curve and the Area Under the Curve (AUC) are also widely employed to evaluate
the performance of face liveness detection methods in addition to the HTER and ACER
scalar values. Equations (1)–(6) show the formula for calculating measures.

HTER =
FAR + FRR

2
(1)

FAR =
FP

Fake samples
(2)

& FRR =
FN

Genuine Samples
(3)

ACER =
APCER + BPCER

2
(4)

where APCER =
FP

FP + FN
(5)

BPCER =
FN

FN + TP
(6)

6. RQ 5 Limitations of Face Liveness Detection Methods

Despite recent and considerable improvements in the development of detection al-
gorithms, presentation attacks remain difficult for the research community. Section 6.1
discusses the challenges in existing databases, followed by Section 6.2, which discusses
challenges faced by existing liveness detection methods.

6.1. Limitations Existing Databases for Face Liveness Detection

Face liveness Detection datasets are still limited in volume and diversity in terms of
the types of spoofing attacks, spoof attack instruments, and acquisition devices employed
for real faces, PAs, and maybe PAIs (compared to other face-related difficulties). There
is currently no publicly available large-scale face PAD, although multiple such datasets
exist for face recognition. It was discovered that none of the databases contained images
of all known forms of spoofing attacks. The majority of published datasets cover two to
three forms of spoofing attacks. Furthermore, some collections have images specialized
to a specific sort of attack. Because no such dataset exists, the researchers should work on
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several datasets to construct the Face Liveness Detection System. A dataset that covers
all known types of attacks in a single dataset is required to build a robust Face Liveness
Detection model against all known attacks. Detecting a face presentation attack is a difficult
task. However, face PAD approaches are currently limited in performance due to the
learning dataset’s lack of quantity and diversity.

6.2. Limitations of Existing Face Liveness Detection Techniques

Despite recent advances in presentation attack detection approaches, unseen attack
detection remains a complex subject. Existing solutions demonstrated promising results
when tested using specific attacks in a controlled environment or public datasets. PAD
models trained on predetermined attacks produce favorable results but are skewed toward
specific attacks. The current face PAD approaches still fall short of most real-world require-
ments (especially generalization ability). When there isn’t too much discrepancy between
the conditions of actual face capture for enrolment and genuine face/PA presentation for
authentication, the results are satisfactory (intra-database evaluation). However, they have
a limited generalization capacity because handcrafted features are not powerful enough to
capture all conceivable variations in acquisition settings.

Moreover, because the features learned by deep neural networks are of relatively
high dimensions compared to the training data’s restricted size, Over-fitting affects both
features, resulting in poor generalization ability. Learning traits that distinguish between a
genuine face and any spoofing attack, presumably in various capture conditions, is still a
research problem. The sensitivity of face recognition systems to numerous face artifacts has
been studied extensively, and different PAD strategies to identify these abnormalities have
developed. Despite these efforts, there are still several obstacles and unresolved issues.

7. RQ6 Future Directions

This section discusses various scientific challenges prior face liveness detection experi-
ments have not addressed. These issues include a significant amount of work that must
be done to improve the performance of the various face-liveness detection systems. The
following is a summary of several difficulties encountered in research, along with potential
answers to those difficulties:

Challenge 1: DL models are sometimes characterized as a “black box” because it is
difficult to determine their sources. As a result, an approach for automatic (parameter)
optimization is required: Finding the ideal layer layout and node number values for
various layers is another difficult task. The choice of parameters for the number of epochs,
learning rate, and regularized strength also requires a basic understanding of the domain.
Automatic optimization techniques for various DL architecture components for datasets
and additional clinical datasets could be introduced as a result.

Future directions for research: Explainable AI (XAI).
Explainable AI (XAI) is a type of artificial intelligence (AI) that enables people to

comprehend the results of a solution. It contrasts with machine learning’s “black box” char-
acter, in which even the AI’s architects cannot explain why it made a particular conclusion.
However, users gradually delegate more computer duties as automation becomes more
common. Users may find it challenging to comprehend such complicated systems because
they often create “black box” Artificial Intelligence (AI). Deep learning can sometimes
achieve remarkable results by focusing on incorrect/biased dataset-related information
rather than domain-relevant information. Regarding the interpretability approach, the
author [147] chose Grad-CAM since it allows us to obtain class-specific explanations and
provides explanations for each layer of the network.

Challenge 2: In real-world circumstances, however, everyday unlabeled face data
is continuously collected from various face recognition terminals, which might use for
semi-supervised learning. One challenge is figuring out how to make the most of unlabeled
unbalanced (i.e., live or fake) data while minimizing performance drops. Furthermore,
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appropriate data augmentation procedures for FAS are rarely studied. Adversarial learning
could be a strong fit for adaptive data augmentation across various areas.

Future directions for research: Adversarial Learning.
However, improving recognition efficiency in a more complex FR model is not enough;

the system should endure various attacks aimed at its competency. Researchers recently dis-
covered that (deep) FR systems are vulnerable to several attacks that produce data changes
to deceive classifiers. These attacks are carried out in two ways: (a) physically altering
the physical look before capturing a photograph or (b) digitally altering the captured face
image. On the other hand, adversarial attacks and the variations that result from morphing
attacks are essential strategies for digital invasion. However, adversarial attacks are mainly
classified as digital attacks, some tactics designed to carry out physically. Adversarial at-
tacks are noteworthy because they typically target deep neural networks (DNN) and focus
on convolutional neural networks (CNN) used to build state-of-the-art FR models [148].
It is crucial in black-box attacks because access to the target model, the training dataset,
and other learning parameters is impossible. A substitute neural network model trained in
such situations can generate adversarial instances against the substitute model [149]. The
target model would expose to these adversarial situations due to its transferability.

A new research area might be the security of CNN-based anti-spoofing against the
challenges posed by the vulnerability of DL architectures to adversarial samples. The
intersection of biometric anti-spoofing and adversarial attacks raises many new challenges,
especially considering how quickly both fields are evolving.

Aside from the above-mentioned future study, the authors suggest further research
directions in robust face presentation attack detection (FPAD) systems.

Challenge 3: Face images from various input disseminations and diverse spoof attacks
can build an FLD model with strong generalization. It is a fact that training data (both
genuine and fake photos) is not shared due to concerns about legal and privacy. Further
research needs to be done to address the concerns of data privacy.

Future directions for research: Federated Learning.
Federated learning is a machine learning algorithm that works collaboratively without

relying on centralized training data. It is a type of machine learning that’s decentralized.
However, a Federated Face Presentation Attack Detection (FedPAD) architecture proposes
to address this issue [147], which takes advantage of extensive face PAD data available
from diverse data owners while ensuring data privacy. Each data owner (known as a data
center) trains its face PAD model locally in a Federated PAD architecture. A server learns
a global face PAD model by repeatedly aggregating model changes from all data centers
without gaining access to private data in each one.

The goal of federated learning is to address the issue of data set privacy. However, it
ignores privacy concerns at the model level for FAS because training the global model necessi-
tates numerous teams sharing their local models, potentially harming economic competition.

Challenge 4: New face presentation attack methods are continually developed, result-
ing in new spoofing faces that compromise existing face liveness detectors. It necessitates
researchers to collect many samples to train classifiers to identify more contemporary
assaults, which is typically expensive and leads to newly evolved attack samples remaining
in tiny sizes.

Future directions for research: Meta-Learning.
Face anti-spoofing is a few-shot learning problem with emerging new threats de-

scribed. Meta Face Anti-spoofing proposes a revolutionary face anti-spoofing strategy
based on meta-learning (Meta-FAS). Meta-Learning is also term as Learning by Learn-
ing. Most existing works use Domain Adaptation (DA) or Domain Generalization (DG)
methodologies to overcome insufficient abstraction to unknown attacks.

However, during training, the target domain is frequently unclear, limiting the use
of DA approaches. Without seeing any target data, DG techniques can overcome this by
learning domain invariant features. On the other hand, they fail to use the target data’s
contents. A self-domain adaptation paradigm proposes an inference that uses unlabeled
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test domain data [150]. A Dual-Branch Meta-learning Network (DBMNet) is explored to
extract features from unseen domains [151–153].

Furthermore, a new approach for face anti-spoofing to extract discriminated features
from domain-specific information in the test domain to improve performance is needed.

Challenge 5: Existing texture-based feature extraction approaches often use the entire
image as input and extract features from there, ignoring that different portions of the image
have varying degrees of importance. Nonetheless, an input image’s data is made up of
a variety of discriminative components with varying degrees of discrimination. Because
of differences in attack instrument and lighting, the useful discriminatory information for
liveness recognition is scattered throughout the image. Consequently, the full potential
of the local representation for discriminative face liveness detection is not tapped when
patches are randomly selected from the face region. For more accurate and reliable face
liveness detection, it is crucial to know how to find the discriminative regions better.

Future directions for research: Reinforcement Learning.
Reinforcement learning (RL) is a branch of machine learning that studies how in-

telligent creatures should behave in a given environment to maximize the concept of
cumulative reward. Deep reinforcement learning also offers a wide range of applications
in the face-related research field. A combination of DRL (Deep Reinforcement Learning)
and RNN has been used to exploit global and local features jointly with global Feature
Extraction using ResNet18 [54]. Moreover, the deep reinforcement learning method is
applied to guarantee the consistency of the visual identity in synthesized faces. In addition,
a researcher suggested an ethnicity balance network based on reinforcement learning to
learn superior performance for multiple ethnicity’s face recognition based on huge margin
losses. However, applying deep reinforcement learning methods still has space for devel-
opment. It would be interesting to explore how RL can extract salience features for Face
liveness detection.

Challenge 6: Within one or more small-size datasets, classic evaluation techniques for
Face presentation attacks commonly consider intra-domain, cross-domain, and cross-type test-
ing. Because the data amount, especially in the testing set, is relatively small. State-of-the-art
methods in such protocols cannot guarantee consistently good performance in practical scenar-
ios. The protocols focus on a single factor, such as seen/unseen domains or known/unknown
attack types, which cannot satisfy the need for complex real-world scenarios.

Future directions for research: need to find a solution (protocol) for complex real-
world scenarios.

GrandTest and open-set [152] are two recent proposals for more realistic protocols.
Open-set testing analyses models discriminating and generalization capabilities on known
and unknown attack types, while Grand Test comprises large-scale mixed-domain data [107].
On the other hand, real-world open-set situations with multiple domains and assault kinds
continue to be overlooked.

More comprehensive protocols (e.g., domain- and type-aware open-set) should be
investigated to bridge the gap between academics and industry. In the case of multi-modal
protocols, training data with multiple modalities is expected, and two testing settings are
commonly used: 1) with multiple corresponding modalities and 2) with only one modal-
ity [54] (usually RGB). However, depending on the user terminal device, multiple modality
combinations (e.g., RGB-NIR, RGB-D, NIR-D, and RGB-DNIR) are used in real-world
deployment. As a result, training individual models for each multi-modal combination
is expensive and inefficient. Although cross-modality translation creates false modalities,
their fidelity, and stability are still inferior to modalities obtained from real-world sensors.
An alternative route for endless multi-modal deployment could be to build a dynamic
multi-modal framework that propagates learned multi-modal information to multiple
modality combinations.

Challenge 7: The need to establish new approaches in face liveness detection involves
explainability has been discussed in earlier sections. It is observed that No standard exists
for evaluating and testing AI explanation algorithms. It is tempting to analyze explanation
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frameworks to compare their quality. According to Explainable AI, an “accurate” explana-
tion does not mean the system gave the correct response. Thus, the biometrics community
must move from “decision accuracy measures” to “performance metrics for explanations,”
which have yet to be produced.

Future directions for research: need to explore experimentations to find a perfor-
mance measure for explanations.

8. Discussion

This systematic review examined various academic research articles on face presenta-
tion attack detection using AI-based techniques. The authors answered research questions
through a systematic review using the PRISMA protocol. Such as varied challenges and
problems associated with the different face spoofing attacks, datasets, face presentation at-
tack detection using artificial intelligence-based approaches used for robust face recognition
systems, and future directions as follows:

Various feature extraction methods, such as handcrafted feature-based extraction,
texture-based, motion-based, and depth-based methods, and the fusion of multiple feature
extraction methods, are proposed in the literature. Face anti-spoofing systems use a com-
bination of machine learning and deep learning algorithms to achieve optimum accuracy
in seeing false and real faces. Even while these approaches offer correct findings for the
existing types of attacks, they are vulnerable to invisible attacks or attacks that are unable
to detect by the systems. Due to their lack of generalization capacity, existing approaches
cannot detect invisible attacks (such as synthetic faces).

Public datasets are still a long way from accurately reproducing real-world applica-
tions. It is likely owing to the difficulties of gathering PAs and PAIs from impostors in
the wild. As a result, most PA examples are obtained manually, which is time-consuming
and exhausting. Moreover, generating a large-scale dataset for face anti-spoofing in the
wild covers numerous real-world applicative contexts. When faced with these challenges,
some researchers rely on data augmentation techniques to create synthetic (yet realistic)
photographs of PA.

Face presentation attack detection (FAD) problems use various artificial intelligence-
based approaches. Due to AI-based advancements, the classification of fake or real spoofs
for robust face recognition systems has become possible. Literature looks at AI-based
models, such as convolutional neural networks, transfer learning, domain adaptation,
domain generalization, generative adversarial network, reinforcement learning, explainable
AI, etc.

The handcrafted feature-based face liveness detection methods are considered to
be more robust against the unknown data samples (data samples not being considered
during training of the AI-based face FLD techniques). The deep learning stacks of neural
networks are more reliable in performance, especially in cases where training and testing
data samples are very similar. For unknown attacks such as synthetic faces (artificially
created), the fusion of handcrafted and auto-extracted (through deep learning) features
may perform promisingly with the help of AI techniques.

In the future, to improve the robustness of existing face liveness detection techniques,
domain adaption, and generalization strategies, investigate further to deal with undetected
or unseen attacks. To make existing algorithms more robust, considering employing multi-
ple algorithms together for decision-making using either federated learning or decision
fusion would be the further research direction in the field.

9. Conclusions

Face recognition using biometric identification techniques is widely used nowadays
but has many potential threats. Though there has been active research for AI-based robust
face recognition systems, researchers are still striving to get a full-proof solution. This paper
examined many types of face presentation attacks and detection strategies for robust anti-
spoofing using AI-based solutions. The study’s key findings are the challenges existing face
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liveness detection systems confront and how they affect the performance of the spoofing
model. The research also finds a high-quality publicly available real-world dataset for
2D and 3D spoofing attacks, which would be the foundation for developing robust FPAD
systems. It discussed challenges as well as future research goals in the domain of invisible
attack detection methods. However, several unique challenges must be addressed before
they are employed in real-world face recognition-based authentication systems. Although
most current solutions rely on handcrafted features to combat presentation attacks, machine
learning and deep learning-based feature extraction methods are also used. Although
existing approaches perform better intra-testing, they lack generalization capabilities,
which is crucial for unknown threats. In the real-world implementation of face anti-
spoofing systems, domain adaptation, and explainable artificial intelligence need to be
explored. These discoveries could serve as a foundation for future research toward face
anti-spoofing that is secure and robust. The findings of this study would undoubtedly
guide the biometric sector in developing safe, efficient, and trustworthy face anti-spoofing
systems in the coming years of biometric technological development.
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