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Abstract: Online services, ambient services, and recommendation systems take user preferences into
data processing so that the services can be tailored to the customer’s preferences. Associative rules
have been used to capture combinations of frequently preferred items. However, for some item sets
X and Y, only the frequency of occurrences is taken into consideration, and most of the rules have
weak correlations between item sets. In this paper, we proposed a method to extract associative rules
with a high correlation between multivariate attributes based on intuitive preference settings, process
mining, and correlation distance. The main contribution of this paper is the intuitive preference that
is optimized to extract newly discovered preferences, i.e., implicit preferences. As a result, the rules
output from the methods has around 70% of improvement in correlation value even if customers do
not specify their preference at all.

Keywords: process mining; associative mining; personalization; recommendation; decision support

1. Introduction

In the context of online services, ambient services, and recommendation systems,
user preferences are usually related to multiple attributes specified by the user based
on certain factors such as environment, culture, and psychological factors. In general,
preference analysis includes the perception and sentiment of the users toward selecting the
target services or items. Users are becoming more attracted to tailored preferences in on-
demand online services related to health, music, movies, food, and fashion. Online service
providers are always keeping up with recommendation technology to tune and match user
preferences so that current users will continue using their services. For some preference
analyses, it is hard to recommend accurate results that match the user’s experience due to
the limitation of references in the database. A system that supports user decision-making
or provides personalized services can only be implemented if the users explicitly define
their preferences. In general, these systems can only provide excellent and meaningful
results during certain events when these explicit and implicit preferences or actions take
place. Based on the insight and related information, the systems can analyze the causal
relationship between these references.

For recommendation of preferences, explicit and implicit references are always related
to spatio-temporal concepts where the time and space of the users are considered. For
example, a system can judge the user’s motives for entering a space, such as entering
a kitchen in a house to prepare breakfast in the morning. Smart systems can identify
their implicit needs to suggest meals with low calories, such as coffee and scrambled
eggs, by relating the reference to information on available ingredients in the house. The
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information here shows that users may have many other choices for breakfast, but it is
hard to decide what to choose. Spatio-temporal reasoning is usually effective when the
references include a sequence of actions, frequencies, and repetitions of the user’s behavior.
However, recommending implicit preferences requires a method to analyze the causal
relationship with the user’s explicit preference and determine the best selection based on
the relationship.

Learning and identifying the implicit preferences of users is challenging due to limited
spatial-temporal references. Moreover, the causal relationship between explicit and implicit
preferences must be strong enough for the recommendation to be meaningful and reliable.
It is also essential to differentiate the user’s ‘needs’ and ‘wants’. Usually, the ‘needs’ of the
users are defined explicitly. In contrast, identifying the ’wants’ is the problem that should
be addressed. Decisions are even harder for spatio-temporal needs to learn the specific
attributes of the available options. Moreover, users are always influenced by the gain of
making certain decisions and the fear of loss. Users usually do not make purely analytical
decisions and are affected by sentiments, cultures, and psychological factors. Hence, we
often see that users always make decisions by relying on other users’ sentiments, news, or
rumors. This is even harder for inexperienced or first-time users who spend extra time and
effort comparing and choosing based on limited information.

The motivation of this research is many research focuses on finding explicit prefer-
ences from existing data such as product specification, sales log, reviews, and surveys
but do not focus on highly related implicit preference. Explicit preference can be easily
extracted from existing data mining methods such as clustering analysis, machine learning,
associative mining, and genetic algorithm. However, the gap lies when extracting implicit
preference [1]. He et al. [2] stated the problem in extracting implicit reference where even
though the explicit preference was given, we need to determine the co-occurrences in the
explicit preference of another user. However, there are some cases where users do not have
any explicit preference at all. Implicit preference in our study is regarded as an “unknown
preference” by the user. Moreover, the implicit preference must have strong relations with
each other. It means that the customer only knows their implicit preference if some relation
related to their explicit preferences is given. In this method, we use a combination of
process and associative mining to extract implicit preferences even if the users do not
specify their explicit preferences.

In this paper, we proposed a method to extract associative rules with a high correlation
between X and Y based using process mining, associative mining, and correlation distance.
The overview is shown in Figure 1. The figure shows that for first-time users, it is easier to
make decisions intuitively. Therefore, they need an ‘intuitive recommendation’ based on
their preference. Our approach takes a service log and extracts the preference model using
process mining. Then the service model is refined by pruning associative rules. A result is
an option for selection that discovers the implicit preference that even the user does not
know before.

The main contributions of this paper are as follows:

1. A method that combines process mining and data mining to extract preference models
for implicit preferences.

2. Extract implicit preferences that have a strong correlation between attributes even if
the user sets some of their preferences as ‘no-interest.’

3. The method outputs not a single choice of an item but multiple combinations of highly
correlated items as recommendations to both first-time users and experienced users.
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Figure 1. An overview of our proposed method.

The benefit of this study is that even though the users do not give any explicit prefer-
ence, which is ‘no preference’ set for all attributes of any item, the method can still extract
what they might prefer by referring to the previous preference of previous customer as
a starting point. If any explicit preferences are given, the preferences will be used as a
reference. Intuitively, the user requires less effort but more flexibility in making a decision.

This paper is organized as follows; After the introduction, we give the preliminary
to introduce process mining, association rule, and Cook’s distance. Next, we define the
problem of service preference extraction and explain the problem. Finally, we evaluate the
proposed method to show its effectiveness.

2. Preliminary
2.1. Process Mining

Process mining [3] is a technique to extract process models from event logs such
as sales logs, system logs, and business process logs. For example, a sales record of a
transaction between a client and business or customer purchase records. We can utilize
process mining to extract a process model called Petri net from an event log. Petri net [4]
can represent the execution order or sequence of actions. Process mining links data and
processes where some data can only be visualized as a process or as the action of a sequence.
Process mining can be performed with process mining tools such as ProM [5], Disco [6],
or RapidProM [7].

In this paper, we utilize a process mining method called inductive miner [8]. Inductive
miner is a method to extract logically correct and sound processes. A logically correct
process does not contain any conflict, such as deadlock or overflow. An inductive miner
can extract sound Petri net or an equivalent form of Petri net called process tree [9]. The
representation of the process using sound Petri net and process trees ensures that the
process does not fall into spaghetti conditions. Therefore, the inductive miner is suitable
for our approach. We utilize the Petri net to represent items’ selections in sequences with
strong correlation and frequency.

Concretely, the inductive miner extracts the process model in a block model repre-
senting a sequence, exclusive choice, parallel, and loop constructs. These four constructs
represent the basic constructs in ost business process workflows. Business workflows,
including customer services, can be modeled with Petri net.
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2.2. Association Rule

An association rule represents a rule of antecedent and consequent. An association
rule can be expressed with A ⇒ C where A is the antecedent for consequent C such that
when A occurs then C will occur. As an example, we take an association rule such as
outlook=sunny, windy=no⇒ play=yes represents that if the outlook is sunny or windy,
then do play outside. Association rule can be extracted from popular algorithms such
as Apriori [10,11] or FPGrowth [12]. The rule is decided by proportional values such as
support, confidence, and lift. To extract associative rules, we utilize the Apriori algorithm.

Let A or C be an itemset. Support supp(L) is the number of instances that satisfy
the rule. The confidence ratio is the ratio of a rule to be true in a dataset. It is given as
in Equation (2).

con f (L⇒ R) =
supp(L ∪ R)

supp(L)
(1)

Lift is the ratio of confidence and unconditional probability of the consequent. lift > 1.0
shows that L and R are dependent on each other.

li f t(L⇒ R) =
supp(L ∪ R)

supp(L)×supp(R)
(2)

2.3. Cook’s Distance

Cook’s distance Dist(i) [13] is used to measure the influence of an independent
variable against another multi-dependent variable. The approach is by removing the
target independent variable from the observation. The Cook’s distance can be calculated
with Equation (3). Equation (3) shows the average of y at observation j when i is removed
from the observation. r is the regression model’s coefficient.

Dist(i) =
∑n

j=1(ŷj(i) − ŷj)
2

rσ̂2 (3)

The sum of (ŷj(i) − ŷj)
2 is calculated at each observation j where the distance is calcu-

lated based on the regression line of each observation when i-th observation is removed.
Since all points on the distribution are considered, Cook’s distance is calculated based on
the regression by the concept of ‘leave-one-out.’ We can say that Cook’s distance is the
distance between the point of regression line produced by averaged y value and when i is
removed from the observation. The calculated distance can measure the influence of i in
the distribution group because Equation (3) averages the sum of residuals y with the MSE.

The given Cook distance shown in Equation (3) utilizes Manhattan distance [14] when
calculating the absolute sum of ŷj(i) − ŷj. It is the L1-norm (Manhattan’s generalized form)
derived from a multidimensional numerical distance called Minkowski distance [15] as
shown in Equation (4). Given an Lp-norm in Equation (4), the sum of the absolute value of
ŷj(i) − ŷj in Equation (3) satisfies Lp-norm when p = 1.

Lp(ŷj(i), ŷj) = (
n

∑
j=1
|ŷj(i) − ŷj)|p)

1
p

(4)

Cook’s distance is simply the distance between averaged regression value of ŷj(i)
(when i is removed) and the normal average value ŷj. By replacing the numerator with
L2-norm, we can obtain the Euclidean version of Equation (3).

Distance Dist(i) is a metric if it satisfies (i) δ(x, y) ≥ 0 (non-negativity); (ii) δ(x, y)
= δ(y, x) (symmetry); (iii) δ(x, y) ≥ 0 if and only if x = y (coincidence axiom); and
(iv) δ(x, y) ≤ δ(x, z) + δ(z, y) (triangular inequality axiom) where δ(x, y) is the distance
between x and y, and z is the point between them. The properties (i), (ii), and (iii) are
trivial when x and y are obtained from absolute value, and if x and y are the same, the
distance is 0, also symmetrically, the distance is the same. To show Cook’s distance satisfies
the triangular inequality axiom in (iv), we can utilize the generalized form of Manhattan
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distance and Euclidean distance shown in Equation (4). Since Cook’s distance is L1-norm, it
is well known that we can set p = 2 to obtain the L2-norm (Euclidean distance). Therefore,
we can write the distance DistL2(i) shown in Equation (5). From Equation (5), we can
identify that DistL2(i) is Euclidean and satisfies the triangular inequality axiom.

DistL2(i) =
1

rσ2

√√√√ n

∑
j=1

(yj(i) − ŷj)2 (5)

As stated by Chai et al. [16], the value of σ2 satisfies triangular inequality (see Equation (6)).
The regression coefficients are represented by p, and σ2 is the regression’s Mean Squared
Error (MSE). The value of σ2 is the Euclidean distance of residual error on how close a point
y is to the regression line (when averaging the y values), assuming that the distribution is a
Gaussian distribution. The value of σ2 can be calculated as in Equation (6). The Euclidean
distance is divided with

√
n where n is the number of samples in the distribution.

σ2 =

√
∑n

j=1(y(j) − ŷj)2

n
(6)

The residuals yj(j = 1, 2, · · · , n) can be represented by n-dimensional vector V. Let
X, Y, and Z be n-dimensional vectors. Based on the metric properties [17], Equation (7)
shows that σ2 satisfies the triangular inequality axiom [16] such that√√√√ 1

n

n

∑
j=1

(xj − yj)2≤

√√√√ 1
n

n

∑
j=1

(xj − zj)2 +

√√√√ 1
n

n

∑
j=1

(yj − zj)2 (7)

We can also obtain L2-norm (the Euclidean version) of Cook’s distance as follows:

Dist(i) =

√
∑n

j=1(yj(i) − ŷj)2

r

√
∑n

j=1(y(j)−ŷj)2

n

=
1
r

√√√√∑n
j=1(yj(i) − ŷj)2×n

∑n
j=1(y(j) − ŷj)2 (8)

Cook’s distance is usually used for outlier detection where the outlier value deviates
far from other independent variables’ values. From Equations (3) and (8), Dist(i) can be
used to remove outlier or weak associative rules. For simplicity, we utilize Equation (3) in
this paper.

3. Related Work

Mining customer preferences involves various parameters and decision support tools
such as user preferences attributes, product specifications, and sentiments. Many related
works focus on both user preferences and product specifications. The commonly used
method includes cluster analysis, machine learning, genetic algorithm, and associative
mining. The related works are shown in Table 1.

Clustering analysis groups preferences by performing clusters on the available data.
Zhang et al. [18] consider product competitiveness when mining customer preferences.
They proposed an information mining method that utilizes entropy and density-based
clustering analysis to the customer preferences. Chong et al. [19] proposed a method to
identify preference by clustering items based on multi-attributes such as consumer sensory
scores. Seo et al. [20] proposed a recommender system for a group of items that are based
on genre preference that may reduce clustering computation cost. Other clustering-based
analyses were also proposed by Osama et al. [21] and Wang et al. [22].
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Table 1. Summary of related works.

Literature Year Clustering
Analysis

Machine
Learning

Genetic
Algorithm

Collaborative
Filtering

Associative
Mining

Process
Mining

Zhang et al. [18] 2022
√

Chong et al. [19] 2020
√

Seo et al. [20] 2021
√

Osama et al. [21] 2019
√

Wang et al. [22] 2019
√

Xiao et al. [23] 2022
√

Zheng et al. [24] 2022
√

Sun et al. [25] 2021
√

Aldayel et al. [26] 2020
√

Bi et al. [27] 2020
√

Gkikas et al. [28] 2022
√

Das et al. [29] 2022
√

Jiang et al. [30] 2019
√

Petiot et al. [31] 2020
√

Alhijawi et al. [32] 2020
√ √

Liu et al. [33] 2022
√

Liang et al. [34] 2022
√

Valera et al. [35] 2021
√

Fkih et al. [36] 2021
√

Davis et al.[37] 2021
√

Qi et al. [38] 2022
√

Tan et al. [39] 2020
√

Chen et al. [40] 2021
√

Ait-Mlouk et al. [41] 2017
√

Kaur et al. [42] 2016
√

Our Method 2023
√ √

Machine learning can predict user preferences by learning from recorded transaction
data. Xiao et al. [23] focus on the sentiment tendencies of the customer to extract their
preferences. These tendencies are fine-grained to improve the performance of the analysis.
The fine-grained sentiment analysis problem is converted into a sequence labeling problem
to predict the polarity of user reviews. Since the problem involves sentiment analysis,
the user-feature focus on the review dataset with text information, such as words with
emotional words. Conditional Random Field (CRF) and neural networks were applied to
analyze the text sequence. Zheng et al. [24] focus on immersive marketing and applied
graph neural network models that consider essential attributes to improve the consumer
shopping experience. Other related works related to machine learning were also proposed
by Sun et al. [25], Aldayel et al. [26], and Bi et al. [27].

Genetic algorithms can find the most optimal preferences from various preferences
patterns based on evolutionary algorithms. Gkikas et al. [28] proposed a combination of a
method using binary decision trees and genetic algorithm wrappers to enhance marketing
decisions. They focus on customer survey data to classify customer behaviors. As a
model to classify customer behavior, Optimal decision trees are generated from binary
decision trees, representing the chromosomes handled in the genetic algorithm wrapper.
Das et al. [29] used a genetic algorithm to predict the premium of life insurance based on
consumer behavior toward the insurance policies before and after-pandemic situations.
Other work was proposed by Jiang et al. [30] and Petiot [31].

Collaborative filtering collects preferences from many customers and predicts a user’s
preferences. Alhiijawi et al. [32] applied a genetic algorithm with collaborative filtering to
generate recommended preferences using multi-filtering criteria. Liu et al. used weighted
attribute similarity and rating similarity in collaborative filtering that can alleviate data
sparseness. Liang et al. [34] focus on diversifying recommendations using neural collab-
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orative filtering that can achieve high diversity in a recommendation. Valera et al. [35]
proposed a method that uses collaborative filtering not for single-user preferences but
for group preferences. The method takes into account taking individual preferences and
context in the group. Other work includes Fkih et al. [36] and Davis et al. [37].

Associative mining extracts associative rules from available data to recognize patterns
based on basket analysis. Qi et al. [38] proposed an algorithm that utilized weighted
associative rules to discover frequent item sets with high values. Tan et al. [39] proposed
top-k rules mining based on MaxClique for contextual preferences mining. In the method,
they applied the problem to association rules extracted from preference databases. They
offered a conditional preference rule with context constraints to model the user’s positive
or negative interests. Other work includes Ait-Mlouk et al. [41] and Kaur et al. [42].

The given related works focus only on the interestingness of an item, such as buyer
sentiments towards one attribute, i.e., rating or prices. However, it is hard to simultaneously
extract implicit preferences with multi-variate attributes such as price, rating, and discount.
There exists a trade-off between choices and attributes of target items. Moreover, it is hard
for users to decide on many multi-variate attributes simultaneously. Therefore, there is a
need to balance between choices and attributes in customer preferences.

4. The Problem of Implicit Preference Extraction

First, we formalized the problem of extracting service preference from the service
model representing the business rule based on the sales log. First, we define preference
as follows:

Definition 1 (Preference). A preference σ is denoted by n-tuple (α1, α2, · · · , αn) where αn is
called as preference attribute of σ.

We formalize a problem which is to achieve a goal for service preference extraction.

Definition 2 (Service Preference Extraction Problem).
Input: Sales log S containing items i1, i2, · · · , in, explicit preferences set P = (α1, α2, · · · , αn)
Output: Implicit preferences set P′ = (β1, β2, · · · , βn)

Based on the problem definition above, we input a sales log S and explicit prefer-
ences P = (α1, α2, · · · , αn). The sales log contains items i1, i2, · · · , in. The preferences
α1, α2, · · · , αn corresponds to each item i1, i2, · · · , in. Example of explicit preferences P and
implicit preferences P′ can be given as P = (High, Low, No−Interest) and P′ = (High,
Low, High) where abstract attributes value such as High, Low and No-Interest corresponds
to the preference of item (Price, Rating, Discount). Here, the implicit preference reveals
No-Interest in attribute Discount can be replaced with High value.

First, we extract implicit preferences set P′ = (β1, β2, · · · , βn) then output the new
preference P′ to represent the choices of items i1, i2, · · · , ik that have strong correlation
between attributes. The implicit preferences do not satisfy βn = αn for all of its elements.
If βn = αn, then the explicit preference for item in does not change. However, if there is
at least one element that satisfies βn 6= αn, we can call P′ = (β1, β2, · · · , βn) as implicit
preference. Therefore, we define implicit preference as follows:

Definition 3 (Implicit Preference). For a given item set I = {i1, i2, · · · , in} and its explicit
preference σ = (α1, α2, · · · , αn), implicit preference is defined as π = (β1, β2, · · · , βn) where
αn and βn satisfy the following:

(i) There exists at least one βn 6= αn such that each αn and βn represents the preference of item
in.

(ii) Item set IE ⊆ I for explicit preference σ and item set II ⊂ I for implicit preference π satisfy
(II ⊂ IE ).
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Definition 3 denotes implicit preference π = (β1, β2, · · · , βn) that satisfies βn 6= αn,
respectively. Implicit preferences are regarded as preferences that are not shown in ex-
plicit preferences. However, no implicit preferences are extracted if βn = αn holds for
all elements.

We use an online ordering system as an example to demonstrate our ideas and ap-
proach. The online ordering system takes orders for a Thai cuisine menu. The menu can
be modeled with Petri net as shown in Figure 2. Figure 2 is represented by a Petri net that
shows a selection of items from the menu in a sequence form from left to right. Each node
and arc shown in the model represents a possible combination of the items. The menu
contains eight categories, which are Appetizer1, Appetizer2, Soup, MainCourse1, MainCourse2,
Dessert1, and Dessert2 is shown in Figure 2 as a group of connected nodes and arc from left
to right. The combination of items can be decided by looking at each attribute, i.e., Price,
Rating, Calorie, Discount. The customer can choose to select one from each category as their
choice from the course menu. The menu shows the restaurant’s price, rating, calories, and
discounts. The combination of selections that the user can make is 192,400 combinations.
Therefore, it is hard for users to decide on the course that suits their preferences.

For further explanation, we give an example of three customers with different pref-
erences. Customers usually express their preferences intuitively. We can conclude that
customers make decisions based on specific attributes, but it is hard to look into the details
of attribute values, especially for first-time customers. Moreover, they usually depend
on the server or service advisor for recommendations. Therefore, the server or service
advisor must make suitable recommendations that satisfy the customer. Let us consider
the preference of the following customers:

1. Alice: She prefers food with low calories and prices. She will usually ask, “I prefer a
healthy diet. What is the food with low calories but not too expensive.” However, she
might be implicitly attracted to try highly-rated food or discounted menu.

2. Bob: He prefers food with a less expensive and good rating. Therefore, he will ask,
“What is the best affordable food you recommend?”. It seems he does not care about
calorie consumption and is also not interested in discounted food.

3. John: He has no specific preference. Therefore, he will ask, “What is today’s special?”
or “What is your recommendation?”.

Since Alice prefers low-price and low-calorie, we can offer a new menu that allows
the customer to choose items that strongly relate to low-price and low-calorie, for example,
Grilled Shrimp for appetizers are low cost and always requested with Pudding because it has
low calories. However, because only appetizers and desserts have a frequent pattern for a
low price and low calories, other types of items more explanation, we’d like to give you
Jued for soup and Kanoom Jeen Namya, will also be requested by the customer because they
have attributes with low price and low calorie. In the case of Bob, he prefers low-price but
good ratings. Similarly, he might be attracted to calorie and discounted food if he looks
into the details. In the case of John, it is the hardest to meet his demands since he also needs
to know what he prefers so that he will set all his preferences as No-Interest.

Customers with explicit preferences will be restricted to a few uninteresting choices.
Fewer choices may reduce repeat customers. The case is similar to Bob, who prefers
inexpensive food with high ratings where he does not care about calorie consumption
and discount. Sometimes, customers such as John do not know what he likes. Therefore,
to respond to preferences that are not specific, the customers should be given a range of
attractive selections on the menu that might satisfy their implicit preferences.
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TomJuedMooSap

Glass Noodle Soup

Apple Pie

Fried Shrimp Ball

Sausage

Egg Rolls

Fried Calamari

Fried Fish

Crispy Crab

Shrimp Dumpling

Salad Roll

GrilledShrimp

Shrimp Cake

Leng Zab

Vegetable Stew

Tom Kha Gai

Tom Yum Kung

PadKrapow

Green Chicken Curry

ShrimpSticky Rice

Pad Thai

Khao Kluk Kapi

Kanoom Jeen Nam Ya

Regular Fried Rice

Sausage Fried Rice

RoastedShrimp Rice

Chicken Porridge

Pudding

Strawberry Cake

Chocolate Cake

Khanom Maw Kaeng

Thai Cup Candy

Mango Sticky Rice

Kanom Piakpoon

Hainanese Chicken Rice

Lod Chong Thai

Coconut Custard

Chocolate Ice Cream

Vanilla Ice Cream

Appetizer 1 Soup Main Course 1 Dessert 1
Fried Shrimpball
(30, 1, 468, 0)

Tom Jued Moo Sap
(40, 2.7, 80, 0)

Pad Krapow
(35, 5, 372, 0)

Lod Chong Thai
(20, 1.8, 215, 0)

Sausage
(30, 2, 224, 0)

Leng Zab
(110, 5, 140)

Green Chicken Curry
(60, 2.4, 240, 0)

Coconut Custard
(20, 4, 540, 10)

Egg Rolls
(40, 3, 480, 5)

Vegetable Stew
(55, 4.1, 180, 5)

Shrimp Sticky Rice
(60, 2.8, 477, 20)

Kanom Piakpoon
(20, 1.8, 172, 0)

Fried Calamari
(80, 4, 187, 0)

Tom Kha Gai
(60, 3.8, 357, 10)

Pad Thai
(90, 5, 486, 0)

Mango Sticky Rice
(30, 5, 270, 0)

Shrimp Cake
(120, 5, 990, 20)

Glass Noodle Soup
(80, 2.9, 300, 0)

Khao Kluk Kapi
(120, 4.7, 1028, 20)

Thai Cup Candy
(30, 4, 1000, 20)

Tom Yum Kung
(90, 5, 280, 0)

Hainanese Chicken Rice
(80, 3.5, 597, 0)

Khanom Maw Kaeng
(40, 4, 244, 0)

Appetizer 2 Main Course 2 Dessert 2
Fried Fish

(35, 5, 199, 0)
Kanoom Jeen Nam Ya

(45, 2, 81, 5)
Pudding

(25, 3.6, 120, 10)
Shrimp Dumpling

(60, 4, 300, 5)
Regular Fried Rice

(60, 3, 790, 0)
Vanilla Ice Cream
(25, 1, 5, 330, 15)

Crispy Crab
(30, 4, 544, 0)

Sausage Fried Rice
(70, 1.2, 610, 15)

Chocolate Ice Cream
(25, 2, 335, 25)

Salad Roll
(60, 3, 1182, 10)

Roasted Shrimp Rice
(80, 3.7, 510, 0)

Strawberry Cake
(40, 3.2, 170, 0)

Grilled Shrimp
(83, 2.7, 125, 10)

Chicken Porridge
(50, 4.2, 228, 25)

Chocolate Cake
(45, 5, 424, 0)

Apple Pie
(55, 4.3, 296, 10)

Figure 2. Menu of items with their attributes (Price, Rating, Calorie, Discount).

5. Preference Refinement by Associative Rule and Process Mining

We illustrate the details of our method in Figure 3. First, we extract frequent items
that include associative rules with low confidence and lift value using Apriori. Then, we
remove irrelevant rules that are (i) duplicate rules, (ii) not satisfying user preferences, and
(iii) outlier rules in which correlation distances are too high.
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Mining
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Implicit 
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Refined 
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Figure 3. Our approach. We used data mining and process mining to extract the customer behav-
ior model.

Figure 4 shows the overview of our approach. Given a preference P of some attributes
such as Attribute 1, Attribute 2, and Attribute 3. For example, Price, Calorie and Rating. These
attributes as given as (Low, High, No−Interest) where each represents the preference of
Price, Calorie, and Rating. The value can describe a range of values, such as 0 to 100. For
example, if the value is 0 to 50, then the value is represented by Low; if the value is between
51 to 100, then the value is represented by High. If no preferences are given, then the value
can be between 0 to 100, which No−Interest represents.

Rules Attibute 1 Attribute 2 Attribute 3

Category 1=Item A⇒ Category 2=Item E LOW HIGH HIGH

Category 2=Item B ⇒ Category 3=Item G LOW HIGH MEDIUM

Category 1=Item B ⇒ Category 2=Item H LOW HIGH MEDIUM

Category 2=Item F ⇒ Category 3=Item H HIGH LOW LOW

Attibute 1 Attribute 2 Attribute 3

LOW HIGH DON'T CARE

Attibute 1 Attribute 2 Attribute 3

Attibute 1 1

Attribute 2 0.5 1

Attribute 3 0.3 0.6 1

Rules Attibute 1 Attribute 2 Attribute 3

Category 1=Item A⇒ Category 2=Item E LOW HIGH HIGH

Category 2=Item B ⇒ Category 3=Item G LOW HIGH MEDIUM

Category 1=Item B ⇒ Category 2=Item H LOW HIGH MEDIUM

Attibute 1 Attribute 2 Attribute 3

Attibute 1 1

Attribute 2 0.5 1

Attribute 3 0.7 0.6 1

Attibute 1 Attribute 2 Attribute 3

LOW HIGH MEDIUM

Explicit Preference σ

Item A

Item B

Item C

Item D

Item E

Item F

Item G

Item H

Item I

Category 1 Category 2 Category 3
Item A

Item B

Item E

Item G

Item H

Category 1

Category 2

Category 3

Implicit Preference π

Associative Rules R Associative Rules R'  (Lift > 0.9 & Attribute 1 = LOW, Attribute 2 = HIGH)

Correlation Coefficient C'

Preference Model N
Preference Model N'

Pruning

Refinement

Correlation Coefficient C

Figure 4. The detailed we added the explanation of red part overview of our approach. The input
is explicit preference σ, and the output is implicit preference π. Both preferences are bounded by
attributes and items in associative rules R and preference model N. The red part shows preferences
that adapt to changes.
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From here, the preferences are taken as a reference when extracting the associative rules
from the service log. The associative rules can be represented such as (Category 1 = Item A)
⇒ (Category 2 = Item E) . Category 1 is the category of item that corresponds to the general
options available in the services. For example, Appetizer, Main Dish, Soup, and, Desert. Each
item, such as Item E, represents the selection within the category. For example, for Appetizer,
some items such as Item E are available for selection. The rules are accompanied by a set of
attributes with values calculated from the average of the attributes of each item found in
the rules. For example, for rules (Category 2 = Item F)⇒ (Category 3 = Item H), the
preference of attributes found in the rules is (High, Low, Low).

Next, the correlation between attributes is calculated. Based on the correlation values,
i.e., Pearson correlation [43], we filter out some rules with attributes that have a high
distance value using Cook’s distance [13]. Then, we recalculate the correlation and value of
attributes of the rules. Since the rules with high correlation were pruned, we can obtain the
new preferences P′ that are optimized for the customer. The changes are then used for the
refinement of the service workflow. The new service workflow represents a workflow that
satisfies the new preference P′. The rules which satisfy Lift ≥ 0.9 are preserved. Associative
rules with a Lift value that is larger than 1 show a strong relationship between an item set
X and Y. Rules with Lift ≥ 1 are considered strong. Note that the value is not absolute;
some rules with a high lift value do not always have higher confidence than those with a
lower lift value. If we increase the threshold of the Lift value, the number of extracted rules
will be reduced. Therefore, we recommend reducing the Lift value to Lift ≥ 0.9.

The next step is to find out which menu the customer prefers. We set the parameters
within a specific range to identify the relationship between items. For example, for Price
attribute, we set the range between 0.0 to 80.0 as Low, and 81.0 to 140.0 as High. This range
can be decided using discretization such as the binning method [44] or pre-defined by the
user. We call the set of values as preference class X .

Definition 4 (Preference Class). For a given attribute value α, the value of α can be represented
with preference class γ if α ranges between [u, v] denoted by (γ, [u, v]).

For example, we separate Low and High values based on the median value. Therefore,
we can give the parameters of preference α based on preference class X as follows:

(i) Price : (Low, [0, 80]), (High, [81, 140])
(ii) Rating : (Low, [0, 3]), (High, [3.1, 5])
(iii) Calorie : (Low, [0, 600]), (High, [601, 1040])
(iv) Discount : (Low, [0, 10]), (High, [15, 30])
(v) No-Interest : (NI, [0, ∞))

As a practical method to capture customers’ intuitive preferences, Based on the range
of values, we allow setting the preferences intuitively rather than giving specific values.

First, we extract the set of associative rules R from the sales logs. A threshold of
more than 0.9 is used for Apriori. Next, we extract the customer process model using
process mining. The process model represents the ordering sequence of items shown in the
sales log. Then, all rules with a low Pearson’s correlation coefficient, i.e., less than 0.5 are
removed. For rules ri, we check the regression. If the Cook’s distance of ri is more than
the threshold h = 1.5, we remove the rule ri. The reason for setting the threshold value
of 1.5 times is that most distance that is too high exceeds 1.5 times more said to deviate
from the average value. However, depending on the analysis of the services, the user must
decide on a suitable value.

The procedure for extracting implicit preference is given in Procedure�Procedure
of Implicit Preference Extraction�. The procedure discovers the process model N, and
extracts the set of associative rules R. Then the procedure filters out weakly correlated
associative rules and items in preference model N and the set of rules R using Cook’s
distance. Table A2 shows the rules that satisfy the explicit preferences, and the Pear-
son correlation value is shown for each relation between attributes Price-Rating (PR),



Big Data Cogn. Comput. 2023, 7, 34 12 of 22

Price-Calorie (PC), Price-Discount (PD), Rating-Calorie (RC), Rating-Discount (RD), and Calorie-
Discount (CD). The table also shows the number of rules extracted. We only focus on
preferences that can extract more than 30 variations of rules. Note that the set of rules also
includes duplicated rules at this phase. From the set of rules, we filter out the weak rules
that have weak correlation values.

We utilize Cook’s distance and associative mining. Cook’s distance characteristic
is that during regression, it can detect highly influential items from a set of items. The
measurement is regarded as the value of the influence of an item if it is removed from the
group. In Cook distance, we can control how large the influence can be tolerated for an item
by maintaining the sensitivity of the distance. For example, as a rule of thumb, a distance
1.5 times above the mean indicates that an item correlates less with other items in the group.
Depending on the situation, the user can adjust the control parameter. Cook’s distance is a
distance based on regression and is suitable for multivariate analysis. Therefore, we handle
all items as a highly correlated group with high sensitivity between them. Items that are
far from the group have more distance. In Cook’s distance, we perform a least-squares
regression analysis to measure the influence of one item on another item in the same group.

Figure 5 illustrates the overview of removing weak correlated multivariate associative
rules with our method. The rule is removed by averaging the value of α1, α2, · · · , αi when
αi is removed from the attributes observation i. Value u and v represent the value of each
rule shown as ◦. The dotted line between ◦ and the regression line (solid line) shows the
residual of the regression. The absolute difference (ŷj(i) − ŷj)

2 is averaged by regression
MSE using the residual value. Implicit preference Π can be produced from the difference
of explicit preference before and after the removal such that Π = σ−σ′.
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Figure 5. Overview of removing weak correlated multivariate rules and how residual difference
ŷ(i)−ŷ can produce implicit preference Π.

Next, to calculate the cut-off point, we utilize Cook’s distance, denoted by Dist(rm)
as shown in Equation (3). We calculate the correlation distance if the set or extracted
associative rules is not an empty set such as R 6= 0. Therefore, the equation can be given
as in Equation (9). cuto f f (Dist(R) is the adjusted mean value for the cut-off point of the
correlation distance.

cuto f f (Dist(R, h)) =

{
h× 1

m ∑n
i=1 Dist(rm), if R 6= φ, rm∈R

0, otherwise
(9)

The value of mean(Dist(R)) denotes the mean of the correlation distance calculated
by Cook’s distance. The sensitivity of the outlier removal is controlled by variable h, which
is the distance ratio from the mean value that is calculated from Dist(rm) using Cook’s
distance formula shown in Equation (3).

Algorithm 1 shows our main procedure in extracting the implicit preference. The
complexity of the Algorithm 1 is O(|R||A| + |R|2 + |T||R|) where |R| is the number of
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rules, |A| is the number of preference attributes and |T| is the number of action labels. The
�Procedure of Implicit Preference Extraction� shows the whole procedure using process
mining, associative mining, and implicit preference extraction using Cook’s distance.
�Procedure of Implicit Preference Extraction�
Input: Sales Log S, set explicit preference Σ = (σ1, σ2, · · · , σm), lift threshold T
Output: Refined Preference model N′ and set of implicit preference Π = (π1, π2, · · · , πn)

1◦ Discover process model N = (P, T, A) from order log E using process mining.
2◦ Extract associative rules R = {r1, r2, · · · , rn} where rn = (X, Y,A) from event log

E which satisfies Lift≥T .
3◦ Extract implicit preference Π for N using Algorithm 1.
4◦ Output refined process model with implicit preferences (N′, π) and stop.

Algorithm 1: IMPLICIT PREFERENCE EXTRACTION

Input: Preference Model N = (P, T, A), Explicit preference σ = (α1, α2, · · · , αm),
Cut-off threshold h, Set of associative rules R

Output: Refined Preference model N′ and implicit preference π = (β1, β2, · · · , βn)
1: R′←∅, δ←0
2: for each ri∈R do
3: for each αm∈A of ri do
4: if αm'σm then
5: R′←R′∪{ri} . Add ri to new set of rules R′ if αm satisfies σm
6: end if
7: end for
8: end for
9: for each ri∈R′ do

10: for each rj∈R′(i 6= j) do
11: if ri :X⇒Y and rj:Y⇒X then
12: R′←R′−{ri} . Remove duplicated rules
13: end if
14: end for
15: if Cook’s distance Dist(ri)≥cuto f f (Dist(R′, h)) then
16: R′←R′−{ri} . Remove outliers with low correlation
17: end if
18: end for
19: for each task label t∈T do
20: for each (ri : X⇒Y)∈R′ do
21: if t/∈X or t/∈Y then
22: T′←T−{t} . Remove label t from N if t is not in item sets X or Y
23: N′←N(P, T′, A) . Create new process model N′ with T′

24: end if
25: end for
26: for each α∈σ do
27: δ←mean(T′, αm) . Calculate mean of attribute αm for each t∈T′

28: βm←pre f Class(δ,X ) . Set βm with value δ by mapping to preference class X
29: δ←0
30: end for
31: π←(β1, β2, · · · , βm) . Construct the implicit preference π
32: end for
33: return (N′, π) . Output refined process model with implicit preferences and stop

The proposed procedure utilizes the mechanism of Cook’s distance when removing
one variable α from the observation. For example, for a given preference on Price, Rating,
Calorie, and Discount, we can observe the influence of Price by setting Price as target i.
We can observe the improvement of residual coefficient R2 in the regression. Figure 6a
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shows the distance for each item of n = 1000 rules. The cutoff line shows the threshold
at 4/n. Figure 6b compares residuals before and after removing weakly correlated rules.
The R2 value was 0.691, but the normal distribution distorted slightly to the positive value.
Figure 6b shows the residual coefficient improved to 0.736. Figure 6b shows that the
correlation improved because the distribution changed from a more dispersed distribution
into a tighter distribution resulting in a higher R2 value. The green dots represent the
distribution after weakly correlated rules were removed, and the blue dot shows the
distribution before the removal. We can see the blue dots are the outliers that were removed
from the set of rules. Here, we confirmed that Cook’s distance is effective in our procedure.

(a) Cook’s distance-based cutoff for attribute αi. (b) Residual plot comparison.

Figure 6. The effect on residual after using Cook’s distance. The residual coefficient improved after
removing weakly correlated rules.

6. Application Example and Evaluation

We applied our method to an order transaction that included 40 items, as shown in
Figure 2. As stated in Section 4, customers can have at most 192,400 combinations of unique
orders. Here, we evaluated the data with at least 60,000 data recorded in the sales log.
Based on the steps in Procedure 1, we perform data cleaning to remove duplicate rules. We
filter rules using Cook’s distance to preserve rules with strong correlations. The procedure
will remove rules that exceed the threshold value such that T > 1.5. Figure A1a,b shows
the detection of irrelevant rules which are over the threshold value. Each figure shows
Price, Rating, and Calorie as independent variables. The same procedure also applies to Price
and Discount. Cook’s distance is calculated by taking the independent variables from the
observation. The figures show that the Cook’s distance of index i that is over the red line
corresponds to rule ri will be removed. For example, Figure A1a show that rules r6, r7, r14,
and r15 were removed from the set of rules R. Figure A1b,c also shows the removal of rules
that exceeds the threshold value.

Apriori extracted 40 associative rules. The procedure outputs 11 rules with strong
correlation such as Price-Rating and Calorie-Discount. From the result, the preferences for
low prices and low calories strongly correlate with ratings and discounts. By successfully
identifying this factor, we can motivate the customer to decide on this menu by offering
more selections with a high rating and discount. The improvement of correlation, i.e.,
preference p10 is shown in Figure 7a,b. After applying our method, the figures show the
improved correlation of preference p′10.
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(a) Correlation matrix of preference P10. (b) Correlation matrix of preference P′10.

Figure 7. Heat map of correlation matrix before and after applying Procedure 1.

The pruned and optimized preferences result is shown in Table 2. For a given prefer-
ence with high correlation, 6 preferences (p0, p2, p6, p10, p14 and p19) were extracted. The
refined preferences is shown as p′0, p′2, p′6, p′10, p′14 and p′19. The course menu selection is
optimized as shown in Figure 8a,b.

Tom Jued Moo Sap 

Apple Pie

Shrimp Dumpling 

Grilled Shrimp

Tom Kha Gai

Tom Yum Kung

Kanoom Jeen Nam Ya

Coconut Custard

Mango Sticky Rice

Pudding

(a) Preference model N(Low,NI,Low,NI) refined for low price and low calorie.

Tom Jued Moo Sap

Apple Pie 

Crispy Crab

Tom Kha Gai

Tom Yum Kung

Kanoom Jeen Nam Ya

Regular Fried Rice

Sausage Fried Rice

Roasted Shrimp Rice

Chicken Porridge

Coconut Custard

Mango Sticky Rice

Pudding

Shrimp Dumpling 

Grilled Shrimp

Salad Roll
Chocolate Cake

(b) Preference model N(Low,High,NI,NI) refined for low prices and high rating.

Figure 8. Implicit preference models output by Procedure 1.

Next, we evaluate our approach. First, we calculate the correlation coefficient rule
removal based on Cook’s distance. From Table A2, the value for the correlation coefficient
of rules p0, p2, p6, p10, p14 and p19 was around 0.54. Figure A1 shows the removal of rules
with a distance that exceeds the threshold value for p10. One independent variable is
removed from each observation. Around 20% of the total rules were removed. Here, we
found that preferences with No-Interest (NI) reveal implicit preference with the highest
correlation. For example, in p10 = (Low, NI, Low, NI), Rating and Discount was set to
No-Interest, but p′10 = (Low, NI, Low, High) shows the preference have strong relation to
high discount.
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Table 2. Explicit preference (before) and implicit preferences (after).

Old Preference (Explicit) Refined Preference (Implicit)

p0 (NI, NI, NI, NI) p′0 (Low, NI, NI, Low)

p2 (NI, NI, Low, NI) p′2 (NI, NI, Low, Low)

p6 (NI, High, Low, NI) p′6 (NI, High, Low, Low)

p10 (Low, NI, Low, NI) p′10 (Low, NI, Low, High)

p14 (Low, High, NI, NI) p′14 (Low, High, NI, Low)

p19 (Low, High, Low, NI) p′19 (Low, High, Low, Low)

The mining result shows that Calorie-Discount and Price-Discount show an increase in
correlation from 0.4 to 0.7 and −0.3 to −0.5. Here, the price and calorie attributes have high
correlations to discounts. Based on this information, the seller of course menu can focus
on discounted items for low prices and low calories. Preference p10 can be refined as p′10
as (Low, NI, Low, High). In the case of p′10, low-price items and low-calorie item menus
usually attract customers that prefer highly discounted menus.

Figure 9 shows the correlation coefficientR for Price-Calorie (PC), Rating-Calorie (RC),
and Rating-Discount (RD). PR’, PC’, PD’, RC’ and RD’ is the correlation after applying our
method. Most of the attributes’ correlation increased. Here, some of the correlation changes
from a negative correlation to a positive correlation. The correlation between negativity and
positivity does not give much meaning other than the increase and decrease relationship of
either attribute. In this paper, we focus on the strength of the correlation regardless of the
negativity and positivity of the correlation.

Figure 10a shows the comparison of the correlation coefficient between attributes.
The Calorie-Discount relation shows the most improvement in preferences P0, P2, P6, and
P10. Rating-Discount and Price-Discount show significant improvement in preference P10
and P0. This is because P0 do not specify any interest where all attributes were set to no-
interest (N/I) and P10 is almost similar to P0 because the attribute values were set to Low and
No-Interest. Price-Calorie shows significant improvement in preferences P0, P2, and P6. In
contrast, Price-Rating and Rating-Calorie correlation shows an improvement. From here, we
can conclude that Price-Rating and Rating-Calorie are explicitly expressed in the preferences.
Therefore, relations such as Calorie-Discount should be considered when recommending a
new menu. Figure 10b shows the comparison for the average improvement of the coefficient
for each preference. From the result, preferences with more no-interest specifications show
the most improvement. This shows that our method can extract implicit preferences.
However, depending on the pattern of preferences of customers, the preferences with more
specifications, such as High and Low, may have different improvement values. This may be
caused by the variations of selections and combinations allowed in the services, i.e., the
business rules.
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Figure 9. Comparison for the attribute’s correlation coefficient for each preference.
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Figure 10. Improvement result. Calculated based on the correlation of implicit preferences.

7. Discussion

Previous research focuses on finding explicit preferences from existing data such as
product specifications, sales logs, reviews, and surveys. Explicit preference can be easily
extracted from existing data mining methods such as clustering analysis, machine learning,
associative mining, and genetic algorithm. The explicit preference can be gathered from
the mining result. However, the gap lies when extracting implicit preference. Implicit
preference in our study is regarded as an ‘unknown preference’ by the user. It means that
the customer does not know their true preference unless some relation related to their
explicit preferences are given. In this method, we use a combination of process mining and
associative mining to extract implicit preferences. The ultimate benefit is that even if they
do not give any explicit preference, which is ‘no preference’ set for all attributes of an item,
the method can still extract what they might prefer by referring to the previous preference
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of the previous customer as a starting point in making a decision on their preferences.
Intuitively, the user requires less effort but more flexibility in making decisions.

The proposed method’s main characteristic is to partially extract implicit preferences
where specific preferences for certain attributes related to a service or product are not the
same. For example, in the given menu, course attributes such as Price, Rating, Discount,
and Calories are four attributes the customer must consider. Therefore, even if they have
a certain preference, such as low price and high rating, the approach can find implicit
preferences that are most likely to be preferred by the user, such as high discount and
low calorie. By converting numerical values in the attributes into abstract values such as
category, i.e., High and Low, we can intuitively present the result to the customer. From
the example, most restaurant managers generally refer to the best-selling items to improve
their menu. However, the best-selling item is independent of each other, and sometimes
there is no reason why such best-selling items perform better than other items. We assume
that best-selling items usually is driven by other items but with less frequency. We can
extract related items (mostly in sequence) from process mining to be selected by frequency.
In addition, associative mining strengthens the correlation with support and lift value.

The main difference with previous works that focus on extracting explicit and implicit
differences is in combination with the process mining model. Nguyen et al. [45] focused
on integrating explicit and implicit ratings by using latent factors in the recommendation
system. They proposed two models, which is for experienced user and inexperienced user.
The method is solely based on the user’s rating of each product or service item. Vu et al. [46]
proposed a method to analyze and reveal implicit references using the probabilistic method.
The method depends on exploratory analysis and a large group of samples to accurately
extract implicit preferences.

In our process mining model, i.e., Petri net, we can explicitly represent relations be-
tween items from process mining and compare the sequence of items with associative rules.
In our approach, our method emphasizes relations based on combinations of sequentially
connected choices. It is optimized based on the frequency of items identified by process
mining and the frequency identified by associative rule.

In extracting highly correlated associative rules, we utilized Cook’s distance. The Cook’s
distance can be given in two versions; the L1-norm (Manhattan distance-based) shown
in Equation (3) and L2-norm (Euclidean distance-based) version shown in Equation (5).
According to Aggarwal et al. [47], the difference in Lp-norms is that due to the high
dimensional data, L1-norm is constantly preferable. The larger the value of p, the less
qualitative meaning a distance metric holds. In our research, we perform multivariate
data mining where the scale for each attribute in data variables differs. Therefore, Cook’s
distance in Manhattan-based form is preferable compared to Euclidean-based form due to
sensitivity and scale in terms of the value of observation y.

We highlight the advantages of our method in extracting implicit preferences. At first,
a customer intuitively set their preferences. In our method, we regard the preferences as
explicit preferences. Implicit preference is a preference that the customer does not know. In
general, even a service user only knows their preference once they experience using the
service. This is most likely to happen to first-time users. Therefore, by extracting previous
users’ experiences, we can extract the options of services most likely to be selected by the
first-time user. This is done by filtering our weakly correlated selections from the service
processes in the form of associative rules.

As a result, we can obtain optimized preferences for the first-time user. The extracted
preferences also apply to the experienced user so they can experience a better service. In the
example given in this paper, a Thai restaurant’s course menu was taken as an example. The
result is the optimized menu course for a user that prefers p0, p2, p6, p10, p14, and p19 as
shown in Table 2. The method is effective for applications such as travel planning services,
learning courses, and interior design or fashion coordination services.
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8. Conclusions

In this paper, we proposed a method to extract implicit preference based on process
mining and data mining (associative mining). The model removes a refined preference
model represented by Petri net and implicit preferences with a stronger correlation than
the given explicit model. The proposed procedure was able to extract various associative
rules and filter the rules to implicit output preferences based on Cook’s distance and
Pearson correlation coefficient. The process model supports associative mining by giving
confidence in filtering up highly correlated rules and representing the combination of
associative rules as a process model. The model serves as multiple options for items
with multi-variate attributes. The proposed approach was evaluated and showed more
than 70% of improvements even if the customer did not specify any interests towards
any attributes for the item selection. The method is suitable for recommending a set of
options rather than a single option. It is effective when used with services that offer many
variations of combinations for the customer. For example, for the problem where more
choices cause harder decision-making due to various possible combinations such as travel
route planning services, meal ordering services, learning courses, and interior design or
fashion coordination services. In future work, we will use the proposed method to identify
sentiments in selecting options in a service. The proposed method is useful for supporting
user experience by extracting customized preferences.

In future work, we will use the proposed method to identify sentiments in selecting
options in a service. The proposed method is useful for supporting user experience by
extracting customized preferences. We plan to extract the sentiments of previous customers
to support the decision-making of new customers. Even though we can find the preference
of ‘no preference’ set for any attributes in the recommendation, the customer should be able
to understand why the preference is recommended. We plan to provide sentiment recom-
mendations for new customers so that the reason for the recommendation can be further
understood and trusted. We will also consider correlation distances such as Mahalanobis
distance and cosine similarity to compare the proposed method’s effectiveness.
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Appendix A

Tables and figures used in the manuscript.

Table A1. Example for rules discovered by Apriori and averaged attribute values.

Rules Price Rating Calorie Discount

r1:(‘Appetizer2 = MiangKham’, 90, 5, 280, 20)⇒ (‘Dessert1 = CoconutCustard’, 40, 4, 540, 10) 65 4.5 410 15
r2:(‘Appetizer2 = GrilledShrimp’, 83, 2.7, 125, 10)⇒ (‘Dessert1 = CoconutCustard’, 40, 4, 540, 10) 61.5 3.35 332.5 10
r3:(‘Soup = TomYumKung’, 90, 4.3, 229, 0)⇒ (’Dessert1 = CoconutCustard’, 40, 4, 540, 10) 65 4.15 384.5 5
r4:(‘MainDish2 = ChickenPorridge’, 50, 4.2, 228, 25)⇒ ‘Dessert1 = CoconutCustard’, 40, 4, 540, 10) 45 4.1 384 17.5
r5:(‘MainDish2 = KanomJeenNamYa’, 45, 2, 81, 5)⇒ (‘Dessert1 = MangoStickyRice’, 87, 5, 270, 0) 66 3.5 175.5 2.5
r6:(‘Dessert1 = CoconutCustard’, 40, 4, 540, 10)⇒ (‘Appetizer2 = MiangKham’, 90, 5, 280, 20) 65 4.5 410 15

https://www.kaggle.com/datasets/anslab/thai-restaurant-dataset
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Table A2. Pattern of preference and its correlation PR, PC, PD, RC, RD, CD between attributes.

Pref. P R C D Rules PR PC PD RC RD CD

p0 NI NI NI NI 52 0.53 −0.1 −0.35 −0.06 −0.05 0.13

p2 NI NI Low NI 46 0.54 0.22 −0.33 0.07 −0.03 0.15

p4 NI NI High NI 6 0.88 −0.9 −0.99 −0.58 −0.8 0.95

p6 NI High Low NI 42 0.45 −0.23 −0.35 0.12 −0.06 0.16

p8 NI High High NI 6 0.88 −0.9 −0.99 −0.58 −0.8 0.95

p10 Low NI Low NI 40 0.54 −0.34 −0.3 0.13 −0.02 0.36

p12 Low NI High NI 6 0.88 −0.9 −0.99 −0.58 −0.8 0.95

p14 Low High NI NI 42 0.41 −0.06 −0.37 −0.09 −0.09 0.2

p17 Low High High NI 6 0.88 −0.9 −0.99 −0.58 −0.8 0.95

p19 Low High Low NI 36 0.45 −0.36 −0.33 0.2 −0.07 0.38

(a) Removing outliers for Rating. (b) Removing outliers for Calorie.

(c) Removing outliers for Price. (d) Removing outliers for Discount.

Figure A1. Outlier detection based on Cook’s distance. The red lines represent the cut-off threshold.

References
1. Abdi, A.; Idris, N.; Maitama, J.; Shuib, L.; Fauzi, R. A Systematic Review on Implicit and Explicit Aspect Extraction in Sentiment

Analysis. IEEE Access 2020, 8, 194166–194191. [CrossRef]
2. He, G.; Li, J.; Zhao, W.X.; Liu, P.; Rong Wen, J. Mining Implicit Entity Preference from User-Item Interaction Data for Knowledge

Graph Completion via Adversarial Learning. In Proceedings of The Web Conference, Taipei, Taiwan, 20–24 April 2020.
3. Van der Aalst, W. Data Science in Action. In Process Mining: Data Science in Action; Springer: Berlin/Heidelberg, Germany, 2016; pp. 3–23.

[CrossRef]

http://doi.org/10.1109/ACCESS.2020.3031217
http://dx.doi.org/10.1007/978-3-662-49851-4_1


Big Data Cogn. Comput. 2023, 7, 34 21 of 22

4. Yamaguchi, S.; Ahmadon, M.A.B.; Ge, Q.W. Introduction of Petri Nets: Its Applications and Security Challenges. In Handbook
of Research on Modern Cryptographic Solutions for Computer and Cyber Security; IGI Global: Hershey, PA, USA, 2016; pp. 145–179.
[CrossRef]

5. ProM Tools. Available online: https://www.promtools.org/ (accessed on 18 October 2022).
6. Fluxicon Disco. Available online: https://fluxicon.com/disco/ (accessed on 18 October 2022).
7. RapidProm. Available online: http://www.rapidprom.org/ (accessed on 18 October 2022).
8. Leemans, S.J.J.; Fahland, D.; van der Aalst, W.M.P. Discovering Block-Structured Process Models from Event Logs—A Constructive

Approach. In Proceedings of the Application and Theory of Petri Nets and Concurrency, Milan, Italy, 24–28 June 2013; Colom,
J.M., Desel, J., Eds.; Springer: Berlin/Heidelberg, Germany, 2013; pp. 311–329.

9. Ahmadon, M.A.B.; Yamaguchi, S. State Number Calculation Problem of Workflow Nets. IEICE Trans. Inf. Syst. 2015,
98-D, 1128–1136. [CrossRef]

10. Hegland, M. The apriori algorithm—A tutorial. In Mathematics and Computation in Imaging Science and Information Processing;
World Scientific Publishing Co. Pte. Ltd.: Singapore, 2007; 209–262. [CrossRef]

11. Shayegan Fard, M.J.; Namin, P.A. Review of Apriori based Frequent Itemset Mining Solutions on Big Data. In Proceedings of the
2020 6th International Conference on Web Research (ICWR), Tehran, Iran, 22–23 April 2020; pp. 157–164. [CrossRef]

12. Kotu, V.; Deshpande, B. Chapter 6—Association Analysis. In Data Science, 2nd ed.; Kotu, V., Deshpande, B., Eds.; Morgan
Kaufmann: Burlington, MA, USA, 2019; pp. 199–220. [CrossRef]

13. Díaz-García, J.A.; González-Farías, G. A note on the Cook’s distance. J. Stat. Plan. Inference 2004, 120, 119–136. [CrossRef]
14. Szabo, F.E. The Linear Algebra Survival Guide; Szabo, F.E., Ed.; Academic Press: Boston, MA, USA, 2015; pp. 219–233. [CrossRef]
15. Lu, B.; Charlton, M.; Brunsdon, C.; Harris, P. The Minkowski approach for choosing the distance metric in geographically

weighted regression. Int. J. Geogr. Inf. Sci. 2015, 30, 351–368. [CrossRef]
16. Chai, T.; Draxler, R.R. Root mean square error (RMSE) or mean absolute error (MAE)—Arguments against avoiding RMSE in the

literature. Geosci. Model Dev. 2014, 7, 1247–1250. [CrossRef]
17. Cullinane, M.J. Metric axioms and distance. Math. Gaz. 2011, 95, 414–419. [CrossRef]
18. Zhang, J.; Lin, P.; Simeone, A. Information mining of customers preferences for product specifications determination using big

sales data. Procedia CIRP 2022, 109, 101–106. [CrossRef]
19. Chong, F.S.; O’Sullivan, M.G.; Kerry, J.P.; Moloney, A.P.; Methven, L.; Gordon, A.W.; Hagan, T.D.; Farmer, L.J. Understanding

consumer liking of beef using hierarchical cluster analysis and external preference mapping. J. Sci. Food Agric. 2020, 100, 245–257.
[CrossRef] [PubMed]

20. Seo, Y.D.; Kim, Y.G.; Lee, E.; Kim, H. Group recommender system based on genre preference focusing on reducing the clustering
cost. Expert Syst. Appl. 2021, 183, 115396. [CrossRef]

21. Osama, S.; Alfonse, M.; Salem, A.B.M. Mining Temporal Patterns to Discover Inter-Appliance Associations Using Smart Meter
Data. Big Data Cogn. Comput. 2019, 3, 20. [CrossRef]

22. Wang, Y.; Zhou, J.T.; Li, X.; Song, X. Effective User Preference Clustering in Web Service Applications. Comput. J. 2019,
63, 1633–1643. [CrossRef]

23. Xiao, Y.; Li, C.; Thürer, M.; Liu, Y.; Qu, T. User preference mining based on fine-grained sentiment analysis. J. Retail. Consum. Serv.
2022, 68, 103013. [CrossRef]

24. Zheng, Q.; Ding, Q. Exploration of consumer preference based on deep learning neural network model in the immersive
marketing environment. PLoS ONE 2022, 17, e0268007. [CrossRef]

25. Sun, Q.; Feng, X.; Zhao, S.; Cao, H.; Li, S.; Yao, Y. Deep Learning Based Customer Preferences Analysis in Industry 4.0
Environment. Mob. Netw. Appl. 2021, 26, 2329–2340. [CrossRef]

26. Aldayel, M.; Ykhlef, M.; Al-Nafjan, A. Deep Learning for EEG-Based Preference Classification in Neuromarketing. Appl. Sci.
2020, 10, 1525. [CrossRef]

27. Bi, K.; Qiu, T.; Huang, Y. A Deep Learning Method for Yogurt Preferences Prediction Using Sensory Attributes. Processes 2020, 8,
518. [CrossRef]

28. Gkikas, D.C.; Theodoridis, P.K.; Beligiannis, G.N. Enhanced Marketing Decision Making for Consumer Behaviour Classification
Using Binary Decision Trees and a Genetic Algorithm Wrapper. Informatics 2022, 9, 45.. [CrossRef]

29. Das, S.; Nayak, J.; Nayak, S.; Dey, S. Prediction of Life Insurance Premium during Pre-and Post-Covid-19: A Higher-Order Neural
Network Approach. J. Inst. Eng. (India) Ser. B 2022, 103, 1747–1773. [CrossRef]

30. Jiang, H.; Kwong, C.; Okudan Kremer, G.; Park, W.Y. Dynamic modelling of customer preferences for product design using
DENFIS and opinion mining. Adv. Eng. Inform. 2019, 42, 100969. [CrossRef]

31. Petiot, J.F.; Blumenthal, D.; Poirson, E. Interactive Genetic Algorithm to Collect User Perceptions. Application to the Design
of Stemmed Glasses. In Nature-Inspired Methods for Metaheuristics Optimization; Modeling and Optimization in Science and
Technologies; Bennis, F., Bhattacharjya, R.K., Eds.; Springer: Berlin/Heidelberg, Germany, 2020; Volume 16, pp. 35–51. [CrossRef]

32. Alhijawi, B.; Kilani, Y. A collaborative filtering recommender system using genetic algorithm. Inf. Process. Manag. 2020, 57, 102310.
[CrossRef]

33. Liu, C.; Kong, X.; Li, X.; Zhang, T. Collaborative Filtering Recommendation Algorithm Based on User Attributes and Item Score.
Sci. Program. 2022, 2022, 4544152. [CrossRef]

http://dx.doi.org/10.4018/978-1-5225-0105-3.ch007
https://www.promtools.org/
https://fluxicon.com/disco/
http://www.rapidprom.org/
http://dx.doi.org/10.1587/transinf.2014FOP0009
http://dx.doi.org/10.1142/9789812709066_0006
http://dx.doi.org/10.1109/ICWR49608.2020.9122295
http://dx.doi.org/10.1016/B978-0-12-814761-0.00006-X
http://dx.doi.org/10.1016/S0378-3758(02)00494-9
http://dx.doi.org/10.1016/B978-0-12-409520-5.50020-5
http://dx.doi.org/10.1080/13658816.2015.1087001
http://dx.doi.org/10.5194/gmd-7-1247-2014
http://dx.doi.org/10.1017/S0025557200003508
http://dx.doi.org/10.1016/j.procir.2022.05.221
http://dx.doi.org/10.1002/jsfa.10032
http://www.ncbi.nlm.nih.gov/pubmed/31512244
http://dx.doi.org/10.1016/j.eswa.2021.115396
http://dx.doi.org/10.3390/bdcc3020020
http://dx.doi.org/10.1093/comjnl/bxz090
http://dx.doi.org/10.1016/j.jretconser.2022.103013
http://dx.doi.org/10.1371/journal.pone.0268007
http://dx.doi.org/10.1007/s11036-021-01830-5
http://dx.doi.org/10.3390/app10041525
http://dx.doi.org/10.3390/pr8050518
http://dx.doi.org/10.3390/informatics9020045
http://dx.doi.org/10.1007/s40031-022-00771-1
http://dx.doi.org/10.1016/j.aei.2019.100969
http://dx.doi.org/10.1007/978-3-030-26458-1_3
http://dx.doi.org/10.1016/j.ipm.2020.102310
http://dx.doi.org/10.1155/2022/4544152


Big Data Cogn. Comput. 2023, 7, 34 22 of 22

34. Liang, G.; Wen, J.; Zhou, W. Individual Diversity Preference Aware Neural Collaborative Filtering. Knowl.-Based Syst. 2022, 258, 109730.
[CrossRef]

35. Valera, A.; Lozano Murciego, A.; Moreno-Garcia, M.N. Context-Aware Music Recommender Systems for Groups: A Comparative
Study. Information 2021, 12, 506. [CrossRef]

36. Fkih, F. Similarity measures for Collaborative Filtering-based Recommender Systems: Review and experimental comparison.
J. King Saud Univ. Comput. Inf. Sci. 2021, 34, 7645–7669. [CrossRef]

37. Davis, K.M., III; Spapé, M.; Ruotsalo, T. Collaborative Filtering with Preferences Inferred from Brain Signals. In Proceedings of
the Web Conference 2021, Ljubljana, Slovenia, 19–23 April 2021; Association for Computing Machinery: New York, NY, USA,
2021; pp. 602–611. [CrossRef]

38. Qi, J.; Mou, X.; Li, Y.; Chu, X.; Mu, W. A novel consumer preference mining method based on improved weclat algorithm.
J. Enterprising Communities People Places Glob. Econ. 2022, 16, 74–92. [CrossRef]

39. Tan, Z.; Yu, H.; Wei, W.; Liu, J. Top-K interesting preference rules mining based on MaxClique. Expert Syst. Appl. 2020, 143, 113043.
[CrossRef]

40. Chen, G.; Li, Z. A New Method Combining Pattern Prediction and Preference Prediction for Next Basket Recommendation.
Entropy 2021, 23, 1430. [CrossRef]

41. Ait-Mlouk, A.; Agouti, T.; Gharnati, F. Mining and prioritization of association rules for big data: multi-criteria decision analysis
approach. J. Big Data 2017, 4, 42. [CrossRef]

42. Kaur, M.; Kang, S. Market Basket Analysis: Identify the Changing Trends of Market Data Using Association Rule Mining. Procedia
Comput. Sci. 2016, 85, 78–85. [CrossRef]

43. Pearson, K. Note on Regression and Inheritance in the Case of Two Parents. Proc. R. Soc. Lond. Ser. I 1895, 58, 240–242.
44. Han, J.; Pei, J.; Kamber, M. Data Mining: Concepts and Techniques; The Morgan Kaufmann Series in Data Management Systems;

Elsevier Science: Amsterdam, The Netherlands, 2011.
45. Nguyen Hoai Nam, L. Latent factor recommendation models for integrating explicit and implicit preferences in a multi-step

decision-making process. Expert Syst. Appl. 2021, 174, 114772. [CrossRef]
46. Vu, H.Q.; Li, G.; Law, R. Discovering implicit activity preferences in travel itineraries by topic modeling. Tour. Manag. 2019,

75, 435–446. [CrossRef]
47. Aggarwal, C.C.; Hinneburg, A.; Keim, D.A. On the Surprising Behavior of Distance Metrics in High Dimensional Space. In

Proceedings of the Database Theory—ICDT 2001, London, UK, 4–6 January 2021; Van den Bussche, J., Vianu, V., Eds.; Springer:
Berlin/Heidelberg, Germany, 2001; pp. 420–434.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1016/j.knosys.2022.109730
http://dx.doi.org/10.3390/info12120506
http://dx.doi.org/10.1016/j.jksuci.2021.09.014
http://dx.doi.org/10.1145/3442381.3450031
http://dx.doi.org/10.1108/JEC-08-2021-0113
http://dx.doi.org/10.1016/j.eswa.2019.113043
http://dx.doi.org/10.3390/e23111430
http://dx.doi.org/10.1186/s40537-017-0105-4
http://dx.doi.org/10.1016/j.procs.2016.05.180
http://dx.doi.org/10.1016/j.eswa.2021.114772
http://dx.doi.org/10.1016/j.tourman.2019.06.011

	Introduction
	Preliminary
	Process Mining
	Association Rule
	Cook's Distance

	Related Work
	The Problem of Implicit Preference Extraction
	Preference Refinement by Associative Rule and Process Mining
	Application Example and Evaluation
	Discussion
	Conclusions
	Appendix A
	References

