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Abstract

:

Semantic data integration provides the ability to interrelate and analyze information from multiple heterogeneous resources. With the growing complexity of medical ontologies and the big data generated from different resources, there is a need for integrating medical ontologies and finding relationships between distinct concepts from different ontologies where these concepts have logical medical relationships. Standardized Medical Ontologies are explicit specifications of shared conceptualization, which provide predefined medical vocabulary that serves as a stable conceptual interface to medical data sources. Intelligent Healthcare systems such as disease prediction systems require a reliable knowledge base that is based on Standardized medical ontologies. Knowledge graphs have emerged as a powerful dynamic representation of a knowledge base. In this paper, a framework is proposed for automatic knowledge graph generation integrating two medical standardized ontologies- Human Disease Ontology (DO), and Symptom Ontology (SYMP) using a medical online website and encyclopedia. The framework and methodologies adopted for automatically generating this knowledge graph fully integrated the two standardized ontologies. The graph is dynamic, scalable, easily reproducible, reliable, and practically efficient. A subgraph for cancer terms is also extracted and studied for modeling and representing cancer diseases, their symptoms, prevention, and risk factors.
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1. Introduction


Semantic data integration is the process of combining data from heterogeneous resources and consolidating it into meaningful and valuable information [1,2]. Recent years have witnessed a massive rise in the production of large amounts of heterogeneous medical data for healthcare systems from a variety of sources, such as patient records, lab results, user experiences on social networks, and wearable devices. The nature of this data is characterized by its volume and variety making it difficult for data processing techniques to handle and manage it effectively in healthcare information systems.



Healthcare information systems must employ innovative methods and techniques for handling and processing such big data to extract usable information and knowledge due to the volume, velocity, and range of issues and challenges that face the process of managing such data in healthcare. Many intelligent healthcare systems have recently demonstrated enthusiasm for utilizing semantic web technologies with healthcare data to transform data into useful knowledge and intelligence [3,4,5,6,7]. Relying on semantic-based techniques to manage heterogeneous data in the healthcare domain assists medical doctors and users in early disease prediction if any disease ailment is detected. Intelligent healthcare systems need to rely on trustful resources and integrate these resources into a reliable knowledge base for such systems. One of these resources is standardized medical ontologies which provide reliable and standard representation of the concepts of medical terminologies and the relation between them [8]. Currently, although each disease is diagnosed by certain defined symptoms, there are no existing ontologies or knowledge bases that link diseases with their symptoms. Despite the existing suggested models, most of them generate knowledge bases manually or automatically by focusing on a limited number of diseases. Integrating diseases and symptom ontologies into a knowledge base provides a strong base for any intelligent healthcare system. One of the forms of a knowledge base is building a knowledge graph for combining structured and unstructured medical data. This helps in visualizing the data, giving it the ability to analyze and infer new rules for enriching the knowledge base [9,10]. The following subsections discuss the need for constructing a knowledge graph of diseases and their symptoms, linking the knowledge graph entities to standardized ontologies, and thus integrating two medical standardized ontologies into a knowledge graph.



1.1. Knowledge Graph Construction


Knowledge graphs (KGs) are used mainly to describe real-world entities and their interrelations organized in a graph. A knowledge graph (KG) is considered a dynamically growing semantic network of facts about things [11]. Given a knowledge graph, G consists of a set of nodes N representing the entities, and a set of edges E representing the relationships between different entities, the graph is denoted as G = <N, E>.



The process of building a knowledge graph involves data acquisition from structured and unstructured resources and extracting relationships that currently require manual professional intervention. Knowledge graphs have proven to provide efficient and effective solutions to conceptualize a healthcare domain and thus be used for several healthcare systems [12]. Existing intelligent healthcare systems such as disease prediction and healthcare recommender systems lack a reliable knowledge base that has the power to represent heterogeneous data resources, having the ability to dynamically grow as more data is provided which could be visualized whenever needed [13,14,15,16,17,18]. The knowledge graph is an efficient representation of such a knowledge base. Figure 1 illustrates the basic components of an intelligent healthcare system and its dependency on a knowledge base of integrated knowledge graphs from different heterogeneous resources. In the reactive scenario, the healthcare system involves a knowledge base gathered from medical facts and could provide the user only with static information. Whereas in the proactive scenario, the system would be able to predict disease and give alerts using an inference engine that depends on a dynamically generated and updated knowledge graph from various resources.



The automatic construction of KGs from semi-structured and unstructured is still an open research problem, especially in the medical domain [19,20]. The challenge is to address medical domain texts given long and complex sentences that contain implicit or explicit relations. Medical domain texts also involve abbreviations and different terminologies for the same medical concepts. The recognition of entities requires previous knowledge in the domain, turning it difficult for computational tools and natural language processing techniques (NLP) to perform such a task automatically [9,21].




1.2. Entity Linking and Integration to Standardized Ontologies


An ontology captures a set of concepts or facts, concepts’ hierarchy, properties, and relationships between these concepts, especially the subsumption relationship. Thus, an ontology provides a rich, predefined vocabulary that serves as a stable conceptual interface to the data sources and is independent of the database schemas [22]. Domain Ontology facilitates knowledge sharing, with common vocabulary across independent software applications. A domain ontology also ensures the reusability and maintainability of domain-related information systems. KGs provide additional features than ontologies as they provide real-world instances and data. KGs add extra information and real-world experiences enriching the basic concepts extracted from a specific domain of interest [23,24]. Ontology entity linking is the process of identifying and associating entities mentioned to a unique concept identifier that best represents it in an ontology [25,26,27,28]. In our framework, the entities mentioned are the constructed KG entities. There are many challenges in named entity linking through an ontology, some of which are the variety and ambiguity problems of the named entities especially in the medical domain [29].



The medical domain involves many standardized online ontologies. The two standardized ontologies under study in this paper are the Human Disease Ontology (DO) [30,31], which is a project hosted at the Institute for Genome Sciences at the University of Maryland School of Medicine. The project was developed initially at Northwestern University to address the need for an ontology that covers the full spectrum of disease concepts. The ontology provides a unique disease ontology identifier for each disease, consisting of a prefix DOID followed by a number. For each DOID, there exists an Internationalized Resource Identifier (IRI) that provides information about the disease. The core relationship in this ontology is the subsumption relationship between disease concepts. However, the ontology does not provide the symptoms, causes, or any extra information except the diseases’ concepts. The ontology also provides the synonyms terms for each disease concept and cross references with other medical ontologies. The second ontology is the Symptom Ontology (SYMP) [32] which is an ontology of disease symptoms, with symptoms encompassing perceived changes in function, sensations, or appearance reported by a patient indicative of a disease. The ontology provides a unique symptom ontology identifier for each symptom, which consists of a prefix SYMP followed by a number, and for each symptom there exists an IRI that provides information about the symptom. However, the ontology does not relate the symptoms to their respective diseases. The ontology provides the synonym terms for each symptom and cross references with other medical ontologies. Both DO and SYMP are ontologies provided by the OBO Foundry (Open Biological and Biomedical Ontology Foundry)—an organization for building and maintaining ontologies related to the life sciences, especially the biomedical field [33].



The two ontologies in the study are so specific containing axioms only. There is a need to automatically integrate these two ontologies for generating a knowledge base for any intelligent healthcare system. The integration of distinct concepts from different ontologies although having logical relationships between them is a challenging task that needs other trustful data sources. Online medical knowledge sources contain medicine and health-related information which is created and maintained by medical professionals. One of the most popular online encyclopedias for the medical domain nowadays is the MayoClinic website [34] which provides information about diseases, their causes, symptoms, risk, and prevention factors. The MayoClinic website provides comprehensive guides on hundreds of diseases and their conditions. It presents the same information provided by the Centers for Disease Control and Prevention (CDC) in more reachable, searchable, and user-friendly navigation options. One of the best features of this site is that its data is always updated. It contains all the latest treatment options for patients based on scientific facts. The website provides healthcare information in different languages. MayoClinic ranks third in the most visited health websites ranking analysis of November 2022 [35]. It also ranks fourth in the most popular healthcare websites [36]. MayoClinic is an informative website for both professionals and medical care providers in different languages and based on reliable medical resources.



In this paper, a framework is proposed for constructing an integrated disease symptom knowledge graph based on two standardized medical ontologies—Human Disease Ontology (DO) and Symptoms Ontology (SYMP). The integration methodology relies on the reliable medical encyclopedia website, MayoClinic, for linking diseases from the DO with their symptoms in SYMP. The outcome is a disease symptom knowledge graph where graph nodes are concepts of diseases, symptoms, causes, prevention, and risk factors. The graph edges represent the relationships between the disease and its related concepts. The integrated knowledge graph aims to be used as a knowledge base for any intelligent healthcare system that could predict diseases or give alerts whenever any disease ailments are detected. The system can be used by non-medical users and medical professionals as it is linked to standard medical ontologies. The paper also focused on a demonstration of a cancer use case, as cancer nowadays is increasingly a global health issue. Cancer is the second leading cause of death worldwide, where 10 million deaths in 2020 were attributed to cancer [37]. The cancer subgraph from the integrated knowledge graph describes a complete and standard hierarchy of cancer classes and subclasses adopted from DO, and the integration provides information about cancer symptoms, causes, risk, and prevention factors. Healthcare systems built on this knowledge graph could alert normal users of any early detected ailments. In addition, it provides the user with a standard language while communicating with medical professionals based on standard symptoms and diseases, thus bridging the gap between normal users and medical professionals.



This paper is presented in five sections. Section 1 is an introduction, and Section 2 discusses related work. The framework and methodologies developed are described in Section 3. The results achieved and experiments conducted are described in Section 4. Section 5 evaluates the overall generated knowledge graph. Finally, Section 6 presents the conclusion and future work.





2. Related Work


The fully automated generation of domain-specific knowledge graphs from unstructured or semi-structured text is still an open research problem in different domains and has special challenges in the medical field when constructing graphs of diseases with their related symptoms [17,38,39]. The recognition of medical-related entities usually requires previous knowledge in the domain. Gathering such knowledge and identifying related entities is a challenging entity recognition task that requires professional human intervention due to the complexity encountered by the diversity of biomedical domains that are not interrelated to each other. Another challenge to consider is the relatedness of such knowledge graph entities to standardized concepts reaching a knowledge graph with linked entities to medical ontologies, causing an integration between medical ontologies that were not integrated before. We classify related work into two categories. First, research in constructing a domain ontology, designed for the medical domain related to diseases and their symptoms, and existing research related to graph linking with standard ontologies to enrich knowledge graphs generated with medical vocabularies. Second, the existing research in the techniques for recognizing and identifying diseases and symptoms. Named entity recognition is a challenging task in the field of natural language processing (NLP), as diseases and symptoms need professional training data sets different from traditional NLP pipelines. Diseases and symptoms terms are multi-word terms with overlapping entities, involving abbreviations and synonyms for each term. These challenges need a specific NLP pipeline to be adopted.



In the research field of medical KG construction, came the work of generating Alzheimer’s ontology system that was built in [40] where there was human intervention from domain experts during the development process. A research was proposed in [41] where an Open Information Extraction system based on unsupervised learning without a prebuilt dataset obtains a knowledge graph from a vast amount of text documents about the disease COVID-19 and the dataset that was used to generate a knowledge graph focused only on COVID-19. A computational framework was designed in [42] for detecting drug combinations, by extracting drug names from biomedical publications and treatment sections of clinical trial records, and a network model is constructed representing the drug names and their associations. The previous work was extended in [43] through an algorithm for constructing a knowledge graph from drugs, genes, and diseases mentioned in the biomedical literature are presented with two querying algorithms for searching the knowledge graph by a single drug or a combination of drugs.



A human disease symptom network was built based on the use of large-scale medical bibliographic records collected from PubMed [44], to generate a symptom-based network of human diseases—Human Symptoms Disease Network (HSDN). The work depended on the stated diseases in PubMed abstracts which do not cover all diseases and their symptoms, and in terminologies that are not suitable for an intelligent healthcare system that addresses normal users. There is also a knowledge database of disease-symptom built based on associations generated by an automated method based on information in textual discharge summaries of patients at New York Presbyterian Hospital admitted where the associations were applied to 150 frequent diseases from the hospital records [45]. DS-Ontology (Disease-Symptom Ontology) was proposed in [46], the research generated an ontology by manually linking a few diseases with their symptoms as a step to integrate DO and SYMP ontologies. In [38] a system is proposed that uses domain knowledge for enriching word embeddings used by NLP deep learning model to serve cancer phenotyping. The research used Unified Medical Language System to enrich the word representations. An intelligent health diagnosis technique is proposed in [39] where its inference engine exploits automatic ontology generation for answering a query by gathering information from different biomedical ontologies. This approach is gathering information based on the query and thus proposed ontology generated called HDDO is an upper-level ontology for personal health diagnosis, and it is used to identify possible diagnoses from the user queries and his personal data. In the work of [47], the disease symptoms relations were extracted by clustering algorithm based on structural disease symptoms relations’ mentions from different medical ontologies. An automatic approach for constructing a knowledge base of symptoms in Chinese was discussed in [48] where a graph was built from Chinese data sources. The research adopted by [49,50] is based on extracting disease symptom relationships by analyzing text dependency and term occurrences from medical data sources. The work in [51] constructed a graph DSKG which added another dimension that was important to consider which is the use of social user discussion boards for the construction of a disease symptom knowledge graph. This emphasizes that normal users using any healthcare system need the diseases and their symptoms to be represented in a familiar yet standard language. A lightweight approach for extracting disease-symptom relation using an annotation tool using a few records of medical texts for the automatic generation of a disease knowledge base was discussed in [52]. Table 1 compares the studies related directly to our work, the methodologies, and approaches followed by each, the data sources used, and the number of diseases under each study stating whether the work is based on linking to standard medical vocabulary. The table also shows whether or not the constructed graph from each study if available is based on entity linking with DO and SYMP ontologies, and whether or not the graph integrated with the ontologies.



Our paper focuses on a cancer case study where some researchers stated the importance of generating knowledge graphs in oncology research [53]. Further research made efforts to build cancer-related knowledge graphs, but they are either building it manually as in the work of [54] or are building it based on genes studies [55] which will be useful for biomedical engineers and medical professionals but not for normal users.



The second category of studies relevant to the paper is Disease Named Entity Recognition (DNER) [56,57,58,59,60,61] which has been a hot research topic for several years, and several approaches have been using machine learning techniques. However, more recent approaches have adopted deep learning approaches as these approaches have proved to achieve better performance in the field of DNER such as the use of Bidirectional Encoder Representations from Transformers (BERT) models which is a transformer-based machine learning technique for natural language processing [62,63,64] and Bidirectional Long Short-Term Memory (BILSTM) networks with a Conditional Random Field (CRF) layer models [65]. Based on the surveyed related work, the automatic construction of a disease-symptom knowledge graph that also considers disease synonyms, causes, risk, and prevention factors in addition to integrating it with standardized ontologies is still an open research issue. Our framework is one step towards constructing a disease-symptom knowledge graph integrated with standardized ontologies, based on trustful online medical resources and DNER models.




3. Proposed Ontology-Based Integration Framework


The framework adopts a methodology for automatically generating standardized-based medical knowledge graphs beneficial for any intelligent expert advisor healthcare system. The framework depends on four reliable resources for Medical and healthcare information. The first resource is the MayoClinic website which uses a scientific encyclopedia for diseases created by a nonprofit American academic medical center focused on integrated healthcare, education, and research. The second resource is the standard Human Disease Ontology (DO), an ontology of disease concepts. The third resource is the Symptom Ontology (SYMP) which is an ontology of symptoms, with symptoms encompassing perceived changes in function, sensations, or appearance reported by a patient indicative of a disease. Both DO and SYMP are ontologies provided by the OBO Foundry—an organization for building and maintaining ontologies related to the life sciences, especially the biomedical field. Taking into consideration that DO and SYMP ontologies are separate ontologies and are not linked. The fourth resource is the UMLS Meta thesaurus [66] which is a large biomedical thesaurus that is organized by concept or meaning and links synonymous names from over 200 different source vocabularies. The Meta thesaurus also identifies useful relationships between concepts and preserves the meanings, concept names, and relationships from each vocabulary. The UMLS concepts are needed as a reliable source for concept mapping. The framework relies on integrating the two ontologies on the medical facts provided in the online encyclopedia MayoClinic website.



The developed framework for generating the standardized-based knowledge graph is composed of three phases. First, the MayoClinic scraper phase where information is gathered about diseases, symptoms, causes, prevention, and risk factors from the website, thus the data is provided in an unstructured or semi-structured format. The second phase represents concept and graph extraction from Ontologies where concepts are extracted from the standardized disease and symptom ontologies and processed, and graphs representing each standardized ontology are extracted. The third phase is the Entity linking and Integration phase where the entity linking algorithm is adopted to link nodes from the online-based knowledge graph generated to the nodes from the standardized ontologies for constructing the integrated standardized-based medical knowledge graph. The framework for generating the integrated knowledge graph showing the three phases is shown in Figure 2.



3.1. Mayoclinic Scraper


The Mayoclinic scraper initially starts by feeding seed URLs to the crawler representing the MayoClinic web page for diseases and conditions. The crawler extracts the pages of all diseases on the website starting alphabetically with diseases from the letter ‘A’ to the letter ‘Z’. The parser parses the relevant information from pattern-matching techniques and regular expressions. The relevant information of interest on the page is the title of the disease, the list of its symptoms, the disease causes, prevention, and risk factors.



Text pre-processing techniques are applied during the parsing stage where all parsed information is pre-processed by removing punctuation, brackets, apostrophe-s, and s-apostrophe. This step is checked and compared with the website information until an acceptable accuracy level of parsed data is achieved. After the data filtration step, each disease, symptom, risk factor, cause, and prevention factor is given a unique number so that each item is represented once in the created online-based knowledge database. The data filtered is used for creating and extracting relationships, then generating Resource Description Framework RDF triples based on the core RDF for the knowledge graph showing four relationships as illustrated in Figure 3. The output of this stage is an online-based knowledge graph composed of triples based on the content parsed and processed from the MayoClinic encyclopedia. The graph resulted in 9,387 nodes of 5 labels—‘Disease’, ‘Symptom’, ‘Cause’, ‘PreventionFactor’, and ‘RiskFactor’.



The graph involves 11539 relationships of 4 distinct types—‘has_symptom’, ‘caused_by’, ‘prevented _by’, and ‘has _risk’. Figure 4 shows a subgraph of the disease ‘lung cancer’ from the generated knowledge graph with all its relationships with other nodes representing lung cancer disease symptoms, causes, risk factors, and prevention factors as stated on the MayoClinic website. The output of this stage is an online-based knowledge graph composed of triples based on the content parsed and processed from the MayoClinic encyclopedia. The graph resulted in 9387 nodes of 5 labels—‘Disease’, ‘Symptom’, ‘Cause’, ‘PreventionFactor’, and ‘RiskFactor’.




3.2. Concept and Graph Extraction from Ontologies


The second phase starts by extracting concepts from the DO and SYMP ontologies. Each concept in the ontology has its own properties involving the concept name with its other synonyms, the concept description, the unique identifier, the internationalized resource identifier (IRI) along with the cross-references to other medical ontologies. The most important relationship in these ontologies is the subsumption relationship, also known as a “hyponym-hypernym relationship”. The subsumption relationship in semantic networks states that a concept is a subconcept of another concept.



Text pre-processing is then applied to the concepts’ names and their synonyms where the list of synonyms for each disease or symptom is split and treated as a separate concept giving it the same unique identifier as their original concept. Diseases names and synonyms are preprocessed by removing punctuation, brackets, apostrophe-s, and s-apostrophe. Each of the disease and symptom concepts is a multi-term expression. Each of the disease ontology and Symptom ontology is extracted into a graph to be ready for the integration phase. Each node has data properties of name, unique identifier, and the concept IRI. Figure 5 shows a subgraph from the diseases graph focusing on the disease ‘cancer’, it shows its relationship with its superclass‘ disease of cellular proliferation and expands the subgraph of one of its subclasses ‘organ system cancer’. The figure shows the subgraph corresponding subtree in the disease ontology. Figure 6 shows a subgraph from the symptoms graph focusing on symptom ‘pain’, it shows its relationship with its superclass ‘sensation perception’ and expands the subgraph showing its subclasses of specific types of pains. The figure shows the subgraph corresponding subtree in the symptom ontology. The resulting diseases’ knowledge graph involved 13,381 nodes with 10,961 relationships. However, the symptoms knowledge graph resulted in 1004 nodes and 897 relationships.




3.3. Entity Linking and Integration


During this phase, the three graphs—MayoClinic online-based knowledge graph, diseases graph, and symptoms graph should be prepared for the third phase which is the Integration phase. Figure 7 shows the Phase 3 pipeline. Graph Alignment methodology needs to be applied, the objective of the graph aligner is to align two networks G and H by producing an alignment that consists of a set of pairs (x,y), where x is a node in G and y is a node in H. Graph Alignment methodology has been applied to works on property name on nodes from disease graph to be aligned with similar nodes from the online-knowledge graph. The aligner was also executed for the similar nodes of the symptom graph compared with the online-knowledge graph nodes. The similarity is measured by an exact phrase matcher for the first iteration, if the node x from graph G is similar to node y from graph H, both nodes are merged into one node z inheriting all its edges from both graphs. The merged node has a degree equal to the sum of the degree of node x and node y where deg(z) = deg(x) + deg(y).



The merged nodes have the properties from either the disease graph or symptom graph, including the property IRI. Thus, these merged nodes are linked to the standard ontologies and their internationalized resource identifier. The merged node has an additional property ‘score’ having a value of ‘1’ indicating the certainty of semantic relatedness of the node to the standardized concept. Figure 8 shows the ‘lung cancer’ disease from the online-knowledge graph integrated with the disease graph, the merged node has the relationships from the disease graph (the superclass and its subclasses) together with the relationships from the online-knowledge graph ‘has_symptom’, ‘caused_by’, ‘prevented_by’, and ‘has_risk’ relationships. The figure also shows the node properties of the ‘lung cancer’ node having a property score of 1, IRI, and unique identifier of the disease ‘lung cancer’. Figure 9 shows the node properties of one of its symptoms ‘chest pain’ node having a property score of 1, IRI, and a unique identifier of the symptom ‘chest pain’.



The Phrase matcher linked only entities with an exact match with the disease name or the symptom name. To improve the entity linking algorithm, the unlinked disease, and symptom names must be introduced to the natural language processing pipeline. The problem of overlapping concepts arises when disease names such as “lung cancer” and “breast cancer”, if both passed by the traditional NLP pipeline, only the word “cancer” in both cases will be considered and not the whole term. This is because traditional NLP pipelines are trained on English corpus not medical corpus and cannot accept overlapping words. There is also a need to be able to recognize diseases based on their concept with their unique identifier—also known as concept unique identifier, for example, terms such as ‘breast tumor’ and ‘mammary cancer’ should be identified as ‘breast cancer’ as they are synonyms for this disease. Disease entity name recognition is a field of interest today, automatic recognition of disease mentions is a challenging task due to the variations and ambiguities in disease names. In the following subsections, the details of applying entity name recognition on both diseases and symptoms on MayoClinic integrated KG are discussed to improve the number of linked entities with the nodes inherited from disease and symptom graphs.



3.3.1. Disease and Symptom Named Entity Recognition


Pre-trained models are using deep learning techniques such as Bidirectional Encoder Representations from Transformers (BERT) which is a transformer-based machine learning technique for natural language processing [62,63,64], another technique is using the bidirectional long short-term memory (BILSTM) networks with a Conditional Random Field (CRF) layer [65]. Currently, these are the best models for NLP systems that provide reliable annotating and mapping of the text of biomedical and medical terms and documents to UMLS concepts, which is a comprehensive resource of medically relevant concepts and relationships. The pretrained model adopted is based on BERT [67], as BERT-based models have proved to have better precision, recall, and F1 score in the biomedical domain, the BERT-based models are now considered one of the benchmarks for biomedical name entity recognition [68,69]. The model annotates the text using the concept unique identifier (CUI) of UMLS giving a similarity score.



The scraped entities for both diseases and short sentences representing symptoms from the MayoClinic knowledge graph are input to the Pre-trained NLP model and similarities are calculated as shown in Equation (1). Given two diseases x and y with their vectors dx and dy, n is the number of terms in a multiterm concept and i is the term iterator, Equation (1) shows the cosine similarity between the two diseases x and y.


  cos  (  d x  ,  d y  )  =     ∑  i = 1  n    d  x , i    d  y , i         ∑  i = 1  n    d  x , i  2        ∑  i = 1  n    d  y , i  2       



(1)







The cosine similarity ranges from 0 (no shared terms) to 1 (identical concepts). The annotated concepts based on UMLS are cross-mapped with concepts of diseases and symptoms available in xref of the standardized ontologies, other annotated concepts not related to diseases and symptoms are ignored. Based on the similarities calculated, scraped diseases and short symptom sentences are normalized and merged with their corresponding nodes in the integrated graph and the nodes’ scores properties are updated with the code similarity score value. According to our algorithm, a threshold greater than or equal to 0.7 is adopted.




3.3.2. Symptom Named Entity Recognition for Long Sentences


Some scraped symptoms are represented as long sentences or paragraphs on the MayoClinic website, these sentences need another algorithm to be adopted. In this paper, an algorithm for document-to-vector embeddings is adopted called BioSentVec [70]. BioSentVec embeddings are trained for calculating clinical sentence pair similarity. Long symptom sentences are input to the algorithm and comparing the pair similarities between the sentence and all symptoms’ concepts from the standardized symptom ontology, the best match is considered, and the threshold of similarity considered is 0.7. The long sentences are merged and normalized with the symptom nodes to form an integrated graph and the score is updated with the score of similarity. If we still have scraped entities that are not merged, they are added to the integrated graph with a score equal to 0.



By the end of this phase, an integrated disease-symptom knowledge graph is reached with 594 nodes linked with standardized disease ontology out of 994 scraped disease nodes and 661 nodes linked with standardized symptom ontology out of 4427 symptom nodes scraped.






4. Experimental Results


The knowledge graph generated succeeded in integrating both DO ontology and SYMP ontologies with all their concepts hierarchy based on trustful medical facts. This integrated knowledge graph was not addressed in any of the related research before. Each disease node in the graph is identified with the disease’s unique identifier number, thus the disease name and its synonyms are all represented as one node with no redundancy. This has an impact on the graph size, instead of having more than 8000 nodes representing diseases in the DO ontology, they are represented in 14,010 nodes. The following discussion focuses on the graph nodes that are linked with their concepts from the standardized ontologies. Table 2 shows the number of nodes linked after each technique was applied. Figure 10 shows the percentage of scraped diseases linked with the standardized disease ontology using different methodologies. Figure 11 shows the percentage of scraped symptoms linked with the standardized symptom ontology using different adopted methodologies.



Further experiments are also conducted to evaluate the percentages of diseases and symptoms interlinked from the overall linked knowledge graph based on dictionary-based models (Phrase-Matcher) versus BERT models with different thresholds, and the BILSTM with CRF-based models with different thresholds. Figure 12 shows the comparison for diseases, whereas Figure 13 shows the comparison for symptoms. The results showed that BERT-based models achieved better results in nodes’ linking, and thus it was chosen for generating the proposed knowledge graph.



For evaluation, the knowledge database of disease-symptom associations [45] is used where 150 frequent diseases with their symptoms from a hospital are represented and mentioned using UMLS concepts. The database has 1865 records stating diseases and their symptoms from patients’ records. Figure 14 shows a chart stating the percentage of diseases and symptoms from the database that is linked with the standardized ontologies using different methodologies. The records in the database were tested using cypher queries for all records checking for the diseases-symptom relationship in the integrated graph. Table 3 shows the precision, recall, and F1 score values using different methodologies.



For the cancer case study, the subgraph representing the ‘organ cancer terms’ have been queried using cypher query language to discover the cancer terms and their symptoms. The results showed that 263 ‘has_symptom’ relations have been created integrating cancer terms with their symptoms, from which 62 symptoms are linked to the SYMP ontology with a score of 1. The number of new relationships created representing ‘caused_by’ relationship is 162 edges. New relationships representing ‘prevented_by’ relationship is 66 edges, whereas 184 new edges are created representing ‘has_risk’ relationships between cancer terms and their risk factors. The organ cancer subgraph could be extracted to serve as a knowledge graph for healthcare systems dedicated to cancer diseases.



Taking all together the experimental results, evaluation, and discussions; the proposed framework succeeded in fully integrating heterogeneous data sources and successfully built a standard-based knowledge graph suitable as a knowledge base for healthcare applications with query results having a precision of 0.88, recall of 0.54 and F1 score of 0.67. The knowledge graph nodes covered all diseases and symptoms from the standard ontologies, and fully integrate two standardized ontologies. Taking into consideration that synonyms are represented by the same node, thus avoiding redundancy and unnecessary growth of the graph size. The smaller the graph size will have a positive impact on reducing the response time for any healthcare querying system. Each of the linked graph nodes has a unique identifier and IRI properties that are universal standards and independent of a specific language, thus the graph could easily be adjusted to serve any language. The proposed framework generated a knowledge graph that is fully integrated, dynamic, scalable, easily reproducible, reliable, and practically efficient. The cancer subgraph could serve as a separate graph for cancer-related healthcare systems.




5. Knowledge Graph Evaluation and Discussion


Frameworks were proposed for the systematic evaluation of knowledge graphs. The evaluation conducted is based on a proposed practical framework for evaluating the quality of knowledge graphs covered in [71,72] where the frameworks specified proposed quality dimensions for quantitatively and qualitatively comparing knowledge graphs. The evaluation covered here focused on ten dimensions from the evaluation studies and added three other dimensions- scalability, synonyms coverage, and types of relationships covered. The evaluation focused on comparing the proposed generated knowledge graph with the other studies from Table 1 having their output as a knowledge graph. In Table 4, the first ten dimensions discuss the accessibility where the proposed KG depends on available online resources, and thus reliable and trustful resources. The proposed KG covers all nodes from DO and SYMP, and this covers all standard diseases and symptoms having nodes linked to DO and SYMP with a score of 1. Linked nodes are self-descriptive in terms of URIs as they have property IRI. The linking is based on standard vocabulary which reinforces the interoperability of the KG. The proposed KG is built based on a variety of domain-specific up-to-date resources relevant to the field of interest. The generated graph is moderate in size compared to other KGs however, the graph covers all the disease concepts mentioned in DO ontology, it doesn’t include redundancy in disease concepts as it considered diseases and their synonyms as exact nodes. The proposed KG and methodologies used are scalable leading to graph updates whenever additional data resources are considered. The proposed KG covers four types of relationships - a disease with its symptoms, causes, risk, and prevention factors.




6. Conclusions and Future Work


The developed framework generated a knowledge graph based on medical facts from a reliable online medical encyclopedia integrated with standardized ontologies—Human Disease Ontology and Symptom Ontology where nodes are linked to their internationalized resource identifier. The integrated knowledge graph is a base for any intelligent expert advisor for professional disease prediction or for giving a normal user an alert for any ailments detected so they provide medical awareness. The framework also gives insights into the causes, prevention, and risk factors of diseases. The integrated knowledge graph resulted in 24,615 nodes with 29,165 relationships, with 594 nodes linked with disease concepts from standardized disease ontologies and 661 nodes linked with standardized symptom ontology. The graph also indicates nodes for the causes, prevention, and risk factors of diseases extracted from the MayoClinic online encyclopedia. Having a knowledge graph with linked nodes to standardized ontologies would be a standard for any intelligent healthcare system for disease prediction and symptom check systems. The graph will help have a common and standard language between normal users and medical professionals. The proposed framework provides an automated novel approach for generating a disease-symptom knowledge graph that is fully integrated, dynamic, scalable, easily reproducible, reliable, up-to-date, and practically efficient. Separate subgraphs could be extracted to serve as a separate knowledge base for specific-domain healthcare systems. A case study was performed to generate organ cancer diseases’ subgraph connected with their symptoms, causes, risk, and prevention factors, with nodes linked with standardized ontologies.



Analyzing the knowledge graph would be useful for research in future work, as measuring the density of the graph helps in extracting the most shared symptoms among distinct diseases. The methodologies and techniques adopted within the framework are efficient for enriching the graph when more datasets are provided. More datasets are needed for building and training diseases and symptoms entity name normalization systems that would lead to an increase in the number of entities linked and normalized to standardized ontologies. In future work, more datasets from other medical resources would be considered to enrich the graph and affects both the score of certainty of normalizing the node and the weight of relationships between distinct nodes.
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Figure 1. An Intelligent healthcare system. 
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Figure 2. Framework for generating standardized-based integrated medical knowledge graph. 
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Figure 3. Phase 1 core RDF showing four relationships. 
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Figure 4. A subgraph of lung cancer disease node with all its four relationships with other nodes. 
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Figure 5. A subgraph of ‘organ system cancer’ concept with its superclass, subclasses, and the corresponding DO sub tree. 
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Figure 6. A subgraph of ‘pain’ symptom with its superclass, subclasses, and the corresponding SYMP subtree. 
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Figure 7. Entity linking and Integration pipeline. 
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Figure 8. The subgraph of the integrated node ‘lung cancer’ with all its relationships and its node properties. 
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Figure 9. Properties of integrated node ‘chest pain’ as one of the symptoms of ‘lung cancer’ and other diseases. 
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Figure 10. Chart showing the percentage of scraped diseases interlinked with disease ontology using different adopted methodologies. 
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Figure 11. Chart showing the percentage of scraped symptoms interlinked with symptom ontology using different adopted methodologies. 
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Figure 12. Chart showing the impact of the different entity-linked models on the percentage of scraped diseases interlinked with disease ontology. 
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Figure 13. Chart showing the impact of the different entity-linked models on the percentage of scraped symptoms interlinked with symptoms ontology. 
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Figure 14. Chart showing the percentage of diseases and symptoms from the database that is interlinked with the standardized ontologies using different adopted methodologies. 
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Table 1. Comparison between different studies.
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Study

	
Methodology

	
Data

	
Number of

	
Entity Mentions

	
Linked

	
Linked

	
Graph




	

	
Used

	
Resources

	
Diseases

	
Linked to

	
and Integrated

	
and Integrated

	
Generated




	

	

	

	
Covered

	
Medical Vocabulary

	
with DO

	
with SYMP

	






	
HSDN [44]

	
The term

	
PubMed

	
4219

	
Yes

	
No

	
No

	
Yes




	

	
frequency-inverse

	
abstracts

	

	

	

	

	




	

	
document frequency

	

	

	

	

	

	




	
DS-Ontology [46]

	
Manual

	
Medical Experts

	
200

	
Yes

	
Yes

	
Yes

	
Yes




	

	

	
intervention

	

	

	

	

	




	
HDDO [39]

	
Term

	
PubMed abstracts

	
1000

	
Yes

	
Linked but

	
Linked but

	
Yes




	

	
co-occurrence

	
and

	

	

	
not integrated

	
not integrated

	




	

	
analysis

	
MedlinePlus website

	

	

	

	

	




	
DSKG [51]

	
Word co-occurrence

	
Medical web-board

	
70
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No

	
No

	
Yes




	

	
pattern

	
resources

	

	

	

	

	




	
Okumura, T. et al. [52]

	
Manual

	
Medical Texts

	
20
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No

	
No
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Ruan, T. et al. [48]

	
Fusing data

	
healthcare websites

	
32,956

	
Yes

	
No

	
No
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extracted from

	
and Chinese

	

	

	

	

	




	

	
Chinese

	
encyclopedia

	

	

	

	

	




	

	
data sources

	
sites

	

	

	

	

	




	
Oberkampf, H. et al. [47]

	
Clustering based on

	
Structural relations
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Linked but
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relation mentions in
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different ontologies

	

	

	

	

	




	
Hassan, M. et al. [49]

	
Patten learning

	
Abstracts of PubMed

	
457

	
Yes

	
No

	
No

	
No




	

	
from the text

	
for rare diseases

	
rare diseases

	

	

	

	




	

	
dependency graph

	

	

	

	

	

	




	
Rotmensch, M. et al. [50]

	
Classification

	
Electronic

	
Limited

	
Yes

	
No

	
No

	
Yes




	

	
algorithms

	
medical records
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Table 2. Number of interlinked nodes after each technique is applied.
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	Methodology
	Disease Nodes
	Symptom Nodes





	Phrase Matcher
	410
	108



	PreTrained NER with Threshold   ≥ 0.8  
	580
	588



	PreTrained NER with Threshold   ≥ 0.7  
	594
	588



	BioSentVec on Symptoms
	594
	661
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Table 3. Precision, Recall and F1 Score values for different methodologies.
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	Methodology
	Precision
	Recall
	F1 Score





	Phrase Matcher
	0.80
	0.41
	0.54



	PreTrained NER with Threshold   ≥ 0.8  
	0.85
	0.51
	0.64



	PreTrained NER with Threshold   ≥ 0.7  
	0.85
	0.52
	0.65



	BioSentVec on Symptoms
	0.88
	0.54
	0.67
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Table 4. Quality dimensions-based comparison between different studies generated KGs.
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	Dimension
	HSDN [44]
	DS-ontology [46]
	HDDO [39]
	DSKG [51]
	Ruan, T.

et al. [48]
	Oberkampf, H.

et al. [52]
	Rotmensch, M.

et al. [50]
	Proposed KG





	1. Accessibility
	All data
	unavailable
	All data
	All data
	All data
	All data
	Data
	All data



	
	resources
	
	resources
	resources
	resources
	resources
	resources
	resources



	
	are available
	
	are available
	are available
	are available
	are available
	available for
	are available



	
	online
	
	online
	online
	online
	online
	Professionals
	online



	2. Appropriate
	One resource
	Covering
	Covering
	Covering
	Covering
	Covering
	Covering
	For Diseases



	amount
	not covering
	200 diseases
	1000 diseases
	70 diseases
	32,956 diseases
	limited
	limited
	mentioned in



	
	all diseases
	
	
	
	
	diseases
	diseases
	MayoClinic



	3. Believability
	Based on
	Based on
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