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Abstract: Mapping the pharmaceutically significant entities on natural language to standardized
terms/concepts is a key task in the development of the systems for pharmacovigilance, marketing,
and using drugs out of the application scope. This work estimates the accuracy of mapping adverse
reaction mentions to the concepts from the Medical Dictionary of Regulatory Activity (MedDRA) in
the case of adverse reactions extracted from the reviews on the use of pharmaceutical products by
Russian-speaking Internet users (normalization task). The solution we propose is based on a neural
network approach using two neural network models: the first one for encoding concepts, and the
second one for encoding mentions. Both models are pre-trained language models, but the second
one is additionally tuned for the normalization task using both the Russian Drug Reviews (RDRS)
corpus and a set of open English-language corpora automatically translated into Russian. Additional
tuning of the model during the proposed procedure increases the accuracy of mentions of adverse
drug reactions by 3% on the RDRS corpus. The resulting accuracy for the adverse reaction mentions
mapping to the preferred terms of MedDRA in RDRS is 70.9% F1-micro. The paper analyzes the
factors that affect the accuracy of solving the task based on a comparison of the RDRS and the CSIRO
Adverse Drug Event Corpus (CADEC) corpora. It is shown that the composition of the concepts
of the MedDRA and the number of examples for each concept play a key role in the task solution.
The proposed model shows a comparable accuracy of 87.5% F1-micro on a subsample of RDRS and
CADEC datasets with the same set of MedDRA preferred terms.

Keywords: concept normalization; entity linking; entity disambiguation; Russian drug review corpus;
deep learning; language models; natural language processing

1. Introduction

The limited amount of clinical trials of drugs does not always allow coverage of the
full range of adverse drug reactions. In turn, Internet resources contain a lot of drug
information useful for pharmacovigilance and for the practice of drug use. Therefore, due
to the time-consuming process of manual processing of texts from these sources, there is a
need to automatically collect and analyze useful information from texts of Internet resources
about drugs. Currently, the problem of extracting pharmaceutically significant information
from electronic texts is intensively treated in the literature. It is usually decomposed into
several tasks:

¢ filtering the texts containing pharmaceutically and medically significant information [1,2],

¢  extracting mentions of significant entities (Named Entity Recognition, NER task) [3-6],

*  extracting relations between mentions of entities [7-9],

¢  searching for a correspondence between the selected pharmaceutically significant ex-
pressions (mentions) from texts and terms from dictionaries (concepts) (normalization
task) [10-14].
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The last task seems especially difficult; it requires establishing relations between
mentions written in free form by non-specialists and the huge number of formalized terms
in medical dictionaries. Moreover, the first often contains noisy data, jargon, abbreviations,
and errors in the grammar and punctuation, along with vocabulary that is not contained in
medical dictionaries. The above complicates the process of collecting labeled datasets and
does not allow using standard classification methods for solving.

For some languages, primarily English, there are extensive annotated corpora for solv-
ing the normalization problem and a number of tested methods for concept normalization,
but not for Russian (see Section 2).

The main goal of this work is to establish the accuracy of solving the normalization
problem for Russian-language texts about medicines.

We formulate the normalization task as the multiclass text classification: the goal is to
find for each mention M = mq,mo, ..., | of review i a matching concept C = ¢y, ¢y, ..., c|c|
from MedDRA (Medical Dictionary for Regulatory Activities) [15,16], which describes
standard medical terminology and has a dictionary of preferred terms.

As abasis of the normalization method for the Russian language, we use a metric learn-
ing approach that was previously proven on the English datasets (see Section 2). The differ-
ence between the written styles of user mentions and of medical concepts are taken into
account by using different language models as part of the whole neural network solution.

MedDRA has a hierarchical structure and includes more than 80 thousand terms, of
which: 80262 low-level terms (LLT) and 23708 preferred terms (PT). A hierarchy makes it
possible to determine the correspondence between terms of different levels. In this work,
we focus on the PT level as some other works on this topic [17-19]. The neural network is
trained and validated on the basis of the Russian Drug Review Corpora that contains the
annotations of correspondence among mentions and concepts (see Section 3.1).

Due to the problem of imbalance, i.e., not all concepts are presented in the RDRS
corpora at all, we expand the training set for our neural network solution by data from
the available English corpora automatically translated into the Russian language (see
Section 3.3).

The purpose of this study is not only to build a solution for the normalization task
for the Russian language but also to compare the accuracy of the obtained results with
the analogical English one. For this, we apply the state-of-the-art approach of automatic
normalization to the annotated normalization dataset from Russian corpus RDRS [5] and
compare the obtained result accuracy with the closest analog of the dataset in English (see
Section 3.2). Moreover, we compare these corpora related to the compositions of included
concepts and distributions of phrases among them and investigate reasons for accuracy
differences in the results received from both corpora.

As a result, we set the accuracy for the adverse reaction mentions mapping to the
preferred terms of MedDRA in RDRS, along with pointing out factors that affect the
accuracy of the task’s result. In the context of the conducted study, the main contributions
of this work are:

* an estimation of the accuracy of solving the problem of normalizing the adverse
reaction mentioned in Russian to MedDRA PT level terms;

*  aprocedure for training a neural network, including various models for the vectoriza-
tion of mentions and contexts that is based on metric learning using an extended set
of examples from English corpora;

*  acomparative analysis of the results obtained on the RDRS corpus with the results of
solving the normalization problem on a similar English-language corpus of Internet
user reviews.

The rest of the article is organized as follows. In Section 2, we provide a survey of
existing and commonly used methods and corpora suitable for the normalization task.
Section 3 considers the corpora used in this research. Section 4 describes the neural network
model and training procedure. Section 5 presents the experiment descriptions and achieved
results. The analysis results and case study are provided in Section 6.
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2. Related Works

Traditional approaches to the normalization task are based on a lexical matching of
dictionary references and concepts using various heuristics, synonyms, etc. [20-22].

However, such approaches show a low accuracy for the informal language of Internet
users. In particular, in the 2017 SMM4H competition, the lexical match solution was
much worse than the best approach based on machine learning methods: the accuracy
was 63.5% vs. 87.2% [23]. Neural network models demonstrate the best accuracy in the
normalization task but require sufficient annotated data for efficient training. Papers [24,25]
propose classification methods based on neural network types LSTM and CNN. The
methods that represent the words as vectors include word2vec [26] model and trainable
neural network layers (Embedding).

The works [12,14] develop the metric learning approach, which implements a learning
process to minimize the distance between the mention vector and the corresponding con-
cept. Concept vectors could be the result of joint training with the model for input mentions
encoding, algorithms of graph encoding applied to the source of complex structures [14],
or an application of the more efficient language models [12]. The quality of these methods
could be improved with the preliminary fitting of the model on the collection of augmented
samples or by introducing specialized loss functions, in particular, triplet loss [27]. The
paper [28] presents a modification of the metric learning approach: the authors proposed to
select the ten closest concepts for each mention sequentially to classify the correspondence
in pairs of “concept and mention”.

In this work, by analog with paper [12], we use a neural network model based on a
metric learning approach due to its ability to combine modern language models at different
stages of analysis.

For the English language, there are several corpora that exist that include an annotation
for the normalization problem: CADEC [17], PsyTAR [29]—based on posts from the
askapatient forum (https:/ /www.askapatient.com/ accessed on 28 November 2022), the
SMM4H Competition Corpora [19,30-33], TWADR-L [25], and the corpus from [34], where
Twitter messages are used as texts.

The most commonly used among them and closest to the Russian RDRS corpus is
CADEC. The corpus was created on the base of the texts of reviews of Internet users from
the askapatient forum. To create the CADEC dataset, the authors collected reviews on
medicines containing Diclofenac and Lipitor as active substances. The annotation was
carried out for several types of named entities: Disease, Symptoms, Findings, Drug, and
ADR. Mentions of the ADR type in this corpus contain the annotation matched to MedDRA
LT level terms. In total, the corpus contains 1253 reviews with 5990 ADR mentions.

The PsyTar corpus is based on 891 reviews of 4 psychiatric drugs: Zoloft, Lexapro,
Cymbalta, and Effexor XR. During the corpus collection, each feedback from the forum
was divided into sentences, and sentences were classified into four classes based on the
content of different types of mentions in them: ADR, Withdrawal Symptoms (WDs),
Sign/Symptoms/Illness (SSIs), Drug Indications (DIs), Drug Effectiveness (EF), Drug
Ineffectiveness (INF), and Others (not applicable). Further work was carried out to identify
and extract mentions from sentences. At the final stage, the extracted mentions of the types
ADR, WDs, SSIs, and DIs were compared with the corresponding UMLS metathesaurus
concepts (916) and SNOMED CT concepts (755).

The SMM4H 2017 corpus consists of ADR mentions manually extracted from Twitter
posts. Twitter posts were pre-selected for 250 keywords of drug trade names and their
spellings with popular misspellings. Each reference was matched to a MedDRA PT level
term. In total, the corpus contains about 9000 annotated examples.

The TAC-2017 corpus was presented as a part of the 2017 conference on the analysis
of texts on adverse drug events [18]. The corpus consisted of 101 texts from packages and
inserts of medicines (drug labels) distributed in the United States. The annotation was
made for several tasks, including ADR normalization to the MedDRA standard. The corpus
included more than 7000 mentions with MedDRA LLT and PT level annotation.
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The MedMentions corpus consists of titles and abstracts of articles randomly selected
from among the 2016 PubMed articles written in English on biology or medicine topic. The
corpus contains annotations of mentions according to the UMLS dictionary. Mentions in a
corpus do not have a corresponding named entity class tag.

Recently, work has been actively carried out to annotate Russian-language corpora
and create information extraction tools on their basis [9,33,35,36]. Despite this, for the
Russian language, there is only one RDRS corpus of texts of Internet user reviews about
medicines [5] containing the annotation on the normalization for entities of ADR and
Indication types, with references to the MedDRA dictionary (see Section 3). Described
annotation allows us to conduct a study on the accuracy estimation for data extraction
methods in the Russian segment of Internet reviews.

3. Datasets
3.1. Russian Drug Review Corpus

The development of the corpus began in 2019, including the annotation of named
entities’ mentions and their classes in the reviews of Internet users from the otzovik.ru
website. The annotation contains the following set of classes and their attributes:

. Medication—mentions related to the medicines, including attributes, names of medicines,
methods, dosages of their administration, etc.;

¢  Disease—mentions, including attributes, the name of the disease, symptoms, as well
as the dynamics of development (positive, negative, and unchanged);

e  ADR—a class of mentions related to adverse reactions described in reviews.

Further, the annotation has been extended to determine the matching among mentions
and concepts of MedDRA PT level. Two types of mentions were selected for annotation:

¢  ADR: adverse effects of the drug mentioned in the text. For example, in the sentence:
“I have very dry mucosa after the Snoop drops”, the mention “very dry mucosa” is the
entity of type ADR,

* Indication (class disease): symptoms of the disease. Therefore, in the sentence “During
the coronavirus, I had a temperature of 40”, “temperature of 40” is annotated as a
symptom of the disease.

In total, 3837 reviews are currently annotated, highlighting more than 147,000 mentions
of named entities across more than 20 entity types, of which 4941 mentions of the ADR
class and 6967 mentions of the Indication type. More details about the annotation scheme
are described in our previous works [5,9,37-39].

3.2. Comparison of the RDRS corpus with CADEC

The comparison of the quantitative characteristics of these corpora is presented in
Table 1.

Table 1. Comparison of corpora datasets of Internet-user reviews in RDRS and in CADEC.

Mean Number Mean
Number of Length . Length of Number
Corpora of Mentions . .
Texts of Texts (incl. Unique) Mentions of Unique
(in Words) ) ! (in Words) PT
RDRS 3837 130 11,908 (5427) 2.2 936
RDRS (ADR) 1609 136 4941 (3117) 2.7 615
RDRS (Indication) 2525 136 6967 (2608) 1.9 627
CADEC 1244 103 5985 (2981) 2.6 442

Figure 1 shows the representativity of PT codes in mentions, i.e., the number of the PT
codes that have an equal number of mentions in the dataset.
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Figure 1. Histograms of “Phrase counts on PT” distribution for CADEC and RDRS corpora ((Top pic-
ture) number of phrases from 1 to 30; (Bottom picture) number of phrases from 31 to 700;

The analysis of Figure 1 and Table 1 demonstrates that the RDRS and CADEC corpora
have a set of PT codes with the highest representativeness, and this set is in order of
magnitude greater in the number of phrases per code than for the PT codes with the less
representativeness. The RDRS, compared to the CADEC, has a large gap between codes
that have only a single unique mention in the corpus and the rest of the codes that have
two or more unique mentions in the corpus. This fact characterizes the RDRS corpus as
more difficult for training neural network models: most of the unique codes in RDRS are
single-representative codes. Those codes that have unique phrases in RDRS still have fewer
of them than most of the representative codes in CADEC. Even so, the CADEC corpus is
the closest corpus to RDRS in the source of texts, the type of annotation, and in the number
of marked examples (see Table 2).

Due to the lack of accuracy in the solution of the ADR normalization problem for the
Russian language in the literature, the results obtained from the RDRS are compared with
the results from CADEC. For the subsequent comparison, we also select subsamples that
are identical in terms of the set of unique PT codes in the RDRS corpus and in the CADEC
(see Table 2).
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Table 2. Comparison of the CADEC and RDRS datasets on the common PTs set.

Number Number of Number of
. PT MedDRA PT MedDRA
Corpora of Unique . .
MedDRA PT Intersecting Intersecting
with RDRS (ADR)  with RDRS (Indication)

RDRS (ADR) 615 615 306
RDRS (Indication) 627 306 627
CADEC 441 221 187

When forming such comparative samples, we use MedDRA-tagged RDRS examples
of both the ADR and Indication parts to expand the dataset since the mentions of these
entities do not differ in wording (see Section 5).

3.3. Additional Corpora

We used: PsyTAR, SMM4H 2017, TAC, and MedMentions corpora. To use their data
as pre-training material, we needed to translate them and, in some cases, to modify their
annotations. PsyTAR does not have MedDRA annotation. Instead, its mentions are linked
to UMLS metathesaurus concepts and SNOMED CT concepts. The corpus annotation was
reduced to PT concepts using UMLS. As a result of this procedure, 1114 references were
excluded from the comparison due to no suitable match. The MedMention corpus is also
annotated with UMLS codes. They were automatically converted to MedDRA PT. At the
same time, out of 350 thousand mentions, 316 thousand were excluded, for which no
correspondence was found between UMLS CUI and PT MedDRA.

Besides English corpora, we also used low-level terms (LLT) from Russian MedDRA.
The hierarchical structure of MedDRA defines the correspondence between the PT term
and several of its LLT concepts. Therefore, LLT can be interpreted as variations of PT and
be used as an extended set of examples for preliminary training.

As a result, the extended version of the annotated set includes:

. The English-language corpora, an annotation is converted to the MedDRA of PT level,
and the mentions themselves are automatically translated into Russian using the
Google API;

¢  Additional examples from Russian-language MedDRA.

The general statistics of the generated set are presented in Table 3.

Table 3. Features of the extended corpus.

Total Number of Mentions Number of Selected Number
Corpora with Normalization and Translated of MedDRA PT Codes
Markup Mentions in Translated Subparts
TAC 7045 2482 1355
SMM4H 2017 9149 2863 440
PsyTAR 7414 2313 350
MedMention 352,496 7402 2818
MedDRA 84,139 80,377 24,999
Total: 460,243 97,793 25,071

The main disadvantage of the first set is the imperfection of automatic translation.
For the translation, all mentions were used without their context of being used in the
considered corpora, which could lead to an incorrect translation. Automatic translation
of abbreviations leads to the transliteration of English letters into Russian, which is not
correct. There were also cases of the same translation of different terms. All repeats in the
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extended corpus were removed. The disadvantage of the second set is the strict formal
language of MedDRA terms, which differs from the spoken language of review texts.

4. Methods
4.1. Normalization Model
The transformer-based architecture of the proposed model is inspired by the paper [12].

It includes two encoders: Mention Vectorization Model (MVM) and Concept Vectorization
Model (CVM) (see Figure 2).

Mention text MedDRA vocabulary
Q== -L === ¢
: Mention |1 Concept
] vectorization (! vectorization
1 model : model
1 1

g

Mention vector

cly c_;i:}
Binary vector Y with l l

concept vectors

correct class selected Cosine simularity calculation
s = cos(Z,¢;);1 € [1, k]
I
| s = softmazx(s) | | argmaz(3) |
¢ MedDRA concept

_>| CrossEntropyLoss(g_j, S’) | corresponding to mention

Figure 2. Architecture of the proposed model. Dotted line highlights the model with weights that
tune during the fitting.

The difference in the models is in the tuning process: only the model weights of the
MVM block change during the fine-tuning, and the concept vectors obtained as a result of
the CVM block operation remain unchanged and are used as the target for calculating the
loss function in the learning process.

Learning is aimed at the minimization of the cosine distance between vectors of input
mentions and the concept vectors. Training affects only the weights of the layers that form
the mention vector.

The vector of concept or mention is the average vector of tokens of the concept’s/
mention’s text.

The most relevant concept for the analyzed mention is the closest concept vector by
the cosine measure. The model output is the vector of the distance between the target
mention and every concept in the dictionary, normalized using the softmax function to
calculate the loss (categorical cross-entropy).

Figure 3 shows the input mention coding schemes. If the context is unused, the
mention vector is the result of averaging the vectors of tokens of this mention text. In
the case of context usage, the vector of the special token [CLS] at the beginning of the
sentence is concatenated with the vector of the token. The language model was pre-trained
to form a sentence representation vector for the [CLS] token. Therefore, it is used as a vector
that encodes the context of the mention. The resulting concatenated vector is an input of
the additional layer that reduces the dimensionality of the vector to the same size as the
concept vector.
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After phenibut, | fell asleep several times a day
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Figure 3. An example of mention vector preparation.

Experiments on the RDRS dataset were carried out on the basis of two language models:

e RuBERT [40], trained on the Russian part of Wikipedia and news data. It contains
12 layers of the transformer architecture, a 768-dimensional vector encoding one token
in the model, 12 attention heads, and ~110 million parameters;

*  xlm-roberta-sag [5], trained on ~1.2 million Russian drug reviews, contains 24 trans-
former architecture layers, 1024-dimensional vector encoding one token in the model,
16 attention heads, and ~340 million parameters.

4.2. CADEC Normalization Model

Similar to the work [12] for the CADEC corpus, roberta and sroberta were chosen as
the models to encode MedDRA mentions and concepts, respectively.

Roberta (base, large) [41]—a language model with a transformer architecture, analo-
gous to BERT, was trained on the task of masked tokens prediction and the next sentence
prediction. Roberta had a significantly bigger training dataset and modified training hyper-
parameters. The roberta training set had 160 GB of texts, including the following corpora:
BookCorpus [42], English Wikipedia (https://en.wikipedia.org/wiki/, accessed on 28
November 2022), CC-News [43], OpenWebText [44], and Stories [45].

Sroberta is a version of the roberta model, additionally trained to form more infor-
mative vectors for the entire sentence. The learning process was carried out using the
technology of Siamese networks on datasets annotated for the task of sentence pair classifi-
cation: Stanford Natural Language Inference (SNLI) [46] and Multi-Genre NLI [47].

The obtained solution for the CADEC dataset was used in this work, on the one hand,
to validate the normalization procedure and on the other hand, to compare the obtained
accuracy on subsamples of English and Russian corpora with similar representativity of
the PT codes (see Section 5).

These models are compared in various combinations when implementing the MVM
and CVM blocks to select the best configuration.

4.3. Evaluation Metrics

Micro-averaged and macro-averaged Fl-scores were used to estimate the accuracy of
the normalization task solution. For each class i (PT MedDRA code in the analyzed corpus,
N in total), F1 is calculated by the following formulae:

P, = Tpi/(TPi + FPZ‘),
Ri = TPI/(TPZ -+ FNZ‘),
F1;=2-P;-R;/(P;+R;)
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LR Fl
N
Here TP; is the number of correctly-classified examples of class i, FP; is the number of
examples of other classes that were determined as class i; FN; is the number of examples of
class i that were attributed to other classes.
The following formula was used to calculate F1-micro:

F 1mucro =

N N N
TP =) TP,FP =) FP,FN =) FN;

i=1 i=1 i=1
P =TP/(TP+FP),
R =TP/(TP + FN),
Flyicro =2-P-R/(P+R),

Thus, F1-micro shows the accuracy of the classification with respect to all test cases,
and F1l-macro estimates the accuracy with respect to the representativeness of the classes in
the analyzed corpus.

5. Experiments and Results
The paper shows four series of experiments to achieve the following goals:

1. Choosing an efficient language model for text encoding as part of a neural network
model to solve the normalization problem. The goal was to find the best language
models (see Section 4.1) for: (a) MVM block and (b) CVM block. Accuracy was
estimated with a 5-fold cross-validation on the RDRS that includes texts containing
mentions of ADR and Indication types.

2. Estimating the accuracy improvement by the preliminary training of the model on an
additional dataset (see Section 3.3). The most efficient language models were used
during this set of experiments.

3.  Comparing the results of the normalization task on CADEC and RDRS corpora using
the MedDRA dictionary. The experiments used the full set of ADR mentions from
the texts.

4.  Establishing the causes of differences in the accuracy of CADEC and RDRS normal-
ization. The analysis was carried out on subsets of these corpora, including examples
for MedDRA PT codes presented in both CADEC and RDRS—in both parts of ADR
and Indication.

Table 4 represents the results of language model choice and the impact of pre-training.

Table 4. Comparison of language models used in the normalization solution for RDRS.

Pre-Training

on Additional Mention Vectorization Concept Vectorization

F1-micro F1-macro

Model Model
Corpora

xlm-roberta-sag xlm-roberta-sag 67.9 23.8
False xlm-roberta-sag RuBERT 754 28.5
RuBERT xlm-roberta-sag 66.7 21.6
RuBERT RuBERT 73.3 26.7
Te xlm-roberta-sag RuBERT 76.5 30.5
He RuBERT RuBERT 76.2 32.6

Table 5 represents the results of testing the developed model on the CADEC dataset in
comparison with the literature data.
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Table 5. Accuracy of normalization of ADR mentions for CADEC and RDRS (ADR subpart) corpora.

Mention and Concept

Approach Vectorization Models CORPORA (Labels) F1-micro F1-macro
. RuBERT
This work with pre-training, RuBERT RDRS (PT) 70.9 39.9
This work roberta-base, sroberta CADEC (PT) 84.8 52.9
kNN method [11] BERT CADEC (LLT) 57.1 -
Metric learning [12]  roberta-base, sroberta SNOMED CT 84.5 -

Table 6 shows the results of comparative experiments on subsets of the CADEC and
the RDRS, including ones on subsets containing mentions related to the same set of PT
(common PT*).

Table 6. Comparison of the accuracy of normalization on RDRS and CADEC corpora, * common PT:
PT € {PT(CADEC) N PT(RDRS(ADR subpart)) N PT(RDRS(Indication subpart))}.

Mention and Context

Vectorization Models Corpora Fl-micro  Fl-macro
RuBERT with pre-training, RuBERT = RDRS (common PT*) 87.5 64.3
roberta-base, sroberta Cadec (common PT¥) 89.4 66.5

The best result on the RDRS dataset was achieved using domain-specific model
xIm-roberta-sag to vectorize the mentions and RuBERT to vectorize the concepts. The
pre-training on the formed corpus of additional mentions raises the accuracy by ~1% for
Fl-micro and ~2% for F1-macro for the vectorization model xIm-roberta-sag. At the same
time, the highest F1-macro is achieved when concepts and mentions both vectorized with
the RuBERT language model are trained on texts of general vocabulary.

6. Discussion

There are no direct analogies to the solution of ADR normalization in our formulation
for the CADEC corpus in the literature. Therefore, it is difficult to compare the results of
our approach with the ones of other researchers. Most of the works [11,12,14] use Snomed
CT or MedDRA LLT annotation system for the ADR normalization, which differs from
MedDRA PT. However, a comparison with the results of other methods on CADEC (see
Table 5) confirms the successful implementation of the chosen neural network model for
normalization in MedDRA PT.

The accuracy loss in the results of ADR normalization experiments on the RDRS in
relation to the obtained ones on CADEC is 13.9%. Three core factors affect the results :

*  primarily, the difference in the sets of PT codes: 615 codes in RDRS versus 442 in
CADEC (see Table 1);

*  alarger number of non-unique mentions in the CADEC in comparison with the RDRS
(4941 in the RDRS vs. 5985 in the CADEC), in the presence of comparable numbers of
unique mentions (3117 in the RDRS vs. 2981 in the CADEC);

e  differences in the distributions of both types of mentions for PT codes between RDRS
and CADEC (see Figure 4).
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Figure 4. Similarities and differences between RDRS and CADEC corpora.

A result of experiments on subparts of RDRS and Cadec corpora with the same set of

PT, in which the above-mentioned otherness of full versions of corpora is partly smoothed,
demonstrating the closer coincidence of MedDRA normalization accuracies (the difference
is 2% for F1-micro) that grounds the above-mentioned statement.

Table 7 presents the most common errors of the developed model of mention normal-

ization according to the MedDRA PT annotation scheme. They can be divided into three
main groups:

1.

Inaccuracies from the 1st, 2nd, and 3rd sentences are associated with the annotation
process when Experts matched references to several PT codes at once. In the cases of
multivalued gold normalization, we only used the most common labeling option as a
true value for model training.

Mistakes from the 4th, 5th, and 6th sentences are caused by no accounting contexts
mentioned in training. In most cases, the context is redundant; however, in some
examples, using only the mention text can be ambiguous.

Errors from the 7th, 8th, and 9th sentences were due to unbalanced numbers of
examples of terms in the corpus. This leads to a more likely selection of terms with
greater representativeness.

Eliminating these shortcomings by including the possibility of determining several PT

codes for the analyzed mention and including information of the mention context in the
feature space of the model, as well as expanding the corpus to reduce the imbalance, is the
direction of our further work.
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Table 7. Examples of the normalization for RDRS corpus with translation to English.

Sentence 1
Gold normalization
Predicted normalization

The first reaction was as instructed: [malaise] spr#1, [muscle pain] 4 pray, [joint pain] apres, [chills] spras, [temperature rise] 4pras
ADR#1:Malaise, ADR#2:Myalgia, ADR#3:Arthralgia, ADR#4:Chills, ADR#5:Pyrexia
ADR#1:Malaise, ADR#2:Myalgia, ADR#3:Arthralgia, ADR#4:Chills, ADR#5:Body temperature increased

Sentence 2
Gold normalization
Predicted normalization

[Terrible vomiting] opr#1 after these pills
ADR#1:Vomiting projectile
ADR#1:Vomiting

Sentence 3

Gold normalization
Predicted normalization

Polysaccharides, essential oils, marshmallow, yarrow, oak bark tannins help reduce [swelling of the mucous membrane of the respiratory

traCt]lndication#l
Indication#1:0edema mucosal

Indication#1:Respiratory tract oedema

Sentence 4
Gold normalization
Predicted normalization

All the same [gastric juice comes out] spr#1 of you and then [everything inside hurts] spr#o
ADR#1:Vomiting, ADR#2:Abdominal pain
ADR#1:Vomiting, ADR#2:Pain

Sentence 5
Gold normalization
Predicted normalization

It says that after application, there may be a [burning sensation] 4 pr41, that supposedly this drug began to act on the [fungus]i,gication#1
ADR#1:Burning sensation, Indication#1:Fungal skin infection
ADR#1:Burning sensation, Indication#1:Fungal infection

Sentence 6
Gold normalization
Predicted normalization

I feel [dizzy] opr#1, [nauseous] opr#1, [my vision loses focus] 4prys, I have been lying down for 3 days and [I can’t walk] spraa
ADR#1:Dizziness, ADR#2:Nausea, ADR#3:Vision blurred, ADR#4:Asthenia
ADR#1:Dizziness, ADR#2:Nausea, ADR#3:Vision blurred, ADR#4:Walking disability

Sentence 7
Gold normalization
Predicted normalization

On the 4th day, [itching on the skin of the face and around the eyes]4prs#1 appeared.
ADR#1:Eye pruritus
ADR#1:Pruritus

Sentence 8
Gold normalization
Predicted normalization

[left side hurt] 4pry after taking the pill
ADR#1:Flank pain
ADR#1:Abdominal pain upper

Sentence 9

Gold normalization
Predicted normalization

On the second day of admission, a [very severe headache began]sprs1, [pain in the eyes]spras, [nausea]aprys, [ripples in the eyes]apru,
[dizziness]ADR#5

ADR#1:Headache, ADR#2:Eye pain, ADR#3:Nausea, ADR#4:Visual snow syndrome, ADR#5:Dizziness

ADR#1:Headache, ADR#2:Eye pain, ADR#3:Nausea, ADR#4:Visual impairment, ADR#5:Dizziness




Big Data Cogn. Comput. 2022, 6, 145

13 of 15

7. Conclusions

This paper presents the current level of accuracy of normalizing adverse reactions
mentions written in free form to concepts of the MedDRA dictionary of regulatory activ-
ity. Its estimation was obtained on the corpus of Russian-language reviews of Internet
users — Russian Drug Review Corpora — which contains expert annotations for a wide
range of tasks for extracting significant information about the use of medicines, including
normalization tasks.

The evaluation is based on a neural network, which was built using the metrics
learning approach. The highest accuracy of solving the problem is achieved on the basis of
a combination of language models to vectorize mentions of adverse reactions and MedDRA
concepts in the overall solution composition. We proposed a training procedure for the
target task based on pre-training on a set of examples from English corpora, which had
been automatically translated into Russian.

It is shown that the level of accuracy essentially depends on the dataset formation,
primarily the composition of PTs. Thus, on the initial ADR dataset from RDRS, the obtained
accuracy is 70.9% for F1-micro and 84.8% on the dataset from CADEC.

However, on the subpart of RDRS with the same subset of MedDRA PT concepts
as in CADEC, the accuracy reaches 87.5% for F1-micro, which is close to the accuracy of
89.4% for F1-micro, reached on the CADEC subset with the same PT concepts as in RDRS.
This conducted investigation points out the strong necessity to control the consistency of
compared datasets on characteristics. It seems necessary to expand a part of the RDRS
corpus with ADR normalization by mentions of the given PT concept set to achieve a higher
level of accuracy.
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