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Abstract

:

Virtual agents (VAs) have been used effectively for psychoeducation. However, getting the VA’s design right is critical to ensure the user experience does not become a barrier to receiving and responding to the intended message. The study reported in this paper seeks to help first-year psychology students to develop knowledge and confidence to recommend emotion regulation strategies. In previous work, we received negative feedback concerning the VA’s lip-syncing, including creepiness and visual overload, in the case of stroke patients. We seek to test the impact of the removal of lip-syncing on the perception of the VA and its ability to achieve its intended outcomes, also considering the influence of the visual features of the avatar. We conducted a 2 (lip-sync/no lip-sync) × 2 (human-like/cartoon-like) experimental design and measured participants’ perception of the VA in terms of eeriness, user experience, knowledge gain and participants’ confidence to practice their knowledge. While participants showed a tendency to prefer the cartoon look over the human look and the absence of lip-syncing over its presence, all groups reported no significant increase in knowledge but significant increases in confidence in their knowledge and ability to recommend the learnt strategies to others, concluding that realism and lip-syncing did not influence the intended outcomes. Thus, in future designs, we will allow the user to switch off the lip-sync function if they prefer. Further, our findings suggest that lip-syncing should not be a standard animation included with VAs, as is currently the case.
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1. Introduction


Virtual agents (VAs) are designed to mimic the natural human–human interaction for diverse purposes such as entertainment [1], education [2] and healthcare [3]. In many of these domains, VAs are increasingly being used to elicit engagement, assist users to complete activities and/or to persuade users to change their behaviours [4]. To maximise the effectiveness of VAs, a comprehensive understanding of VA design factors that optimise these outcomes is critical.



Investigating user experience during interaction with VAs has been an active topic for decades due to its importance in achieving the desired outcome of the interaction as well as in sustaining the intention to use VAs in the future [5]. User experience depends considerably on the VA’s design/modalities (i.e., the VA’s appearance and behaviour), which require multidisciplinary efforts such as psychology [6] and artificial intelligence [7].



One VA design feature that has received significant attention is agent realism. Increased use of the photo-realism of agents indicates a general acceptance that greater realism improves user experience; however, recent studies (e.g., [8]) have indicated that increased perceived humanness correlates with increased perceived eeriness, providing further support for the uncanny valley effect introduced by Mori [9]. While some researchers have focused on studying the effect of a single modality such as realism [8], others have suggested the congruence between design aspects (e.g., verbal and non-verbal cues [10]) as being more important and significantly influencing user experience [11].



Research examining the congruence of the VA’s appearance (human vs. animation) and voice (human vs. synthetic) [10,12] identified that users found a human face with a synthetic voice or a humanoid robot with a human voice caused significantly higher eeriness than when the face and voice were matched. Abdulrahman and Richards [10] concluded that although users reported higher eeriness after interacting with a VA with a synthetic voice compared to the same VA with a human voice, they achieved better outcomes (i.e., scored higher intention to change their behaviour) after interacting with the VA with a synthetic voice. This suggests that outcomes were related to the congruence of verbal and non-verbal features. In contrast, other studies failed to prove the importance of congruency on the desired outcome [13,14], which was explained by the dependency on the context such as education [15] and entertainment [16].



Besides appearance, the incongruence of facial expressions, including expressing emotions and lip movements, with the heard voice could lead to misunderstanding the message and impose a negative feeling towards the speaker [17,18]. Less accurate lip-syncing with the voice of animated characters has been found to engender freakiness and disturbance in users [19]. While researchers have investigated the effect of the various VAs modalities including voice (synthetic versus human) and facial expressiveness [20] and the incongruence between the two [18], limited research has examined the effect of the presence or absence of lip-syncing (i.e., lip movement versus no lip movement) on user experience and user outcomes (e.g., learning, self-efficacy or health outcomes). An exception to this is the work [21], which identified that an alignment between animation and lip-syncing in a VR environment (i.e., the conditions of animation and lip-syncing and no animation, no lip-syncing) leads to slightly better knowledge retention than when conditions are not aligned, prompting the authors to suggest that greater knowledge retention is potentially related to a lack of distraction in the no animation, no lip-syncing condition.



Despite the above findings, lip-sync is a basic animation included in the design of embodied conversational agents (ECAs). McDonnell et al. [22] demonstrated that users can accept motion artifacts in the design of VAs if they are more cartoon-like than realistic-looking (human-like) in appearance. As the lip-sync technique that is commonly used in the research is synthetic to mimic the natural lip shapes (e.g., [23]), we are interested in exploring the relevance of VA realism or naturalism on the user’s perception of removing lip-syncing by testing the presence of lip-syncing with both a more realistic-looking VA versus a cartoon-like VA. Hence, in this paper, we investigate the impact of VA’s realism and lip-syncing in the context of assisting psychology students to gain knowledge and confidence in their future roles as practicing therapists in the knowledge domain of emotion regulation. Section 2 of the paper examines the literature in the field, while Section 3 describes the study methodology. Section 4 and Section 5 detail the study results and discussion, respectively, and Section 6 provides the study conclusions.




2. Literature Review


2.1. VA Design Features


There is encouraging evidence of the potential use of VAs in education; however, there remains a limited understanding of the specific VA design features that facilitate learning and promote competence and confidence/self-efficacy. These often are the intended outcomes from the VA–user interaction in an education setting. It has been suggested that learning and confidence can be increased through the provision of positive learning experiences, which can include instructional strategies and collaborative activities that promote engagement [24]. Arguably, VAs could play a pivotal role in this space; however, to achieve this outcome, there is a need for a greater understanding of their design features that influence instructional and interactive user experience.



Agent design and its impact on the formation of impressions during the VA–human interaction have been a topic of ongoing research and debate [25]. Prior studies investigated design features such as realism [8], voice [26], personality [27], etc., with findings varying across the domains and at times being contradictory [25].



In education, some studies of VA visual design identified that a highly human-like appearance failed to impact confidence or self-efficacy relative to more iconic renders [28], but in others, students exhibited increased knowledge when agents were depicted with more realism [29]. A systematic review of user interaction with agents concluded that agent appearance appears vital in some contexts but not in others and recommended that there is a need to explore the effect of appearance design from a more nuanced perspective, taking into account the respective context and/or task [25].



Noting the above, in this paper, we focus on the examination of the impact of a VA’s features: realism and lip-syncing in the domain of emotion regulation education. Hence, our first hypothesis states the following:



Hypothesis 1 (H1). 

There is a difference between the realistic-looking VA and the cartoon-like VA regarding (a) eeriness perception and (b) user–agent interaction experience.





In addition to realism, this paper also examines the impact of lip-syncing on user outcomes. Research examining asynchronous lip-syncing, particularly in cartoon or virtual characters, was found to lead to negative user impressions [30]. In our previous research, we created different VAs to persuade children and families to follow treatment advice, change stigmatised attitudes to eating disorders and teach trauma survivors to regulate their emotions. While these studies have shown significant improvements in the desired outcome (i.e., adherence, health outcomes, attitudes and self-efficacy), we received negative feedback from users related to the lip-syncing animations, using terms such as freaky and creepy. In addition, Richards, Miranda Maciel and Janssen’s [31] evaluation of a VA designed to help stroke survivors take charge of their recovery found that some stroke survivors, such as those with aphasia, were overwhelmed by the multiple audio and visual elements. In particular, in addition to the VA using audio to speak the dialogue, the dialogue was provided in text on the screen and the mouth of the avatar moved to match the audio (lip-syncing). Consequently, we opted to contribute to the area of VA design by understanding what the impact is, if any, of lip-syncing.



Hypothesis 2 (H2). 

There is a difference between VAs with and without lip-sync in terms of (a) eeriness perception and (b) user–agent interaction experience.






2.2. Confidence and Knowledge


Academic performance has been shown to be positively associated with the level of confidence one has in their ability to execute a course of action or attain a specific performance outcome [32]. This has implications for learning, as it suggests that confidence should be an education target alongside the building of knowledge and competence [33]. In the field of healthcare education, this is particularly important, as confidence is recognised as an important characteristic of the healthcare workforce and integral to patient experience [34].



According to Bandura [35], people develop confidence or self-efficacy from four sources: mastery experiences, vicarious experiences, social persuasion and emotional states. There is a small but growing body of evidence indicating that confidence (self-efficacy) can be successfully promoted in digital learning environments as a source of persuasion, including mental health apps [36], online self-management programs [37] and chatbot interfaces [38]. In addition, a recent study has demonstrated the efficacy of a VA in increasing a person’s confidence in returning to work following injury [39].



Confidence is also a critical component of consultation skills. For psychologists, low perceived self-efficacy (i.e., confidence in their ability to perform the behaviour) in using consultation skills has been found as a barrier to engaging in consultation activities [40]. Noting this, there is a need to understand whether technology can be used in learning environments to assist novice psychologists in developing consultant self-efficacy.



Therefore, a key goal of this paper is to contribute to the field of VA design by understanding the design features that impact first-year psychology students’ confidence in their knowledge and ability to impart that knowledge to others. Thus, we created four conditions/groups: (1) realistic VA with lip-syncing; (2) realistic VA without lip-syncing; (3) cartoon-like VA with lip-syncing and (4) cartoon-like VA without lip-syncing. This leads to our final hypothesis:



Hypothesis 3 (H3). 

There is no between-groups difference in (a) knowledge gain, (b) confidence in their knowledge or (c) confidence to recommend/explain it to others.







3. Methodology


3.1. Study Design


We conducted an online experiment approved by our Human Research Ethics Committee, utilising a 2 × 2 between-subjects design. The independent variables manipulated were the VA’s appearance (human-like vs. cartoon-like) and lip-syncing (with vs. without). As our key goal was to validate the types of characters we were currently using in a range of different studies which had been made with Adobe FUSE, we selected one of the FUSE characters to which we had received comments of creepiness (Adobe Fuse software is no longer possible due to its discontinuation in 2020. However, previously designed agents can be edited using the animation software Adobe Mixamo (https://www.mixamo.com/, accessed on 1 October 2023) We refer to this model as realistic, acknowledging that the model is not photo-realistic but rather has human-like features. We then used Ready Player Me (https://readyplayer.me/, accessed on 1 October 2023) to transform our original Erica into a cartoon-like Erica. The Fuse platform uses high-resolution textures and advanced shaders to create life-like skin, hair and clothing, while Ready Player Me avatars have exaggerated features (e.g., bigger eyes) and simplified textures. The study design is illustrated in Figure 1. The following sections explain the design of the study, recruitment, questionnaires utilised to test the hypotheses and the VA’s design.




3.2. Recruitment


Participants recruited from the university psychology pool were randomly assigned to one of the four groups. This pool comprised first-year psychology students who could receive course credit for research participation. The average age of this cohort was typically 21.7 (s.d. 6.747) years [41], comprising around 75% females from a range of cultural backgrounds. Students could select this study among several alternative studies to complete their course requirements. Informed written consent was gathered prior to the participants’ involvement in the study, and participants could withdraw penalty-free at any stage. We designed the study to be completed within 30 min.




3.3. Procedure


As shown in Figure 1, upon consent, participants first completed a pre-study survey covering demographics (Section 3.5.1) and assessing baseline knowledge (Section 3.5.2) on the emotion regulation topic to be reviewed with the VA and their confidence in the strategies and in recommending these strategies to others who need it as an indication of their readiness to practice their knowledge. Participants were then randomly assigned to interact with one of the four versions of Erica. We used the “distribute evenly” randomisation feature in the Qualtrics survey software (https://www.qualtrics.com, accessed on 22 February 2024) to ensure equal numbers in each group. We did not use stratified allocation to groups, as we were unable to control who selected our study.



After the interaction, the participants received the post-study questionnaire, which included baseline questionnaires as well as the eeriness questionnaire [42] and the Artificial Social Agent (ASA) questionnaire [43] to evaluate the user–VA interaction experience. The eeriness and ASA questions were randomised. and Qualtrics research software was used to design the questionnaires and collect data.




3.4. Dialogue


Increasing the confidence (i.e., self-efficacy) of psychologists in their consultation abilities includes improving one’s consultation knowledge [28,40]. To this end, as an intervention, we designed Erica’s dialogue to review the knowledge of interest, emotional regulation strategies, with the students in an interactive way.



The dialogue is structured as a state-based or tree-based dialogue where the flow of the dialogue progresses according to the user’s choice of answers. Figure 2 illustrates part of the designed dialogue. When the current state is the agent’s turn to speak and it is “Agent43”, the agent will introduce two strategies for the user to select from. The dialogue engine then moves forward to the next state “User43” and waits for the user’s choice before continuing the conversation.



In all conditions, Erica converses with participants via speech (digital voice), regardless of the presence of lip-syncing, and text dialogue (her utterances appear as text on the screen). The participant can converse with Erica by selecting response options from a predefined set of answers. We developed this estimated 10–12 min interactive experience using the UNITY3D Game engine (https://unity.com/products/unity-engine, accessed on 1 October 2023) Salsa LipSync (https://crazyminnowstudio.com/unity-3d/lip-sync-salsa/, accessed on 1 October 2023) and a custom dialogue engine was designed to control audio, text and state-based response branching.




3.5. Measures


3.5.1. Basic Demographic Data


Demographic data allow for the description of the study population. In this study, we asked the participants to report their cultural background and gender.




3.5.2. Knowledge Test


At baseline, participants were asked whether they had studied emotion regulation before and were then given 4 multiple-choice questions to test their knowledge of worrying, rumination, positive refocusing, and planning and problem-solving. With every question, participants were asked to rate their confidence in their response using a scale of 1—not at all confident to 7—completely confident. Using the same confidence scale, participants were then asked, “How would you rate your level of confidence in being able to recommend or explain how to implement each strategy to someone who needs to regulate their emotions?” These data were collected before and after interacting with Erica to measure if the participants gained knowledge or increased their confidence as a result of the interaction.




3.5.3. Eeriness Questionnaire


Building upon the widely used Godspeed questionnaire, Ho and MacDorman [42] developed a more comprehensive tool to assess VA anthropomorphism and other dimensions like eeriness to capture the “uncanny valley”, the region where VAs appear unsettlingly human-like. It includes eight items (bipolar scales) measuring eeriness, ranging from negative impressions (−3) on the left to positive (+3) on the right, with a neutral midpoint (0). The items can be found in Figure 3. The items were presented in a random order to the participants to control for order bias.




3.5.4. ASA—Short Questionnaire


The ASA questionnaire [43] evaluates VAs using the most common constructs/concepts endorsed by the VA community. The questionnaire includes 24 items, including constructs such as acceptance, likeability and performance. Participants are asked to rate their experience with Erica on a 7-point Likert scale from −3 as strongly disagree to +3 as strongly agree. Additionally, participants are provided with the option to choose “Not Applicable” when they deem a question irrelevant to the given context. As an example, human-like appearance is measured with the item “Erica has the appearance of a human” on the 7-point Likert scale. Participants receive the 24 items in a random order.




3.5.5. Logfile Data


We collected all participant responses to Erica and the duration of their interaction. For the purpose of the data analysis we undertook, we used the logfile data to determine whether participants had actually interacted with Erica or not. Only participants who completed their interaction with Erica were included in the data analysis. It is crucial to ensure participants reviewed the emotion regulation strategies with Erica. This way, any change in their knowledge or confidence can be confidently linked to their interaction with the agent.





3.6. Data Analysis


We adopted a Bayesian approach over traditional frequentist tests, driven by the advantages offered by Bayesian statistics in providing a more intuitive interpretation of uncertainty [44,45]. Unlike classical hypothesis testing, a key benefit of the Bayesian test is the ability to directly quantify and update uncertainty using probability distributions instead of relying solely on p-values from null hypothesis significance testing. Bayesian statistics provide credible intervals (  C I s  ), which are conceptually more straightforward than frequentist confidence intervals and offer a more intuitive measure of uncertainty, especially for noisy, low-sample data where Bayesian testing reduces false positives without sacrificing discovery sensitivity [46].



We utilised the first aid Bayesian R package [47] to apply Bayesian analysis to estimate the posterior distribution of models’ parameters for each hypothesis. We assessed the models by checking the posteriors and reporting the posteriors’ distribution of the means and the associated credible intervals. A 95% credible interval represents a range of values where the reported mean is likely to fall. If the credible interval excludes zero, it indicates evidence against the null hypothesis (i.e., there is a between-group difference).





4. Results


4.1. Participants


Figure 1 summarises participant flow. A total of 220 participants were recruited, completed the pre-interaction questionnaires and were randomly assigned to one of the four versions of Erica. Although all participants completed the study with the post-interaction questionnaires, only 152 out of the 220 reached the end of the conversation with their assigned Erica. Those who did not complete a full interaction (  n = 68  ) were deemed ineligible for analysis, resulting in unequal numbers of participants in each of the four conditions. Additionally, 2 out of the 152 participants failed the attention check, resulting in 150 participants being deemed eligible for the analysis. The distribution of the participants across the four groups, along with their gender, is presented in Table 1.



Approximately 29% of the participants identified themselves with an Oceania background, 16% with South East Asian, 22% with a mixed background, 10% with North African and Middle Eastern, 7% did not associate themselves with any cultural group, and the remaining participants represented different backgrounds.




4.2. Eeriness


Bayesian analysis identified no significant between-group differences, including realism and lip-syncing differences on any scale of the eeriness questionnaire. Further, no interaction was identified between the look and the lip-syncing factors on the eeriness items. The eeriness scores of the four experimental groups are provided in Figure 3.




4.3. User–Agent Interaction Experience


The participants’ scores for the ASA items are presented in Figure 4a, which compares the look/realism settings, and Figure 4b, which compares the lip-syncing settings. The Bayesian independent t-test revealed only 2 of 28 items had significant differences between realistic and cartoon-like Erica, favouring the latter, in terms of (1) usability (  Δ μ = − 0.32  [ − 0.63 , − 0.03 ]  ) and (2) attitude (  Δ μ = − 0.45  [ − 0.86 , − 0.04 ]  ). The magnitude of the means indicates the direction and strength of the observed difference between the two groups.



Further, the test revealed some differences between the lip-syncing (with vs. without lip-sync) groups: (1) human-like appearance (  Δ μ = 0.77  [ 1.3 , 0.23 ]  ), (2) natural appearance (  Δ μ = 0.66  [ 1.2 , 0.17 ]  ), (3) sociability (  Δ μ = 0.87  [ 1.4 , 0.36 ]  ), (4) user–agent alliance (  Δ μ = 0.72  [ 1.3 , 0.19 ]  ), (5) user attitude (  Δ μ = 0.50  [ 0.92 , 0.091 ]  ), (6) interaction impact on self-image (  Δ μ = 0.56  [ 1.1 , 0.011 ]  ), (7) user emotion presence (  Δ μ = 0.53  [ 1 , 0.021 ]  ) and (8) user–agent interplay (  Δ μ = 0.58  [ 1.1 , 0.018 ]  ), favouring Erica without lip-syncing.




4.4. Knowledge Test


The mean scores of participants in the knowledge test were calculated pre- and post-interaction. Table 2 provides a detailed breakdown of these statistics for the four experimental groups, where knowledge mean values are within the 0 to 1 range and confidence scores are within the 1 to 7 range. Despite Erica’s design, there was no notable change in the participants’ knowledge gain. Nevertheless, a statistically significant increase in their confidence levels was observed. This increase extended to their confidence in recommending the strategies to others. No significant difference was found when comparing knowledge gain or confidence between the different experimental groups, stratified based on Erica’s look, lip-syncing or into the four groups.





5. Discussion


The results revealed that, on average, participants showed a neutral impression towards the four VAs (Erica versions) on the eight scales of eeriness, as shown in Figure 3. This is further reflected in the analysis, where no significant between-group differences were captured in eeriness perception based on the appearance of VAs or the presence of lip-syncing. Previously, on the uncanny valley curve introduced in [9], the findings in [48] grouped the agents into six categories based on their appearance and the eeriness they cause. Animated agents, including cartoon-like and human-like agents, were found to be in the same category, which supports the idea that the eeriness source is not solely derived from the appearance but results from a blend of various design features (e.g., voice, animation and look) [10,12] or the application context [49]. This is supported by the feedback of a participant in our study who stated, “I was surprised by the progress of technology. This makes me feel a little creepy”. This suggests that the students might not be fully prepared for such technology, and hence, the eeriness is not caused by a specific feature of the technology and context. As a future direction, it would be interesting to measure the students’ acceptance of technology and to explore its influence on outcomes.



Further, in our investigation, the analysis failed to detect any interaction between appearance and lip-syncing. To draw a more comprehensive conclusion, further research with systematic variation in the levels of appearance and accuracy of lip-syncing is essential. However, it is not a straightforward matter to test the relationship to provide definitive results, due to differences in context and the purpose or role of the VAs. For example, the study [30] explored the perception of the uncanny valley in human-like VAs exhibiting different emotions and using different mouth shapes to create different magnitudes of mouth movements, and it found that different VAs’ emotions being displayed and participant gender both impacted the results. Also, despite having 20 combinations, none of their treatments included no lip movement.



As a further point concerning eeriness, it is possible that human-like Erica was not realistic enough to produce a strong uncanny valley effect. However, we were not trying to induce the uncanny valley effect. As explained in the Introduction, we had received comments from users of our health-related conversational agents (which includes Erica) concerning character freakiness, particularly related to lip-syncing. Before deciding to give users the option to switch off lip-syncing, we wanted to check the impact of disabling lip-syncing on our intended outcomes while also exploring whether a cartoon-like character would influence user experience.



The examination of the user–agent interaction experience indicated that the cartoon-like Erica was perceived significantly higher in terms of usability and user attitude (i.e., a favourable evaluation toward the interaction with the agent). Thus, Hypothesis 1 was not supported, as there were no significant differences in eeriness perception between groups, H1(a), and only 2 of the 24 dimensions of the user experience with Erica were different, H1(b).



While the examination of lip-syncing effects on eeriness perception did not yield any significant impact (neutral scores on all eeriness items), it did uncover a noteworthy influence on various dimensions of the user–agent interaction experience. The inclusion of lip-syncing might introduce elements that disrupt the overall perception of Erica, creating a divergence from the qualities associated with human-likeness, natural interaction and positive user experiences. Concerning the education context, this observation aligns with the proposition put forth in [50] that the design of pedagogical agents should incorporate only one feature, suggesting including voice without visual features, as the latter may introduce cognitive load and consequently have a detrimental effect on students’ experiences. This is because humans naturally anticipate reactive listening, which includes facial and postural mirroring alongside speech content, rather than mere motor mimicry. This could clarify the withdrawal of a participant who provided feedback to cartoon-like with lip-syncing Erica, stating “Large eyes is a feature exploited by many to invoke a feeling of cuteness to the viewers. Due to this, I found ’Erica’ to be nothing but a nuisance”. Unfortunately, a limitation of this study is that we did not measure the cognitive load aspects. Hence, we can conclude that the second hypothesis, H2, is partially supported. While the presence of lip-syncing did not impact the eeriness perception, H2(a), it negatively influenced he user–agent interaction experience in many dimensions, H2(b). This latter finding is consistent with [51], which found that including human speech with a real human appearance provided a positive effect, but a negative effect occurred when artificial speech was added to a VA.



The assessment of knowledge gain and confidence levels yielded insightful results and partially supports H3. While no substantial change in knowledge was evident, supporting H3(a), participants displayed a notable increase in confidence, both in their understanding and in recommending the strategies, following their interaction with Erica, which contradicts H3(b) and H3(c). Interestingly, no significant differences were observed among the various designs of Erica. The lack of change in knowledge gain may be attributed to the fact that only 60% of the participants reported not having studied the topic before. These findings align with the barriers highlighted in the literature, suggesting that novice psychologists may possess the necessary consultation knowledge but encounter challenges related to confidence in its practical application [40]. Given the absence of a significant correlation between eeriness, user experience and changes in knowledge or confidence, we posit the viability of employing Erica as a persuasive technology to motivate novice psychologists to enhance and apply their knowledge with others, regardless of whether lip-syncing is included or not. This supports our intention to deploy our VAs with the option to switch off lip-syncing according to the preference and needs of the individual.




6. Conclusions


The study presented in this paper explores and contributes to our understanding of the perception of VAs and their impact on behaviour change, focusing on two design aspects: eeriness perception and user–agent interaction experience. The absence of significant between-group differences suggests that appearance and lip-syncing did not distinctly affect eeriness perception. The study also uncovered that while lip-syncing did not significantly impact eeriness perception, it did negatively influence the user–agent interaction experience in various dimensions, indicating that the inclusion of lip-syncing may disrupt the overall perception of the VA. This is noteworthy because lip-syncing is a common VA animation, perhaps due to an assumption that it is expected by the user and/or that it is beneficial to the interaction experience.



The findings of this study have implications for both theory and practice relating to the design and use of conversational agents. From a theoretical perspective, our work confirms the importance of congruence and realism with respect to virtual agents, i.e., while lip movement is normal and expected in humans, lip movement and realistic appearance is not required in virtual humans. In fact, as reported by others, eeriness and uncanny valley are associated with a high level of realism. These findings go against a trend to increase realism both in appearance and lip movement in virtual agents and virtual reality models in general. From a practical perspective, while users have preferences regarding appearance and lip movement, these preferences do not necessarily impact the intended outcomes and benefits to humans. These findings suggest that the developers of virtual agents should focus more on the intended benefits of the virtual agent for the human, rather than on measurements such as believability, naturalness or liking. Specifically, VA developers should reconsider whether lip movement is included and/or whether they should allow the user to choose to switch it on or off.



Participants did not experience a substantial change in knowledge but exhibited increased confidence following interaction with the VA. This study highlights the importance of considering factors beyond knowledge acquisition, such as confidence, in evaluating the effectiveness of VA interactions in the education context.



Further research is warranted, specifically with diverse variations in the design features of VA, encompassing aspects such as appearance and voice, in combination with lip-syncing, in the area of education and behaviour change. Related to the findings reported in this study, in our upcoming study using realistic Erica, we are providing the option for users to turn off lip movement. That study will involve up to six interactions over a 3-week period, and we will turn lip-syncing on at the start of each session. We intend to use these data to determine how often people prefer to not have lip movement and whether they care enough to turn it off and to keep turning it off and to identify if there are any profiles or patterns in who chooses or when they choose to turn off lip movement.
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Figure 1. Study design. To visually demonstrate the concept, snippets of Erica were captured during interactions with users. Instances of Erica with/without the lip-sync feature depict moving/closed mouths. The microphone icon is consistently displayed across all versions of Erica to denote the presence of voice functionality. 
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Figure 2. A snippet from Erica’s dialogue discussing positive refocusing based on the user’s choice. In column 1 (current state), “Agent” indicates the following text will be displayed and uttered by Erica and “User” indicates the options provided to the user. The final column (next state) manages dialogue flow indicating the next state. 
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Figure 3. Eeriness items’ scales. The box plots show the participants’ scores on scales, with the left side representing a greater tendency towards a negative perception of the item. Negative and positive labels of the scales are presented at the top of each plot, respectively. 
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Figure 4. ASA comparing Erica with the different settings. (a) Realistic-looking Erica vs. cartoon-like Erica. (b) Erica with lip-sync vs. Erica without lip-sync. 
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Table 1. Number of participants and gender distribution among the four experimental groups.
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	Acronym
	Setting
	N
	Female (Male, Non-Binary)





	RL+LS
	Realistic-looking with lip-sync
	37
	78% (22%, 0%)



	RL-LS
	Realistic-looking without lip-sync
	35
	77% (17%, 1%)



	CL+LS
	cartoon-like look with lip-sync
	28
	89% (11%, 0%)



	CL-LS
	cartoon-like look without lip-sync
	50
	66% (32%, 2%)










 





Table 2. Knowledge test statistics before and after interacting with Erica. The bold font in the last column indicates a significant change with a   95 %   confidence interval. The acronyms of the settings are listed in Table 1.
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Setting

	
Before Interaction

	
After Interaction

	
     μ 1  −  μ 2    [ 95 %  CI ]     




	
    μ 1    

	
    σ 1    

	
    μ 2    

	
   σ 2   






	
RL+LS

	
knowledge

	
0.84

	
0.23

	
0.83

	
0.23

	
−0.01 [−0.10, 0.07]




	
confidence

	
4.98

	
1.00

	
5.93

	
1.00

	
0.95 [0.66, 1.20]




	
recommending

	
4.26

	
0.99

	
5.11

	
0.98

	
0.85 [0.56, 1.20]




	
RL-LS

	
knowledge

	
0.76

	
0.26

	
0.77

	
0.25

	
0.01 [−0.08, 0.10]




	
confidence

	
5.09

	
1.03

	
5.70

	
0.95

	
0.58 [0.35, 0.79]




	
recommending

	
4.46

	
0.96

	
5.22

	
1.27

	
0.75 [0.47, 1.00]




	
CL+LS

	
knowledge

	
0.82

	
0.24

	
0.83

	
0.25

	
  3.7 ×  10  − 7       [ − 9.7 ×  10  − 5    ,   9.8 ×  10  − 5    ]   




	
confidence

	
4.81

	
1.03

	
5.75

	
1.11

	
0.93 [0.57, 1.30]




	
recommending

	
4.39

	
0.87

	
5.37

	
1.20

	
0.94 [0.55, 1.30]




	
CL-LS

	
knowledge

	
0.83

	
0.22

	
0.87

	
0.18

	
0.04 [−0.030, 0.11]




	
confidence

	
4.89

	
0.79

	
5.81

	
0.86

	
0.93 [0.71, 1.10]




	
recommending

	
4.32

	
0.67

	
5.33

	
1.06

	
0.99 [0.74, 1.20]
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