
Citation: Podpečan, V. Can You
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Abstract: This retrospective study presents and summarizes our long-term efforts in the populariza-
tion of robotics, engineering, and artificial intelligence (STEM) using the NAO humanoid robot. By a
conservative estimate, over a span of 8 years, we engaged at least a couple of thousand participants:
approximately 70% were preschool children, 15% were elementary school students, and 15% were
teenagers and adults. We describe several robot applications that were developed specifically for
this task and assess their qualitative performance outside a controlled research setting, catering to
various demographics, including those with special needs (ASD, ADHD). Five groups of applica-
tions are presented: (1) motor development activities and games, (2) children’s games, (3) theatrical
performances, (4) artificial intelligence applications, and (5) data harvesting applications. Different
cases of human–robot interactions are considered and evaluated according to our experience, and we
discuss their weak points and potential improvements. We examine the response of the audience
when confronted with a humanoid robot featuring intelligent behavior, such as conversational in-
telligence and emotion recognition. We consider the importance of the robot’s physical appearance,
the emotional dynamics of human–robot engagement across age groups, the relevance of non-verbal
cues, and analyze drawings crafted by preschool children both before and after their interaction with
the NAO robot.

Keywords: NAO; human–robot interaction; child–robot interaction; emotional response; non-verbal
communication; STEM

1. Introduction

Human–robot interaction (HRI) is the interdisciplinary study of interaction dynamics
between humans and machines (robots). The field has received an enormous amount of
attention in the last few years but its foundational concepts were articulated in the literature
decades before the technical constraints were lifted and robots of sufficient complexity were
developed. Isaac Asimov’s three laws of robotics are often cited as the original guidelines
for HRI, but there are other historical examples as well [1,2].

Child–robot interaction (CRI) has emerged as an important subfield of HRI. It rec-
ognizes the challenges and special requirements of interacting with children, given their
ongoing neurophysical, physical, and cognitive development [3]. The NAO robot has
emerged as one of the most popular robots used in CRI research, with Amirova et al. [4]
providing an overview of about 300 research works that focus on the use of NAO, mostly
with children, although other age groups are considered as well.

NAO is a typical example of a modern humanoid social robot. In terms of socially
assistive robotics [5], NAO is typically used in tasks such as tutoring and emotional expression,
but is less used in direct physical therapy due to its design and relatively fragile construction.
However, indirect physical therapy, such as repetitive demonstration and coaching, is possible,
as demonstrated by Matič and Kovačić [6] and Assad-Uz-Zaman et al. [7] in laboratory
conditions.
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The integration of social robots into tutoring and education [8] has enabled new
approaches in pedagogical work; the positive effect can often be attributed to the novelty
of the approach as well as the physical embodiment of the robot [9,10]. The latter was
shown by Alimardani et al. [10] to be important, as evidenced by measuring the EEG
engagement index of two groups of pupils during the same language learning task. In
general, measuring engagement in child–robot interaction is difficult and often biased.
Lytridis et al. [9] review several approaches to measuring the engagement levels of children
during child–robot interactions with an emphasis on educational and therapeutic settings.

Elements of affective computing, especially emotion recognition from video and sound,
as well as gesture recognition, are important aspects of socially assistive robotics in learning
and education as they provide unique experiences by allowing affects to enter the CRI
process [11,12]. In this way, the otherwise fixed course of interaction can be changed by
the emotional responses of participants, similar to human–human interactions [11]. The
NAO robot offers the built-in ALMood module, which attempts to estimate the mood of
the focused user, but only when the autonomous mode (ALAutonomousLife) is active,
thus limiting its use in custom applications. To this end, Filippini et al. developed a facial
expression recognition module for NAO, which can be embedded into the platform; it
generally performs better and faster than NAO’s built-in user mood estimation [12].

Social and socially assistive robots also play important roles in interventions tailored
for children with special needs, especially different types of intellectual disabilities [13–15].
Most research is geared toward specific learning disabilities and autism spectrum disorder
(ASD). Different robots, such as QTrobot, Orbit, ZECA, NAO, Milo, Kaspar, SPELTRA,
Iromec, Moxie, Jibo, MiRo, Cozmo, Leka, InMoov, Rero, Ifbot, and Paro, as examples, have
been developed or programmed, especially for these specific applications [13]. According to
several studies, social robots allow for beneficial outcomes for children with ASD by fostering
increased engagement, bolstering social skills, and mitigating social anxiety [16,17].

The rapid progress made in the field of artificial intelligence has also brought about
the need to introduce AI-related topics and content into pedagogical work. However, this
progress also brings with it dangers, with children being particularly exposed. The Euro-
pean Commission, UNICEF, and other governing bodies have already prepared guidelines
and regulations that determine the safe use of AI-related technologies for children [18,19].
In addition to security and privacy provisions, it is also very important to prepare children
for the current and future development of AI, as this is the only way they will be able to
function competently in society in the future. Moreover, it has been demonstrated that
interactions with AI toys can improve creativity, collaborative inquiries, and related literacy
skills [20,21]. One of the best and easiest options to introduce AI-related technology (as well
as science and technology in general) is through the use of robots or other intelligent agents.
Humanoid robots are particularly suitable due to their complexity and human-likeness,
but other robotic platforms are suitable as well [22–25]. The theory of embodied learning
provides a theoretical foundation for such an approach [26], and social robots are appropri-
ate tools for its realization [20,24]. In a recent study, Baumann et al. [27] discovered that
3-year-old children trusted robots and humans equally and 5-year-old children preferred to
learn from a competent robot. The embodied AI curriculum proposed by Yang [20] offers
the synthesis of knowledge on the “Why”, “What”, and “How” of AI education for young
children, and provides a new way to engage children in STEM, helping them understand
the modern digital world. On the other hand, Lindsay and Hounsell propose adaptations
of the robotics program to enhance participation and interest in STEM among children with
disabilities [28].

The aim of this retrospective study is to present and discuss the key factors and
questions that arose during our work with the NAO robot (in light of the aforementioned
aspects). We are especially interested in the impact of physical embodiment on social inter-
actions, the role of anthropomorphism in CRI, and the emotional aspects of interactions
between robots and humans. The aforementioned aspects are approached empirically. We
present our case in sufficient detail and discuss the observed responses. Since children’s
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drawings are rich and interesting sources of data [29,30], we present and comment on the se-
lected drawings of the NAO robot drawn by the children before and after the performance.
We note our observations but attempt to draw more general conclusions in the hope that
they will inspire further research. Because the work presented here was not designed as a
controlled study but it is merely a retrospective study of a long-term goal of popularisation
of STEM and robotics in particular, quantitative data is not available and statistical analysis
cannot be performed. Nevertheless, the sheer size of the study and the target population
ensures exceptional statistical significance, which is almost unprecedented in comparable
existing literature. In addition, the work in popularisation of robotics in younger popula-
tions which is partially presented here was awarded the “Prometheus of science” award by
the Slovene Science Foundation. Finally, as pointed out by Belpaeme et al. [3], qualitative
analysis of CRI data with questionnaires and self-reflection is difficult as children have
the tendency to attempt to please the experimenter and extreme responses are typically
observed.

In general, robotic projects for children and the popularization of technology and AI
are very important. Weinberg et al. [31] provide evidence that participating in a robotics
project may help to reduce the gender gap in science and engineering and increase positive
attitudes about engineering and science. A systematic review by Pedersen et al. [32] sup-
ports these findings, and provides collected recommendations, such as using a humanoid
robot, human–robot interactions, teaching activities that foster collaboration, and avoiding
competitive settings. Even though the two studies mostly involved older children of one
gender, the conclusions can, to a certain extent, be applied to the other gender and different
age groups as well. The recommendations, as presented by Pedersen et al. [32], have been
followed in our work quite accurately while taking into account different environments
and age groups.

This paper is structured as follows. The following section presents our applications for
the NAO robot; it is organized into five groups, according to the content, target audience,
and the main goal. In the discussion section, we present and summarize our experience
when demonstrating the presented applications to different audiences. Finally, we briefly
summarize our observations and draw general conclusions, which should be taken into
account in future work.

2. Developed Applications for the NAO Robot

In the following section, we present applications for the NAO robot, which were
developed over several years and performed or demonstrated many times to different
audiences. They are divided into five groups according to the main topic and programming
techniques used. We only provide short descriptions of the applications and potential
implementation details while the discussion and evaluation are presented in Section 3.

2.1. Motor Development Activities and Games

The applications in this category are especially targeted at children who are still
developing and improving their gross and fine motor skills, and for whom physical contact
with a foreign object of interest is still of major importance. Applications in this category
can also serve as the basis for indirect physical therapy for impaired individuals through
demonstrations and coaching [6,7].

2.1.1. Aerobics

The aerobics application is a simple see-and-repeat game, where the robot performs
sequences of increasingly difficult moves and poses that are to be repeated by the audience.
The application features a few classic stretching exercises and yoga positions, which are
simple enough to be programmed on NAO.

Repetitive moves, such as squats and balance-keeping yoga poses, are challenging to
the participants. The application is intended to increase the awareness of superiority as
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well as shortcomings of the human body when compared to a robot’s body. Aside from
tactile commands, the application does not feature other means of interaction.

2.1.2. Finger Grabbing

Finger grabbing is a very simple but incredibly popular application, designed espe-
cially for preschoolers. The NAO robot is programmed to respond to touch on two head
tactile sensors, which open and close fingers on both hands. The instructions for using the
application are simple enough to be understood by 1.5-year-old children. The application
allows participants to study the mechanics of a robot’s fingers, feel the strength of the grip,
and observe the robot’s immediate response to touch. Figure 1 shows a group of children
testing the finger-grabbing application during NAO’s visit to a kindergarten. Taking into
account the immense popularity of the application and its striking similarity to the palmar
grasp reflex of newborns, we hypothesize that children associate NAO’s grip with this
reflex, promoting a protective attitude and positive emotions.

Figure 1. Finger grabbing is a very popular application where the robot responds to touch by opening
or closing its palms. The picture was taken during a visit to a kindergarten and anonymized in order
to protect identities.

2.1.3. Dance

Dance is one of the most interesting physical activities that a robot can perform. It is
typically used to demonstrate the precision of its movements, the number of DOFs, and
maintaining balance. The NAO robot offers a user-friendly motion editor and several
useful functions for fluid motion and motion editing, which can be used to develop dance
applications. We programmed and animated several simple dances and complex dances,
which are often used as icebreakers when presenting the robot to younger audiences. Tai
Chi, the Gangnam Style dance, the Macarena, Rasputin, and other fast disco-style dances
are the most typical examples. It is worth noting that fast dances are the most popular and
that children are always very eager to imitate NAO’s moves, which are often perceived as
funny (this can likely be attributed to the unnaturally flawless repetition of moves). We
observed that children spontaneously danced alongside the robot shortly after starting the
application.
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2.2. Children’s Games

Play is an essential component of a child’s development as it shapes the way children
experience the world and, therefore, presents opportunities and challenges for those de-
vising robot-involved games [33,34]. This category features a few classic children’s games,
adapted for the NAO robot. The participants can play with the robot without supervi-
sion once the robot’s operational principles and game modifications are explained by the
robot’s operator.

2.2.1. Pantomime

The pantomime application allows a group of participants to engage in pantomime
play with the robot. The application features several animated moves, gestures, and
accompanying sounds, which are performed one after another by repeatedly touching the
NAO’s head tactile sensor. The game is typically very well received by the participants
because of the robot’s fluent, complex, human-like gestures and animation sequences,
as well as the anticipation of the next guessing challenge. The fact that the game can
only be played unilaterally—as the robot cannot guess the gestures of the participants—
does not reduce the interest in playing pantomime with NAO. As the number of pre-
programmed guessing challenges is typically less than the number of participants (and,
thus, not everyone has the chance to interact with NAO), we added a final animation,
where the robot goes to sleep and starts snoring. Interestingly, this is usually accepted as a
good excuse as to why the game cannot continue indefinitely.

2.2.2. The Day and Night Game

The day and night game for NAO is a modern implementation of the well-known
children’s game. The game is played as follows. The leader names the time of the day (day
or night) and the participants respond by standing up (day) or sitting down (night). The
leader can increase the speed and/or repeat the same word many times in order to confuse
the participants. The NAO robot is programmed to compete against the participants by
recognizing the two words and performing the required moves. The program uses NAO’s
built-in single-word speech recognition engine, which is quite robust, and turns the robot
into a skilled player. Interestingly, this game can also be played in the Slovene language
because the corresponding Slovene translations for “day” and “night” (“dan” and “noč”)
have very similar pronunciations to the English words “done” and “notch”, which can
be recognized using NAO’s English speech recognition engine. This is a special case of
cross-language speech recognition, where the whole word is recognized instead of a list of
phonemes, which is the case with cross-language phoneme mapping. When demonstrated
by a skilled operator, the robot can play the game with almost 100% accuracy, which is on
par with the best human performers.

2.2.3. Football

Football for NAO is a simple game of ball-kicking, which is based on the built-in red
ball tracking algorithm. The application works as follows. The robot is programmed to
search for and walk toward a red ball. When the robot is close enough, a kick is performed
and the robot repeats the search and approach loop. If the ball moves out of his field of view,
the robot stops and attempts to locate it by turning around and looking in all directions.
The audience can participate by kicking the ball, causing the robot to change direction or
stop and locate the ball, or by giving the ball to the robot to be kicked.

During several performances, we discovered that the built-in red ball tracker is often
too sensitive and red objects of any shape can be recognized as the target when the size is
approximately the same as the specified target size (a parameter of the built-in function).
It is, thus, recommended to remove or hide red-colored objects when playing the game
and/or explain the robot’s seemingly erratic behavior to the participants.
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2.3. Theatrical Performances

A robot acting in a theater play is still quite a rare sight. While robots are increasingly
performing character versions of themselves, there are many open-ended questions and
limitations to consider [35]. In 2009, Lin et al. reported on the realization of one of the
earliest robot theater performances with a cast of two biped androids and two twin-wheeled
two-armed humanoid robots [36]. The following adaptations of literary works—where
NAO assumes the lead role—constitute our modest contribution to this interesting field.

2.3.1. Mr. Cheerful

Mr. Cheerful is a book in the Mr. Men series created by Roger Hargreaves [37]. It tells
a story about Mr. Cheerful, a smiling, hat-wearing individual who is hiding one little secret,
which only becomes known when meeting Miss Splendid.

We adapted the story into a play in which NAO plays the role of Mr. Cheerful, while
a human actor plays the role of Miss Splendid and narrates the story. The robot wears a
little hat and performs actions, as instructed by the hidden remote human operator. For the
sake of simplicity, the interaction between the robot and the actor is only simulated, and no
speech recognition or other advanced programming is used.

2.3.2. Robonocchio

Robonocchio is an adaptation of the well-known novel, The Adventures of Pinocchio, by
the Italian writer Carlo Collodi [38]. The main character, Pinocchio, is a wooden puppet
who dreams of becoming a human child. He often lies and is deceived many times by a
pair of beggars, a fox, and a cat.

Our adaptation is significantly shorter than the original and translated into the Slovene
language. The lead role of Robonocchio is played by the robot while the side role of his
father, Geppetto, is played by a human. Two string-animated plush toys are used to
play the roles of the fox and the cat. Because the NAO robot does not support speech
synthesis in Slovene, the dialogues were prerecorded and synchronized to gestures using
our own animation engine (https://github.com/vpodpecan/nao-gesturesync, accessed on
19 July 2023). The adaptation features a limited amount of interactions with the robot and
a hidden robot operator is required to start the acts.

2.3.3. “O barvici, ki je hotela plesati”

This is an adaptation of a short story in the Slovene language, named “O barvici, ki je
hotela plesati”, which was written by choreographer and dance teacher Jasna Knez. It tells
a story about a lively orange coloring pencil that wanted to dance. It was performed in
cooperation with a local social welfare institution for children, adolescents and adults with
special needs, CUDV Draga (Education, Work and Care Center Draga). Several children
and teenagers with developmental disorders participated in the performance with the
NAO robot. The use of colors (LEDs in NAO’s eyes, ears, and torso) and fluent motions
were the two key contributions of NAO. The play was performed at a local festival with
great success.

2.4. Artificial Intelligence Applications

This category features robot applications that are based on machine learning algo-
rithms and programming techniques that implement or mimic intelligent behavior. They
are primarily intended for demonstrations in front of audiences interested in the advances
in artificial intelligence and robotics, but also for the learning and discovery of AI. It has
been shown that interactions with AI toys and social robots are beneficial [21,24], but
the first and most important requirement is safety. When developing AI applications for
children, it is recommended to follow the UNICEF policy guidance on AI for children to
ensure safety, protection of data and privacy, and non-discrimination [18].

https://github.com/vpodpecan/nao-gesturesync
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2.4.1. Facenao

Facenao (https://github.com/vpodpecan/facenao, accessed on 19 July 2023) is an
application that connects the NAO robot with emotion recognition software, thus allowing
the robot to recognize the emotions of people around it. As the accurate recognition of
emotions poses hardware requirements that exceed those available in NAO, the approach
that relies on an external computing service is currently the only feasible way to enable
fast and accurate emotion recognition on NAO. The first version of Facenao was based
on Microsoft’s Cognitive Services API but the latest version uses the open-source PAZ
library [39] (perception for autonomous systems), which allows the Facenao application
to work without internet access, as the recognition runs on the computer connected to the
NAO robot. The PAZ library implements an optimization of Google’s Xception architecture,
called mini-Xception for emotion and gender recognition, and achieves 81% accuracy for
emotion recognition on the FER+ dataset [40]. The following emotions are recognized:
anger, disgust, fear, happiness, neutrality, sadness, and surprise.

Facenao is implemented as a web application that runs on a PC and connects to the
robot via its JavaScript API. The application can capture and display a picture from NAO’s
camera, detect and extract all faces captured by the camera, and display them along with the
recognized emotions. The hardware setup (PC and NAO) allows the application to run in
real time as a typical computation time on a modern laptop is less than 0.1 s. However, NAO
only captures the image and performs emotion recognition when a keyboard or mouse
event is registered. Aside from limiting the expensive calls to the emotion recognition
function, this also ensures that the participant is facing the robot.

In addition, there is a “hall of fame” gallery where the faces with the strongest detected
emotions are exhibited. We quickly discovered that the mere existence of the Hall of Fame
gallery encourages participants to produce extreme emotions (as extreme as possible) in
order to be highlighted as the most extreme. It is also worth noting that the recognition
accuracy is not the same for all emotions and that lighting conditions are of crucial impor-
tance. Using any state-of-the-art deep neural network emotion recognition method [41],
instead of the portable PAZ library, could improve accuracy but would also make the
system more complex and less portable.

2.4.2. LiveChat

The LiveChat application was developed with the aim of equipping the robot with
conversational skills, allowing it to chat with its users, ask and answer questions, and be
knowledgeable in many different topics. We achieved this by using the publicly available
ALICE AIML knowledge base (https://github.com/drwallace/aiml-en-us-foundation-
alice, accessed on 19 July 2023), NAO’s built-in speech synthesis, animated speech, and
state-of-the-art speech recognition services. Although much better chat intelligence could
be achieved by using state-of-the-art large language models [42] instead of ALICE, this
could introduce inappropriate content and create a potentially harmful environment.

Two versions of LiveChat were developed. The first one is more advanced and enables
the robot to recognize continuous speech, making the conversation very natural (Google’s
cloud-based speech-to-text service is used). However, the cloud-based service introduces
the inevitable delay of a few seconds in communication. The second one features a web
application running on a computer that connects to NAO via its JavaScript API and allows
the user to type questions on the connected personal computer, which are then answered by
the robot using its animated speech functionality. The advanced version is less reliable in an
uncontrolled environment because of the noise picked up by the robot’s microphones and
the segmentation of the live audio stream. On the other hand, while the simpler version is
very reliable, it usually fails to evoke an emotional response, which can be observed when
using the advanced version where the robot answers to verbal questions with its own voice
and uses appropriate gestures.

https://github.com/vpodpecan/facenao
https://github.com/drwallace/aiml-en-us-foundation-alice
https://github.com/drwallace/aiml-en-us-foundation-alice
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2.5. Data Harvesting Applications

The presented data-harvesting applications were created with the specific goal of
collecting data such as pictures, sound recordings, answers, opinions, etc., during human–
robot communications or interactions. In robot research scenarios, the collected data are
most typically used to train or improve machine learning models [43], learn directly from
observed data by demonstration [44], or collect and store data for later analysis, such as
environmental data, for example, in [45,46]. In spite of the widespread collection of various
types of data during HRI, an approach to formalize the HRI data collection process has
only recently been proposed [47]. Finally, unlike the rest of the presented applications, data
harvesting may raise privacy issues, which must be addressed as specified by the law.

2.5.1. Face Detection

Face detection is a simple application based on NAO’s built-in face recognition. It
implements a simple, closed-dialog loop, where the robot detects a face, remembers it,
asks for the name, and stores both in the internal library. When a face is recognized, the
corresponding recording is played to address the participant by his or her name. The appli-
cation can be used to collect pictures of human faces along with speech samples. However,
unless specifically allowed by the developer (when the legal requirements are met), the
application will purge its internal database upon exit. The application was developed as a
demonstration of the learning abilities of the NAO robot to primary school pupils; a similar
approach (without audio recording) was used by Ismail et al. to measure the concentration
levels of children with ASD in social interactions and when communicating [48].

2.5.2. WhimBot

The WhimBot (the What-If Machine robot interface) application was developed as
a part of a computationally creativity project, where the aim was to collect evaluations
(scores) of computer-generated storytelling ideas (what-if sentences) in order to improve
the algorithms that produce the ideas. The application collects scores through a pleasant,
guided dialogue between the robot and the participant. The application can run without
supervision and can be demonstrated during conferences and conventions. It was suc-
cessfully launched and exhibited at two large public events. We discovered that even the
simplest human–robot dialogue is far superior to questionnaires and that the novelty of the
approach guarantees that people are willing to participate, regardless of the topic.

3. Discussion

The applications presented in the previous section were demonstrated, improved,
and evaluated many times in real-world settings, which allowed us to gain a significant
amount of experience and a deeper insight into several aspects of human–robot interactions,
including technological obstacles, emotions, expectations, and fears. Our first (and most
general) observation is the almost universally positive emotion toward the NAO robot
in all age groups. Although this could possibly be explained by the general interest in
technology, robotics, and novelties, we believe that the “Uncanny Valley” phenomenon
might also provide a plausible explanation.

As proposed by Masahiro Mori 50 years ago, the disputed relation between the human
likeness of an entity and the perceiver’s affinity for it suggests that there is a valley in
the graph of affinity vs. human likeness, and that robots with slightly imperfect human
likenesses are near the bottom of this valley because they are simultaneously perceived
as familiar and scary. The other two peaks in the graph denote a healthy person and a
humanoid with little resemblance to humans, besides the general anthropomorphic design
of the body and body parts [49]. If the movement is also taken into account, the valley
and peaks become more extreme. However, the preliminary study by Destephe et al. [50]
suggests that people with ASD react differently to the uncanny valley and rate the robot
much more attractively when it is perceived as more human, possibly because of their
difficulty in understanding body language and the emotional content of gestures. Finally,
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the research by Brink et al. [51] suggests that the uncanny valley is acquired over develop-
ment. The experiments show that a human-like robot does not become creepier than the
machine-like robot until approximately 9 years of age.

The designers and engineers who developed the NAO robot and the newer Pepper
robot took the uncanny valley into account and the results are nearly optimal, according to
Mori’s hypothesis. A too-exact human likeness was avoided and user feedback was taken
into account [52]. The height and weight of NAO also closely match those of a 1–2-year-
old child. Moreover, the experiments of Mathur et al. [53] confirmed that an artificially
constructed robot head which closely resembles NAO’s ensures high likeability (second
only to humans). On the other hand, von der Pütten and Krämer argue that the perceived
human-likeness is not always linked to perceived likeability, but likeability depends on the
overall design of the robot, including characteristics such as height, color, form, and facial
features [54]. Taking into account our experience with the NAO robot, we can confirm that
characteristics such as height, weight, shape, color, unobtrusiveness, and a clean design are
important—if not decisive—and that the NAO robot arouses feelings that people usually
experience toward toddlers. In addition, younger children generally perceive NAO as a
living being that is not very different from themselves; the robot’s operator is often asked
questions such as: Can he dance? Can he talk? What does he eat? Can he get fatter? Does
he sleep? Where does he live? Does he have parents? Why does he have only 3 fingers?
The use of the pronoun “he” is the result of the translation from the Slovene language,
which has grammatical gender and in which the word robot is masculine. The research
of Brink et al. [51] and Belpaeme et at. [3] supports our observations about how younger
children perceive NAO.

During our performances with NAO, we discovered three exceptions to the initial
positive feelings. The first one involves adults and seniors cultivating a universal dislike
for technology and innovation. Aside from the open dislike or hostility toward the robot in
question, they typically express a dislike of artificial intelligence, computers, and robots in
the industry. We were unable to mitigate negative emotions via an open debate, argumenta-
tion, or explanation, and the only change in opinion concerned the dismissal of robots and
AI in general as unnecessary and potentially dangerous. The second exception involves
otherwise normally developed and healthy children who refuse to touch the robot or come
close to it. They often describe the robot as terrible and ugly. They are usually willing to
watch the performance from a distance but always seek the support and physical closeness
of an adult that they trust. It is worth mentioning that such cases are exceedingly rare. The
third exception are very young children (less than 2 years old). This is the youngest group
of children in kindergartens in Slovenia in which children are aged 11–18 months. During
our performances, we discovered that they were initially afraid of unknown mechanisms
that attempted to invade their personal space. This observation is consistent with the
findings reported by Kozima and Nakagawa [55], who distinguish between and name three
consecutive phases in the child–robot interaction process: the neophobia phase, the explo-
ration phase, and the interaction phase. We were able to mitigate and completely disperse
the fear by allowing the children to freely explore the unknown object, and observe, touch,
and inspect the inactivated robot in its open transporting case. Later on, when the activated
robot started to blink its LEDs, produce sounds, and move, the fear may have returned
briefly but was quickly replaced by curiosity, enthusiasm, and the desire for interaction. It
is also worth noting that while in the presence of the robot, their attention spans increased
enormously. It was not uncommon for them to voluntarily and actively participate for up
to 30 min. The attention span of 1.5-year-old toddlers is 2–3 min in general so the observed
increase is remarkable. A detailed analysis of focused attention in toddlers is presented by
Gaertner et al. [56].

An important case that deserves our attention involves people with special needs. Our
performances with the NAO robot also included children and teenagers with developmental
and behavioral/emotional disorders. The theatrical performance described in Section 2.3.3,
where the NAO robot performed together with children with developmental disorders,
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is especially worth mentioning. There were a few cases of ASD and ADHD among the
participants in our other numerous NAO performances. In general, a positive attitude and,
often, even great enthusiasm can be expected. Bernal et al. [57] reported that children with
ASD felt safe, calm, and comfortable while in the robot’s presence, and the anxiety levels
of some children reduced. However, the applications have to be selected carefully, taking
into account their dynamics, emotional aspects, and the types of human–robot and human–
human interactions involved. The robot operator should also have a basic understanding
of the specificities of several more common behavioral and emotional disorders. Generally,
the operator needs to allocate more time for each planned robot activity and be aware
of the importance of physical distancing between the robot and participants with special
needs, which varies on a case-by-case basis. Virnes [14] emphasized the importance of
physical accessibility to the robot as it affects the child’s sense of emotional ownership
of and connection to the robot. Nonverbal communication between the operator and the
participants (especially eye contact) also deserves special attention, and the operator must
realize that apparent non-cooperation is not an indication of disinterest.

The majority of presented applications, except for those centered around data harvest-
ing and AI, were presented to children of preschool and primary school age (3–10 years).
These applications feature only a small amount of human–robot interactions, which are
limited to selected instances of touch, vision, and sound. Nevertheless, the mere fact that
interacting with a robot is possible is enough to stimulate one’s imagination and ignore
technological obstacles. The easiest and most robust way of implementing human–robot
interaction between children of this age group and NAO is by using its tactile sensors and
speech synthesis. Tactile sensors can be used to start an activity and confirm the user’s
choice but can also be used to trigger the robot’s response to touch. To complete a bidirec-
tional interaction, speech synthesis can be used to present choices, confirm or deny actions,
and report errors. In general, we found that physical contact with the robot is immensely
important and that NAO would benefit from additional tactile sensors or possibly even
artificial skin. In this way, the robot could respond more accurately to human touch, thus
improving its tactile communication and social interactivity. This observation is confirmed
by the pioneering work of Andreasson et al. [58], focusing on the tactile conveyance of
positive and negative emotions (affective touch) on the NAO robot.

The almost universally positive emotions and impacts on children within the
3–10 year age group can be observed by analyzing their drawings [30,59]. On several
occasions, they were asked to draw the robot before and after the event (they did not know
any details about the NAO robot before the event). Four samples, which were drawn by a
3-year-old and a 5-year-old, are shown in Figure 2. Figure 2b clearly shows that the robot’s
movements left a deep impression on the 3-year-old child. The wavy line that encircles the
figure can be interpreted as the expansive movement of the robot (which indeed occurred
during the session). Similarly, short and long circular lines inside the body indicate motions
of short and long durations. NAO’s fingers and movement also left an impression. They
are present in the drawing, although the number is not accurate. Two vertical lines that
stem from the hands indicate the movement. There is also an emphasized line on top of the
head that corresponds to the hat that the robot wore during the theatrical performance of
Mr. Cheerful.

Figure 2d, which was drawn by a 5-year-old child, also exhibits strong emotions that
are expressed as strong, with dark lines covering the head, arms, and legs. The hat and the
torso are less important. The robot’s loudspeakers (ears) are also drawn and the hands have
the correct number of fingers. As in Figure 2b, the eyes are strongly emphasized, which
is related to the use of LEDs in NAO’s eyes during the performance to blink and express
emotions. In general, when comparing the drawings before and after the performance, one
can immediately detect strong emotions and parts of the robot’s body and/or performance
that left a lasting impression.
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(a) (b) (c) (d)
Figure 2. Drawings of the NAO robot before (a,c) and after (b,d) the session, which included a
theatrical performance, dance, pantomime, finger grabbing, and physical contact with the robot.
Figures (a,b) were drawn by a 3-year-old child while figures (c,d) were drawn by a 5-year-old child.

The adult population is more diverse with respect to the general impression and the
emotional factors involved. The actual physical appearance is still important, but we also
observed that the quality and complexity of the software, the level and quality of the
human–robot communication, and unpredictability play significant roles. The variability
is further increased by factors such as age, education, background knowledge, character
traits, etc. For example, the LiveChat application, where the robot is able to produce a
more-or-less appropriate answer to almost any question and say it aloud, is sometimes
perceived as proof of the robot’s intelligence, or as an example of lousy programming due to
generic answers to certain types of questions, and because of a few inevitable grammatical
mistakes. Using large language models trained on dialogues such as ChatGPT or other
similar models [42] could turn the NAO robot into a know-it-all. However, we believe that
conversational agents of this type and capability are incompatible with the NAO robot, its
design, and its aim. A “personal intelligence” chatbot such as Inflection AI’s PI [60] would
be more appropriate as it is developed to be supportive, playful, kind, and fun.

The Facenao application is generally considered intelligent because of the accuracy of
emotion recognition and the involved fun factor when attempting to produce extreme facial
expressions. Demonstrations of the robot’s physical abilities are also received favorably;
one of the most common reactions during the first encounter with the robot is to attempt to
shake its hand. In summary, during a human–robot interaction session featuring the latest
advances in speech and vision recognition, natural language processing, and fluid whole-
body motion, adults are much less forgiving of mistakes, inaccuracies, and limitations than
children; they are also less adaptable and usually unable to escape established behavioral
patterns during their interactions with the robot.

4. Conclusions

We presented a retrospective, long-term study on child–robot interaction using the
NAO robot across several developed applications. Based on the significant amount of expe-
rience gained during numerous performances and demonstrations to diverse audiences, a
few important conclusions can be drawn. First, the design of the NAO robot can be consid-
ered as a school example of a likable robot design. It seems that there is no single decisive
design feature that makes NAO likable but there is clearly a winning combination. As also
observed by Pinto-Bernal et al. [57], a robot-like appearance is preferred over a human
appearance or other appearances, especially when working with people with ASD. Second,
when developing human–robot interfaces and components for human–robot interactions,
the age of the target audience is an important factor; simplicity and reliability should be
the main guidelines, even at the expense of limited functionality. Finally, we believe that
non-verbal communication modalities should play important roles in the future of HRI,
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especially in CRI research. Research in socially assistive robotics [61] suggests that even
seemingly unimportant non-verbal inserts can lead to significant changes in communi-
cation and perception. Non-verbal communication supplements and augments spoken
communication, thus making human–robot communication easier and richer, allowing
emotions to enter the human–robot interaction loop.

In future work, we would like to conduct a controlled experiment, examining the
emotions involved during child–robot interactions between NAO and preschool children.
Drawings are excellent and potentially unbiased sources of information and our goal is to
conduct an in-depth, large-scale analysis of image data of this type. The presented NAO
applications are being extended with simple, non-verbal communication features, and we
will study the effects in real-world settings in our future engagements with NAO.
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