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Abstract: Mid-air collision is one of the top safety risks in general aviation. This study addresses the
description and experimental assessment of multimodal Augmented Reality (AR) applications for
training of traffic procedures in accordance with Visual Flight Rules (VFR). AR has the potential to
complement the conventional flight instruction by bridging the gap between theory and practice,
and by releasing students’ time and performance pressure associated with a limited simulator time.
However, it is critical to assess the impact of AR in the specific domain and to identify any potential
negative learning transfer. Multimodal AR applications were developed to address various areas
of training: guidance and feedback for the correct scanning pattern, estimation if an encountering
traffic is on collision course and application of the relevant rules. The AR applications also provided
performance feedback for collision detection, avoidance and priority decisions. The experimental
assessment was conducted with 59 trainees (28 women, 31 men) assigned to an experimental group
(AR training) and a control group (simulator training). The results of tests without AR in the flight
simulator show that the group that trained with AR obtained similar levels of performance like the
control group. There was no negative training effect of AR on trainees’ performance, workload,
situational awareness, emotion nor motivation. After training the tasks were perceived as less
challenging, the accuracy of collision detection has improved, and the trainees reported less intense
negative emotions and fear of failure. Furthermore, a scanning pattern test in AR showed that the AR
training group performed the scanning pattern significantly better than the control group. In addition,
there was a significant gender effect on emotion, motivation and preferences for AR features, but
not on performance. Women liked the voice interaction with AR and the compass hologram more
than men. Men liked the traffic holograms and the AR projection field more than women. These
results are important because they provide experimental evidence for the benefits of multimodal AR
applications that could be used complementary to the flight simulator training.

Keywords: multimodal application; augmented reality; collision avoidance; scanning pattern; gender;
training; immersion; aviation

1. Introduction

The term Augmented Reality (AR) first appeared in a paper by Caudell and Mizell
in 1992 working at Boeing. AR was considered to enable cost reductions and to improve
efficiency by replacing physical assembly guides, templates, wiring lists, etc. with an AR
system [1]. In the following years AR systems were implemented and tested in multiple
areas such as healthcare, construction, gaming, and education [2].Various studies show
that, especially for the educational purpose AR can improve the user’s performance and
learning experience [3]. AR features investigated have been the augmentation of written
information such as in the magic book [4], the facilitation of collaboration [5], the provision

Multimodal Technol. Interact. 2023, 7, 3. https://doi.org/10.3390/mti7010003 https://www.mdpi.com/journal/mti

https://doi.org/10.3390/mti7010003
https://doi.org/10.3390/mti7010003
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mti
https://www.mdpi.com
https://orcid.org/0000-0002-9770-6186
https://orcid.org/0000-0002-6673-618X
https://orcid.org/0000-0002-1550-2279
https://orcid.org/0000-0002-5559-6855
https://orcid.org/0000-0002-1682-6304
https://doi.org/10.3390/mti7010003
https://www.mdpi.com/journal/mti
https://www.mdpi.com/article/10.3390/mti7010003?type=check_update&version=1


Multimodal Technol. Interact. 2023, 7, 3 2 of 17

of stereo-sound assisted guidance [6] and remote guidance [7]. Benefits of AR-supported
training have been reported across a multitude of domains ranging from visual art [8] to
science laboratories [9,10], technical training [11], and aviation training [12–14]. Research
on pilot training indicates that AR has the potential to improve both the teaching of contents
and the conditions of learning in ab initio [15,16] and advanced type rating courses [17,18].
A study on conventional advanced pilot training showed that time pressure can increase
the perceived difficulty of the course for some trainees, especially since advanced pilot
training requires travelling, has a duration of several weeks and is associated with high
costs and performance expectations [17]. AR-supported pilot training is expected to enable
a more learner-centered, immersive, inclusive and sustainable pilot education [17].

Gaming concepts, especially the features and user interactions with computer games
are an interesting area of research for AR games designed for teaching and learning. Immer-
sion is an intense experience that was studied extensively in relation to computer games
and AR learning games. Immersion is considered a state of physical, mental and emotional
involvement in a given context [19]. Immersion was associated with the game narrative and
features that involve challenge and skills, curiosity, control, concentration, comprehension,
familiarity and empathy [20]. A qualitative investigation of gamers’ experiences identified
three levels of immersion that develop as the user is involved with a game: engagement,
engrossment and total immersion [21]. An engaged user is interested in the game and wants
to continue using it, but for reaching the level of engrossment, “the gamers’ emotions are
directly affected by the game” [21]. Reaching the highest level of total immersion requires
“presence”, which is defined as the feeling of being in the game world [21]. For most of the
participants, empathy and atmosphere contribute to total immersion. Atmosphere can be
created by graphics and sounds that are relevant to the actions and location of the game
characters and require the use of attention [21]. As shown in [21], total immersion seems
to be facilitated by the multimodal interaction with the game and engagement of visual,
auditory and mental attention. This finding was also confirmed by research [22] showing
that multimedia features and game-based challenges contribute to gamers’ immersion. In
addition to presence, the experience of flow [23] was associated with the highest level of
total immersion [24]. Research shows a potential for AR science games to increase students’
interest and to facilitate the experience of flow during learning manifested in stronger
intensity of engagement, a feeling of discovery and the desire for better performance [25].
Interestingly, a study with middle school students [25] did not find a significant effect of
gender nor interest in science to predict the experience of flow when using an AR game
for learning.

Preferences for gaming concepts in relation to flight training have been reported in
a study with 60 aircraft pilots (12 women and 48 men) [26]. The majority of female and
male pilots considered the following game features satisfying: achieving a target to finish
tasks, receiving feedback for correct actions and receiving points if you successfully finish a
task [26]. Answering questions during the game and collecting assets or information to
proceed were slightly more popular for women, than for men. However, including a narra-
tive in the game was slightly more preferred by men than by women. Less popular gaming
features were setting a time limit to finish tasks and solving puzzles to proceed [26]. For the
purpose of this study a number of gaming features are designed into AR applications for
collision avoidance training such as achieving a target to finish tasks, answering questions,
receiving feedback and receiving points if you successfully finish a task [26]. In this study,
the effects of AR-supported training will be assessed in terms of performance, immersion,
emotion, motivation and perceived workload.

Emotions influence the learning process [27] and emotional regulation also plays a
role in the preparation for motor behavior and sport performance [28]. Besides practice,
motivational factors such as fear of failure, probability of success, interest, and challenge
can also influence learning outcomes [29–31]. Practical training for managing critical flight
maneuvers had a significant effect to improve pilots’ performance and positive emotions in
simulator [32] and in real flight [33]. Simulator training reduced the intensity of trainees’
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negative emotions [32]. However, high learning performance in ab initio student pilots
was associated with less intense negative emotions [34]. Beyond the practical training
itself, fear of failure was also shown to be affected by support given to students in form of
coaching [35]. In this study, trainees’ emotions and motivation are assessed in addition to
learning performance and AR immersion.

1.1. Collision Avoidance Training

Preventing mid-air collisions is one of the top safety priorities in general aviation due
to the high risk of mid-air collisions [36]. In Visual Flight Rules (VFR) flight the pilots are
responsible for see-and-avoid which is taught mainly theoretically during the course on
aviation law. In addition to the risks identified in practice from incident and accidents [36],
research shows that pilots encounter various problems with the detection of traffic, with the
estimation of conflicts and application of the rules-of-the-air for collision avoidance [37–40].
A system-theoretic analysis of pilot training for VFR flight [41] identified recommendations
to introduce specific elements of practical training and proficiency examination related to
the detection, estimation and management of traffic conflicts.

The estimation of collision parameters involves anticipative cognitive processes that
have as a prerequisite the formation and improvement of a mental model through prac-
tice [42]. Anticipation is seen as the highest level of situational awareness, beyond the
perception and understanding of the key situational elements [43]. Anticipation means
that pilots cannot wait for a collision to occur in order to perceive it, but they have to detect
potentially conflicting traffic and estimate the time-to-collision and relative distance. The
estimation mechanisms can be refined by practice and feedback. Research on learning to
estimate such collision parameters has been successfully conducted in conventional flight
simulators [39] and in a network of flight simulators which reproduced congested traffic
scenarios at an airport [40,44]. Research also shows that particular scanning patterns of Air
Traffic Controllers (ATCOs) such as a larger spatial distribution of visual gaze are associated
with better response accuracy in the detection of accelerating aircraft on a two-dimensional
display with mixed traffic [45], but individual characteristics such as experience also play
a significant role [46]. Furthermore, immersion of ATCOs in a three-dimensional Virtual
Reality (VR) display led to improved collision detection and analytical skill with increased
speed and better accuracy compared to two-dimensional displays [47].

Simulator training is usually conducted in aviation for scenarios that are too dangerous
for practice in real flight. However, AR features bring new opportunities for pilot training
by using multimodal interactions and by making trainees’ gaze point visible to the instruc-
tor [48]. Furthermore, an analysis of flight instruction methods for collision detection and
avoidance [49] suggested that AR learning applications could add value in particular to the
teaching of correct scanning patterns. However, using the HoloLens in an experimental set-
ting for simulating relative motion in AR requires a good handling of the device, especially
when trying to achieve a standardized procedure for all participants [50]. The effective
detection of other traffic in VFR flight requires particular “block” scanning techniques [51].
“Traffic can only be detected when the eye is not moving, so the viewing area (wind-shield)
is divided into segments. The pilot methodically scans by stopping his eye movement in
each block in sequential order” ([51], p. 13). In the side-to-side method of scanning the
pilot starts at the far left of the visual field and proceeds to the right, pausing for a second
in each 10° block to focus their eyes [51]. In the front-to-side method of scanning the pilot
starts, for example, in the center block, moves to the far right, back to center and to the far
left by focusing for a second in each block. In addition to traffic detection, the trainee has
to estimate if the encountered traffic is on collision course or not, and to apply the rules
for priority and collision avoidance [49]. In this study, the latter training elements were
implemented in a second AR application. For the purpose of this research, a multimodal
training system consisting of an AR application and a light aircraft flight simulator was
designed to guide the trainee in learning the scanning pattern and applying it in simulated
flight situations. The multimodality of this system was characterized by various input
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modalities (haptic button of the flight simulator and voice recognition, gaze and gesture
recognition of the HoloLens). Multiple output modalities were audio, holographics and
visual displays outputs.

1.2. Gender and Flight Training

Female pilots represent less than 10% of the pilot population worldwide [52]. Due
to the current pilot shortage, many airlines are interested to attract talented women and
to rethink the training of the next generation of pilots [53]. Gender differences in flight
training have been described in various studies [40,54–57]. Causes for gender differences
related to flight training are attributed to different experiences and starting conditions [54].
In the general population women tend to perform better in verbal tasks and men tend to
be better in visuospatial tasks [58]. Interestingly, research shows that gender differences
can vanish after training, when the learning methods are appropriately designed. Thus,
trainees of both genders can reach similar levels of performance despite initial gender
differences. Research on gender-sensitive pilot training [32] showed that trainees from
both gender groups reached similar levels of performance in post-test, despite gender
differences in the pre-test. Thus, the appropriate, inclusive method of instruction can
support trainees in reaching similar levels of performance with the same amount of training.
Research on the potential of AR to improve flight instructions shows that despite many
similarities, there are also gender-specific needs and preferences regarding AR training
applications in the ab initio [15] and in the advanced pilot courses [17]. In this study, the
AR applications for collision avoidance training have been designed in a gender-sensitive
manner by implementing features that match various gender preferences and by including
a diverse team of experts in the design [59]. Furthermore, the effects of the applications
will be assessed in a gender-sensitive manner with female and male samples divided in
experimental and control groups.

1.3. Research Questions

The purpose of this study is to investigate the effect of the AR application for learn-
ing traffic procedures (e.g., collision avoidance) on the learning performance, situational
awareness, emotion and motivation of the trainees in a gender-sensitive manner with an
experimental and a control group. In addition, the effect of the AR scanning application on
trainees’ scanning performance will be evaluated. The AR applications will be assessed in
terms of features, immersion and gender preferences.

2. Materials and Methods
2.1. Participants

The experiment was conducted with 59 volunteers recruited by university announce-
ments. Twenty-eight women with a mean age of 23.43 years (standard error 0.88) volun-
teered for the experiment and were randomly assigned to the experimental (N = 14) or
the control group (N = 14). Thirty-one male volunteers with a mean age of 23.03 years
(standard error 0.59) were assigned to the experimental (N = 15) and the control group
(N = 16). Informed consent was obtained from all subjects involved in the study, and they
were offered a compensation of EUR 50 for participation. The study was conducted in
accordance with the ethical guidelines of the Declaration of Helsinki and the General Data
Protection Regulation of the European Union.

2.2. Equipment

For the AR experiment a Microsoft HoloLens was used, which is a standalone AR
device that does not require any additional hardware. It has a binocular display using
the liquid crystal on silicon technology with a resolution of 1268 × 720 and 60 Hz per eye.
The field of view is 30° horizontally and 17° vertically. The device has built-in speakers,
microphone, camera and WiFi. With a battery life of about three hours, it weights 579 g
and gives the user six degrees of freedom [60].
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The implemented AR HoloLens applications addressed three contents:

• Moving ball guidance and assessment of the scanning pattern
• Simulation of traffic with an additional quiz to assess the collision detection accuracy,

the avoidance maneuver, and the identification of the right-of-way.
• Spatial orientation exercises and assessment

To make the applications more engaging for the trainees, a number of gamification
features were used such as rating user actions with a score, providing feedback, using
friendly colors and texts, using visually attractive 3D models. With the AR application for
scanning pattern training (see Figure 1), the user was introduced to the specific front-to-side
block scanning pattern for VFR. Thus, the trainees received a demonstration of the correct
scanning procedure that shall be used by pilots in VFR to search for traffic flying in the
surrounding area. The application used a ball hologram, moving with the right speed in
the surrounding visual field of the user (±110° to right and left), and showing the correct
viewing directions, starting in the middle to the right (marked with 1 in Figure 1), then
back to the middle and to the left. In addition, the direction of movement was described by
a voice output. The application indicated correct gazes (directed at the ball) with a green
colored background around the ball (see Figure 2) and incorrect gazes with a red colored
background. Due to the limited projection field of the HoloLens, the trainees had to control
the gaze using also head movements. During this procedure the application measured the
time of correct and incorrect gazes to evaluate users’ performance and provided a score as
an output, which is calculated for each attempt as follows and displayed as percentage:

ScanningPer f ormance =
TimeBallFocused

TimeTotal
. (1)

1 

2 

0° ~110°R~110°L
0°

~110°R~110°L

Figure 1. Augmented Reality (AR) Moving ball scheme for the scanning pattern.

Catch and
chase the ball!

Catch and
chase the ball!

Bar
showing  
the limits 
of the section Colored  

background
indicating  
(in)correct  
gaze Guiding

ball 

Figure 2. AR Moving ball guidance for the scanning pattern in the application.

The second AR application simulated the traffic encounters. The user conducted
the scanning pattern to detect an approaching aircraft. Predefined encounter scenarios
were used with aircraft approaching from different directions in level flight, climbing or
descending. Additionally, the approach was announced via audio output using the typical
phraseology for traffic information of the flight information service. As soon as the user
detected the aircraft and was able to decide, if a collision will happen or not, she/he had
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to press a button. Subsequently, a quiz started and asked the user, if the traffic was on a
collision course or not. If the aircraft was on a collision course, the user was asked who
had the right-of-way and about the correct avoidance maneuver procedure. The user
received feedback as text (correct or incorrect) and in form of a game score. The game
score (Equation (2)) represents the percentage of correct answers per scenario. The sum of
the points was normalized, i.e., scaled to a value between 0% and 100% depending on the
number of possible scores in the scenario, because the existence of the ScoreRightO f Way and
ScoreAvoidanceManeuver is determined by the scenario (collision or no-collision). Therefore,
nScores represents the number of possible scores per scenario.

GameScore =
ScoreCollision + ScoreRightO f Way + ScoreAvoidanceManeuver

nScores
(2)

After each traffic encounter, the user conducted a spatial orientation exercise with
the AR application. The user saw a compass-strip-hologram which showed the current
heading (see Figure 3). Then he/she received a voice command to turn to a new heading
(e.g., “Turn heading 090”) and was asked which direction, left or right, was shorter for
turning to the new heading. The user responded by saying left or right. The developed
app used speech recognition as input for the quiz questions and gave immediate visual
feedback for correct or wrong answers. Finally, the application presented as feedback the
trainees’ scores.

140 150 160 170 180 190 200 210 220 

Say: "Turn left" Say: "Turn right"

Figure 3. AR Heading exercise.

Flight Simulator

The flight simulator was a generic, fixed-base aircraft simulator with a cabin in original
size of a light aircraft equipped with glass-cockpit and genuine cockpit controls. A cylin-
drical projection screen with 7 m diameter provided 190 degrees horizontal vision angle
and 40 degrees vertical vision angle. Thus, the projection screen of the simulator provided
realistic peripheral vision stimulation and a visual scenery. The controller station contained
a data logger, making it possible to set the flight scenarios and to save the data. The flight
simulator was connected with the AR application. The simulator was flying straight and
level with the autopilot engaged and it was mainly used to generate the traffic data for the
scenarios shown in AR. Furthermore, a button in the flight simulator cockpit was used by
the participants to indicate, that they were able to decide if a collision would happen or not.
The input signal of the button was sent to the AR application, where it was used for the
control flow of the application. The communication between the flight simulator and the
AR application was realized by User Datagram Protocol (UDP) messages.

2.3. Procedure

Initially, both groups received a written briefing and a familiarisation session with
the flight simulator. Afterwards both groups attended a pre-test without AR in the flight
simulator and conducted eight collision detection and avoidance maneuvers. Next, the
experimental group also received a familiarisation with the HoloLens. The experimental
group used the AR application for scanning training at least three times or more often, if they
did not reach an accuracy of 70%. This was followed by training with the AR application
(eight scenarios) and without the AR application in the simulator (eight scenarios). Each
exercise consisted of one scanning pattern training, one collision detection exercise and one
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orientation exercise. Finally, both groups conducted a post-test without AR in the flight
simulator (eight scenarios) followed by a scanning test with AR. The control group used
conventional written and graphical instruction for scanning training, and they attended the
training sessions (16 scenarios) and orientation exercises without AR in the flight simulator.
Finally, the control group received a familiarization with the HoloLens and conducted
a scanning test with AR. Table 1 gives an overview of the procedure. The same traffic
scenarios were used for the experimental and control group. The participants received
feedback during training (experimental group by HoloLens, control group by an application
on a laptop), but not during tests. The compass orientation exercise was included to increase
the workload of the exercises and to bring more variety to the training. Each block of
traffic scenarios (training and test) contained four collision and four non-collision scenarios
presented in a random order. A collision was considered when the closest point of approach
was smaller than 50 meters. In the training scenarios, in two out of four collision scenarios
nobody had the right-of-way (head-on approach), one time the other traffic had priority,
and one time the participant him-/herself had the right-of-way. In the test scenarios, in
two out of four collision scenarios nobody had the right-of-way and in the other two the
other traffic had the right-of-way. In the simulator not only the traffic scenarios, but also
the scenery (landscape) was changed to reduce the recognition effect. Questionnaires were
filled by participants of both groups before and after the tests and after the training.

Table 1. Procedure for the experimental and control group.

Phase Content Experimental Group Control Group

Introduction
Briefing written instructions

Familiarization with simulator

Pre-test (eight
scenarios)

Collision detection
and avoidance
maneuvers

with simulator

Training 1 Familiarization with HoloLens —
(eight scenarios) Scanning training with AR without AR

Collision detection with AR with simulator
Orientation exercise with AR with simulator

Training 2 Scanning training without AR
(eight scenarios) Collision detection with simulator

Orientation exercise with simulator

Post-test 1 (eight
scenarios)

Collision detection
and avoidance
maneuvers

with simulator

Post-test 2 Familiarization — with HoloLens
Scanning test with AR with AR

2.4. Independent Variables

Effects of training with the AR applications were assessed in a pre-test and post-test
design with an experimental and a control group. Gender subgroups were created within
the experimental and the control groups. Thus, independent variables were the test (pre-
test vs. post-test), the group treatment (experimental vs. control group), and the gender
group (female vs. male). The control groups did not use the AR applications, but instead
they used conventional training means.

2.5. Dependent Measures

The scanning performance was calculated as the ratio between the duration of user’s gaze
at the virtual ball, and the duration of the entire scanning pattern procedure (Equation (1)).
Thus, the scanning accuracy scores vary between 0 and 1. The collision detection accuracy
was assessed during each test by asking the trainee for each scenario if the traffic encounter
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was on collision course or not. Correct answers scored one and incorrect answers scored zero
points. Thus, the maximum collision detection accuracy (MCDA) (Equation (3)) total per
pre-test and post-test, calculated as the sum of individual scenario scores CDScore could be 8.

MCDA =
8

∑
N=1

CDScoren CDScore ∈ {0, 1} (3)

Furthermore, the selection of the collision avoidance maneuver was assessed during
each test by asking the trainee for each collision scenario what avoidance maneuver was
required in accordance with the law. Correct answers scored one and incorrect answers
scored zero points. Thus, the maximum total for the selection of the collision avoidance
maneuver (MCAS) (Equation (4)) per pre-test and post-test, calculated as the sum of
individual collision scenario scores could be 4.

MCAS =
4

∑
N=1

CAScoren CAScore ∈ {0, 1} (4)

The identification of the right-of-way was assessed during each test by asking the
trainee for each collision scenario which aircraft had the right-of-way in accordance with
the law. Correct answers scored one and incorrect answers scored zero points. Thus, the
maximum total for the selection of the right-of-way (MRWS) (Equation (5)) per pre-test and
post-test, calculated as the sum of individual collision scenario scores could be 4.

MRWS =
4

∑
N=1

RWScoren RWScore ∈ {0, 1} (5)

The trainees self-rated their subjective situation awareness after each test using the
Situation Awareness Rating Technique (SART) [61] with item scales ranging from 1 (low)
to 7 (high). Subjective workload was assessed after each test using the Task Load Index
(NASA–TLX) [62] that contains six items: mental demand, physical demand, and temporal
demand of the task, effort, performance, and frustration. The NASA-TLX scales ranged from 1
(very low) to 7 (very high). For the total NASA-TLX score the performance scale was inverted.
Emotion was assessed after each test in terms of arousal intensity and valence (positive vs
negative emotion) using the Positive and Negative Affect Schedule (PANAS) [63]. In PANAS
the item scales ranged from 1 (very slightly or not at all) to 6 (extremely). Motivation was
self-assessed by the trainees after each test using the Questionnaire on Current Motivation
(QCM) [29] that consists of 18 items measuring four factors: challenge, interest, probability
of success and anxiety/fear of failure. Each QCM item had a scale ranging from 1 (disagree)
to 7 (agree). The AR applications were assessed by the trainees after using them. The
gesture interaction, voice interaction, traffic holograms, compass hologram, the quiz and the
projection field were assessed on a scale ranging from 1 (very poor interaction) to 5 (very
good interaction). The comfort and trust in the AR applications were rated from 1 (very
low) to 5 (very high). After using the AR applications, the trainees assessed their interaction
using the Augmented Reality Immersion (ARI) questionnaire [24] with 42 items grouped in
three scales: AR engagement, AR engrossment and AR total immersion. Each ARI item was
self-rated on a scale ranging from 1 (totally disagree) to 7 (totally agree).

2.6. Data Analysis

For the collision avoidance application, data analysis was conducted using the re-
peated measures analysis of variance with one within-subjects factor (test) and two between-
subjects factors (group treatment and gender). One-way analyses of variance were used to
calculate differences between the gender groups in the assessment of the AR immersion
and in the appreciation of the AR features. For the scanning application a one-way analysis
of variance was used to calculate differences in the scanning performance between the
experimental and control group, and between the gender groups in the AR post-test. The
Bonferroni correction was applied to pairwise comparisons. Alpha was set at 0.05.
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3. Results
3.1. Collision Detection and Avoidance Training

Main training effects, independent of the type of training have been assessed by
comparing the post-test with the pre-test. Descriptive data is presented in Table 2. The
training had a positive effect to improve trainees’ collision detection accuracy [F(1,45) = 4.93,
p < 0.03, η2 = 0.10], to decrease the intensity of their negative emotion [F(1,45) = 22.32,
p < 0.0001, η2 = 0.33], and their fear of failure as a motivational factor [F(1,45) = 18.96,
p < 0.0001, η2 = 0.30]. In addition, the tasks were estimated as significantly less challenging
after the training [F(1,45) = 28.33, p < 0.0001, η2 = 0.39]. Differences between post-test
and pre-test in trainees’ selection of the avoidance maneuver and identification of the
right-of-way, subjective situation awareness, workload, interest and success probability did
not reach statistical significance.

Table 2. Descriptive data of trainees’ performance, situational awareness, workload, emotion and
motivation in post-test and pre-test (SE—Standard Error)

Group Experimental Group Control Group
Test Pre-Test Post-Test Pre-Test Post-test

Collision detection accuracy
Mean 6.20 6.61 6.26 6.56
SE 0.21 0.22 0.22 0.23

Selection of the collision avoidance maneuver
Mean 1.51 2.35 1.64 1.82
SE 0.37 0.39 0.39 0.41

Identification of the right-of-way
Mean 1.43 2.04 1.54 1.64
SE 0.35 0.38 0.38 0.40

Subjective Situational Awareness (SART 10D)
Mean 20.75 20.83 22.76 21.63
SE 1.18 1.187 1.25 1.26

Workload (NASA-TLX)
Mean 10.20 9.12 10.18 9.19
SE 1.23 1.08 1.30 1.15

Positive emotion
Mean 31.81 30.91 32.54 31.10
SE 1.33 1.43 1.41 1.52

Negative emotion
Mean 13.32 11.61 13.75 11.55
SE 0.78 0.39 0.82 0.41

Challenge
Mean 16.04 14.01 16.40 14.94
SE 0.69 0.84 0.73 0.89

Interest
Mean 22.19 21.60 21.86 22.21
SE 0.89 0.92 0.95 0.98

Success probability
Mean 8.95 8.64 8.57 8.30
SE 0.42 0.39 0.44 0.42

Fear of failure
Mean 8.51 7.60 9.71 7.75
SE 0.70 0.54 0.74 0.58
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3.2. Effects of the Type of Training

The effect of the type of training was assessed in terms of differences between the
experimental group that trained with the AR applications and the control group that
trained only in the flight simulator (Table 3). The main factor type of training did not have a
significant effect on trainees’ collision detection accuracy, workload, situational awareness,
positive nor negative emotion. The motivational variables challenge, interest, success
probability, and fear of failure were also not significantly affected by the type of training.

Table 3. Descriptive data of trainees’ performance, workload, situational awareness, emotion and
motivation in the experimental and control group

Variable
Experimental Group Control Group

(AR Training) (Simulator Training)
Mean Standard Error Mean Standard Error

Collision detection 6.41 0.18 6.41 0.19

Avoidance decision 1.93 0.29 1.73 0.31

Priority decision 1.74 0.28 1.59 0.30

Subjective workload 9.66 1.10 9.69 1.16

Situational awareness 20.79 1.05 22.19 1.12

Positive emotion 31.36 1.27 31.82 1.35

Negative emotion 12.46 0.55 12.65 0.58

Challenge 15.02 0.73 15.67 0.78

Interest 21.89 0.87 22.03 0.93

Success probability 8.80 0.37 8.44 0.39

Fear of failure 8.06 0.59 8.73 0.62

3.3. AR Scanning Training

As illustrated in Figure 4, the scanning performance in post-test was significantly
affected by the type of training [F(1, 37) = 6.11, p < 0.02, η2 = 0.14]. The experimental group
(Mean = 0.98, SE = 0.02) performed better than the control group (Mean = 0.92, SE = 0.02).
The gender effect [F(1,37) = 2.79, p < 0.10, η2 = 0.07] and the interaction term gender and
group [F(1,37) = 1.10, p < 0.30, η2 = 0.03] did not reach statistical significance.

0.84

0.86

0.88

0.90

0.92

0.94

0.96

0.98

1.00

Experimental Group Control Group

Sc
an

ni
ng

 P
er

fo
rm

an
ce

Figure 4. Scanning performance of the AR and conventional training groups in AR post-test. Error
bars represent standard errors.

3.4. Gender Effects

There was a significant effect of the main factor gender on trainees’ negative emotion
[F(1,45) = 7.28, p < 0.01, η2 = 0.14] and fear of failure as a motivational factor [F(1,45) = 6.95,
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p < 0.01, η2 = 0.13]. Women (Mean = 13.63, SE = 0.58) reported stronger negative emotions
than men (Mean = 11.48, SE = 0.55) during tests. Women (Mean = 9.52, SE = 0.62) also
reported stronger fear of failure than men (Mean = 7.27, SE = 0.59) during tests. The inter-
action term gender and trial was significant for the probability of success [F(1,45) = 7.37,
p < 0.009, η2 = 0.14], showing that women (Mean = 7.80, SE = 0.42) estimated their proba-
bility of success in post-test lower than men (Mean = 9.14, SE = 0.39) despite similar levels
in pre-test for women (Mean = 8.78, SE = 0.44) and men (Mean = 8.74, SE = 0.42).

3.5. Assessment of the AR Application and the Subjective AR Experience

Within the experimental group that trained with the AR applications, gender differences
in AR immersion and in the appreciation of various features of the AR applications were
explored. As Figure 5 shows, men scored higher than women in AR engagement, engrossment
and total immersion. However, there was only a statistically significant gender effect on
engagement with AR [F(1,19) = 6.36, p < 0.02, η2 = 0.25]. The appreciation of various features
of the AR applications in female and male trainees is presented in Table 4. The statistical
analyses show that women liked the voice interaction with the AR applications [F(1,19) = 6.01,
p < 0.02, η2 = 0.24] and the compass hologram significantly more than men [F(1,19) = 4.36,
p < 0.05, η2 = 0.19]. Men liked significantly more than women the traffic holograms used
in the application [F(1,19) = 15.73, p < 0.0001, η2 = 0.45], and the projection field of the AR
device [F(1,19) = 5.24, p < 0.03, η2 = 0.22]. No significant gender differences were obtained for
gesture interaction with the AR applications, quiz, nor for comfort and trust in AR.
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Figure 5. Mean scores of the ARI subscales in female and male trainees from the experimental group
that used the AR applications. Error bars represent standard errors.

Table 4. Appreciation of various features of the AR applications in female and male trainees.

Gender Group Female Trainees Male Trainees
Variable Mean Standard Error Mean Standard Error

Comfort 2.27 0.38 2.50 0.40

Trust 2.46 0.37 3.50 0.39

Gesture interaction 1.73 0.64 1.00 0.67

Voice interaction 2.64 0.40 1.20 0.42

Quiz 3.27 0.39 4.20 0.41

Traffic holograms 1.46 0.37 3.60 0.39

Projection field 2.00 0.39 3.30 0.41

Compass hologram 1.36 0.29 0.50 0.30
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4. Discussion

In this study, two specific multimodal AR applications that have been developed
for flight training purposes were assessed. One AR application was used for training
to estimate if encountered traffic is on collision course or not, and to apply the rules for
priority and collision avoidance. A second AR application was used to guide and assess the
visual “block” scanning technique of the trainee which is specific for VFR flight The effects
of the multimodal AR applications were compared to training in the flight simulator and
theoretical instruction. This AR-supported training is seen as an add-on to the theoretical
instruction on aviation law and the use of traffic advisory systems [64,65]. Although many
studies claim that AR has the potential to improve both the teaching of aviation contents
and the conditions of flight training [12–18,26], to our knowledge this is the first controlled
experiment that provides statistical evidence on the training and gender effects.

4.1. Effects of the Traffic Detection and Collision Avoidance Training

The results of this study show significant benefits of practical training on collision
detection when training with either the AR application or the flight simulator. For this,
differences between the post-test and pre-test conducted in the flight simulator without
AR were assessed. The practical training had a positive effect to significantly improve
trainees’ collision detection accuracy in terms of estimating if an encountered aircraft is
on collision course or not. However, trainees’ selection of the avoidance maneuver and
identification of the right-of-way was not significantly improved in post-test as compared
to pre-test, indicating that more research is necessary in determining the amount of training
required to improve. Other significant training effects were the decrease in intensity of
negative emotions and fear of failure of the trainees. The collision detection and avoidance
tasks were also estimated as significantly less challenging after practical training, while the
interest and perceived success probability remained constant. Emotions and motivational
factors have been shown to influence learning outcomes and performance in various
domains [27–29] including flight training [32–34,40]. Thus, improvements in the trainees’
emotional state and motivation indicate a positive training effect. Differences between
post-test and pre-test in trainees’ subjective workload and situation awareness did not
reach statistical significance. This indicates that maintaining situational awareness in traffic
is associated with a certain amount of workload and requires effort that may not decrease
with practice. Overall, the results of this study indicate significant benefits of practical
training on collision detection when training with either the AR application or with the
flight simulator.

When comparing the experimental and the control group in a non-AR environment
no specific effects of the AR training were identified. The results did not show significant
effects of AR training on trainees’ collision detection and avoidance performance, situa-
tional awareness, workload, emotion and motivation in a conventional flight simulation
environment. The effect of AR training depends on the developed scenario and its imple-
mentation. The rather simple scenario used in this study did not show a significant effect.
However, more research is needed to clarify, if AR training with a more elaborated scenario
could give a good effect. In this study the AR training group could successfully transfer
the skills to the simulation environment that was not AR-supported. No negative effect of
training with AR was observed. The group that trained with AR and the group that trained
in the flight simulator achieved similar performance in the collision detection accuracy,
application of the collision avoidance and right-of-way rules in the flight simulator, when
not supported by AR. Subjective workload, situational awareness, positive and negative
emotion and motivation were also similar in the group that trained with the AR application
and a control group that trained in the conventional flight simulator.

Nevertheless, significant effects of the AR application for guiding and assessing the
trainees’ visual “block” scanning technique were found. In VFR flight the amplitude of eye
movements, the speed and the order of the blocks is critical [51], and the AR application
had a significant training benefit on trainees’ scanning performance in post-test. The
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experimental group performed the scanning for traffic significantly better than the control
group. Research shows that AR features bring new opportunities for pilot training by
making trainees’ gaze point visible to the instructor [48]. In this study, the scanning
application also used objective data to assess the speed and range of eye-movements
required for proper scanning.

4.2. Gender Diversity and AR Immersion

The results did not show significant gender differences in performance, perceived
workload, situational awareness, positive emotion, interest and challenge related to the
collision avoidance tests. However, there were significant gender differences in negative
emotion and motivation. Although the practical training significantly decreased the in-
tensity of negative emotions and fear of failure of all trainees, the gender-specific analysis
shows that the decrease was larger in men as compared to women. Women also estimated
the probability of success in post-test lower than men. Flight training organizations would
focus traditionally on performance and workload, but it is important to understand differ-
ences in subjective experience and drives when new training methods are explored [59]
for making this domain more inclusive. Thus, gender differences in the experience of AR
and in the appreciation of various features of the AR applications were further investigated
within the experimental group that trained with the AR applications.

Trainees’ mental and emotional involvement in the AR training were assessed in
terms of immersion [19,24]. Immersion was associated with features that involve among
others challenge, skills, curiosity, control, concentration, comprehension [20]. The results
show that men scored significantly higher than women in AR engagement, meaning that
they were more interested in the application and wanted to continue using it [21,24] more
than women. However, no significant gender differences were found for engrossment
and total immersion [21,24], meaning that the trainees’ positive emotions were affected by
the AR applications in a comparable manner. Total immersion seems to be facilitated by
the multimodal interaction with the application and engagement of visual, auditory and
mental attention [21,22]. Although no significant gender differences were found for total
immersion, gender differences were found in the appreciation of various AR features. Men
liked significantly more than women the traffic holograms used in the application and the
projection field of the AR device. Women liked the voice interaction with the AR applica-
tions and the compass hologram providing orientation cues significantly more than men.
Considering findings from the general population indicating that women perform better
than men in verbal tasks [58], in this study the women may have experienced the voice
interaction as easier and more supportive for their task performance. However, although in
the general population women did not perform better than men in visuospatial tasks [58], in
this study the women appreciated the compass hologram which may have been a compen-
satory aid. In fact, the compass is a mandatory essential spatial orientation and navigation
aid for VFR flight. No significant gender differences were obtained for gesture interaction
with the AR applications and with the quiz. In this case it is important to support the
trainees by building on their strengths and providing support to overcome their limitations.
Thus, the multimodality of the AR applications, which facilitates immersion [21,22], can
also address various use preferences and needs.

These findings are in line with previous research on the potential of AR to improve
flight instructions showing many similarities, but also gender-specific needs and prefer-
ences regarding AR training [15,17]. Nevertheless, addressing gender specific preferences
for AR-supported training is important because aviation flight training is a domain where
women are underrepresented [52] and thus, their needs and preferences are not known.
Furthermore, there is a bias towards considering mens’ needs and preferences as the suf-
ficient standard [59], thus missing opportunities for gendered innovations. This topic
becomes more important because of the current changes in the industry and the enhanced
interest in attracting talented women and rethinking the training of the next generation of
pilots [53]. Thus, gender differences in flight training need to be investigated [40,54–57] and
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addressed by appropriate, inclusive methods of flight instruction [32]. Besides fulfilling
business needs in terms of staffing and performance, by addressing gender specific needs
and preferences the aviation industry can also become more socially sustainable [17].

5. Conclusions

This study provides experimental evidence for the benefits and limitations of AR-
supported training and its potential for preventing the risk of mid-air collisions in VFR
flight. The results show that the interactive and multimodal AR application for learning
the VFR traffic scanning technique significantly improved trainees’ performance as com-
pared to the use of traditional written and graphical materials for instruction. Gender
differences were found for AR engagement, but not for AR engrossment, total immersion,
performance, workload, situational awareness, positive emotion, interest and challenge
related to the collision detection and avoidance tasks. Although the practical training
significantly decreased the intensity of negative emotions and fear of failure of all trainees,
the gender-specific analysis shows that the decrease was larger in men as compared to
women. Training with the AR application for collision detection and avoidance did not
differ significantly from training in the simulator in terms of performance and workload.
Also, trainees’ selection of the avoidance maneuver and identification of the right-of-way
did not significantly improve, thus more research is needed to address these issues. In ad-
dition, the familiarization with the assessment criteria and with the collision detection and
avoidance tasks in a dynamic environment had positive benefits to decrease the intensity
of trainees’ negative emotions and fear of failure. Based on this experimental evidence,
AR-supported training could be used complementary to conventional training to practice
and provide objective feedback on trainees’ scanning and collision estimation accuracy.
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