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Abstract: We report on a conceptual framework for describing interactive sound installations from
three complementary perspectives: artistic intention, interaction and system design. Its elaboration
was informed by a systematic review of 181 peer-reviewed publications retrieved from the Scopus
database, which describe 195 interactive sound installations. The resulting taxonomy is based on
the comparison of the different facets of the installations reported in the literature and on existing
frameworks, and it was used to characterize all publications. A visualization tool was developed
to explore the different facets and identify trends and gaps in the literature. The main findings are
presented in terms of bibliometric analysis, and from the three perspectives considered. Various
trends were derived from the database, among which we found that interactive sound installations
are of prominent interest in the field of computer science. Furthermore, most installations described
in the corpus consist of prototypes or belong to exhibitions, output two sensory modalities and
include three or more sound sources. Beyond the trends, this review highlights a wide range of
practices and a great variety of approaches to the design of interactive sound installations.

Keywords: interactive sound installations; systematic review; taxonomy; new interfaces for musical
expression; sonic interaction design; multimodal interaction

1. Introduction

In the past two decades, new interfaces for musical expression garnered increased in-
terest, along with the democratization of sensor and micro-controller technologies [1]. This
rise in popularity has been accompanied by increased research attention to musical inter-
faces, as illustrated by the emergence of dedicated conferences, such as the New Interfaces
for Musical Expression (NIME) conference (https://www.nime.org/ (accessed on 9 April
2021)) created in 2002. In this review, we focus on a specific type of musical interfaces:
interactive sound installations. Such installations, which can be traced back to the 1950s [2],
have benefited from this recent democratization, leading to an unprecedented variety of
practices and creative contexts that have not been systematically documented yet [3]. It
is difficult to situate or compare sound installations given their variety within existing
frameworks and reviews. The present comprehensive review proposes a conceptual frame-
work to systematically describe and analyze interactive sound installations documented in
research publications, and to identify similarities and differences in design and implemen-
tation, along with trends and possible gaps in the literature. Additionally, a visualization
tool is provided as an interactive web application (https://isi-database.herokuapp.com/
(accessed on 9 April 2021)), to allow sound artists, designers and researchers to explore the
corpus from three perspectives using the proposed framework.
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A few conceptual frameworks and reviews have been proposed to position and catego-
rize new interfaces for musical expression. Wanderley and colleagues analyzed interactive
sound generating systems (e.g., musical interfaces and installations) from system design
and semantic perspectives; the former discussed topics such as sensors and feedback,
sensor signal analysis, mapping and sound synthesis, while the latter looked at questions
such as the goals of interaction and the expertise of users, the role of sound display and the
physical approach to the system [4,5]. Birnbaum et al. established a dimensional space to
characterize musical devices with properties derived from human–computer interaction
studies [6]. Similarly, Hattwick proposed a dimensional space to investigate collabora-
tive musical devices [7], and Paine classified real-time interfaces for musical expression
through a taxonomy derived from a survey of performers [8]. Morreale et al. proposed a
framework for describing the design process of musical interfaces [9]. Sanfilippo defined
an analytical framework to situate feedback musical systems [10]. Johnston et al. identified
modes of interactions of virtual musical instruments [11], while Wallis et al. proposed
design heuristics for musical instruments based on criteria for long-term engagement
from amateur musicians [12]. Landy established a thorough framework and an associated
resource website (http://ears.huma-num.fr/index.html (accessed on 9 April 2021)) that
provides theoretical support for understanding various aspects of sound art and electroa-
coustic composition [13]. Concerning sound installations uniquely, Lacey proposed three
approaches and ten attributes for enduring sound installations in public spaces [14]; and
Bandt reviewed various sound installations in Australia and proposed a guideline for
sound installation design in the public realm [15]. Although useful for positioning and
situating new musical interfaces and sound installations, those frameworks and reviews
are not specific for interactive sound installations.

Interactive sound installations are limited here to interactive environments in which
sound is one of the main mediums of expression or communication. In other words, we
consider all multimedia installations where sound is one of the input or output modality.
They can be, but are not limited to, artistic installations. These installations rely on real-time
interactions with people or consist in adaptive systems, namely, systems that respond to
external conditions, such as systems that react to the state of the surrounding environment
(for conciseness, the term “interactive sound installation” will include both interactive
and adaptive installations). Interaction is defined here as “a reciprocal action between
several actors of the same system [...] resulting in a modification of the state of the implied
actors” [2]. It can consist in an exchange of information, energy and/or affect [2,16].
Environment adaptive systems are defined as systems that are able to change state as a
function of the external environment. They are able to adapt to changing environmental
conditions [10]. There have been few attempts to define a conceptual framework dedicated
to interactive sound installations. Blaine and Fels identified several contextual elements and
design parameters to describe collaborative musical interfaces, including interactive sound
installations [17]. Le Prado proposed to characterize the design process of interactive sound
installations across their main protagonists: the designer, the system and the interactor [18].
More recently, Goudarzi proposed a taxonomy of interaction in participatory sound art and
interactive sonification systems [19,20]. Though these and previous frameworks are useful
for characterizing interactive sound installations, they were not based on any systematic
literature review.

The present work is an attempt to reconcile those frameworks and studies in the
form of a taxonomy for characterizing interactive sound installations within a wider scope,
and an associated systematic review of trends and practices concerning their design as
presented in academic publications in the Scopus database. This taxonomy was informed
both deductively from existing frameworks and reviews, and inductively, through a sys-
tematic review of scientific literature with a corpus of 181 documents describing a total of
195 interactive sound installations. In other words, the taxonomy brings together frame-
works from the literature and features emerging within the review that were not included
in existing frameworks. The corpus consists of scholarly publications and does not in-
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clude other sources outside of the academic realm, such as artists’ statements, program
notes, museum archives, auto-documentation (artists documenting their own practices)
or alternative media. The present paper is focused on the elaboration of the conceptual
framework and a literature review. The visualization of the framework has been described
in detail in another paper [21] and is available on the website associated with this review
(https://isi-database.herokuapp.com/ (accessed on 9 April 2021)).

2. Method

We reviewed 181 full-text journal articles, proceedings papers and book chapters
to determine design trends and habits regarding the conception of interactive sound
installations. The present review method was derived from the Preferred Reporting Items
of Systematic Review and Meta-Analysis Protocol (PRISMA-P, [22]) and is summarized
in Figure 1. The corpus describes interactive sound installations, which can be described
as interventions. However, the review does not evaluate those interventions, but only
provides a qualitative synthesis of the documents.

Figure 1. A flow diagram of the literature search. Derived from a PRISMA flow diagram [22].

2.1. Search Strategy, Inclusion and Exclusion Criteria

The publications were retrieved from Elsevier’s Scopus database, which covers published,
peer-reviewed publications from more than 5000 publishers worldwide (https://www.else
vier.com/solutions/scopus/how-scopus-works/content/content-policy-and-selection (ac-
cessed on 9 April 2021)). The database search was conducted between October and November
2020. Table 1 includes the boolean search terms and number of entries associated with each
query. The search was carried out within article title, abstract and keywords sections, and
led to the identification of 1054 records. Three additional records were identified through
cross-referencing.

https://isi-database.herokuapp.com/
https://www.elsevier.com/solutions/scopus/how-scopus-works/content/content-policy-and-selection
https://www.elsevier.com/solutions/scopus/how-scopus-works/content/content-policy-and-selection
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Table 1. Scopus boolean search strings. Note that the asterisk indicates the truncation operator and
phrases encoded within double quotes return results that contains the phrases as they are typed.

Keywords Number of Selected
Entries Entries

sound* AND interact* AND installation* 614 225
“sound* installation*” AND interact* 119 81
sound* AND installation* AND interact* AND participant* 70 51
“sound art” AND interact* 85 31
participatory AND sound* AND installation* 28 15
“audio interface” AND installation* 5 2
sound* AND installation* AND adaptive 39 8
“sound* installation*” AND environment* 66 35
“sound* installation *” AND react* 12 5
“sound* installation*” AND responsive* 2 2
auto AND generative AND sound AND installation 14 1

Total 1054 456

To be included in the review, documents had to be peer-reviewed and published in
English or in French, and had to describe one or several interactive sound installations as
defined above. In addition, installations that require real-time participation from anyone
who is not part of an audience were considered to be beyond the scope of this review
and were therefore excluded. Two-hundred and seventy-four full-text documents were
assessed for eligibility after a screening of titles and abstracts. A total of 181 documents
were selected after full-text review for inclusion in the qualitative synthesis.

2.2. Data Extraction

Each selected full-text document describes one or more interactive sound installation. The
description of each installation was manually coded into a database using a binary entry for
each of the perspectives and taxa of the developed taxonomy (Section 3). Information missing
from the documents was indicated as being non available (N.A.). For the bibliometric analysis,
subject areas and fields were retrieved from the proceedings, book or journal in which the work
was published using Scopus’ “All Science Journal Classification” list (https://service.elsevi
er.com/app/answers/detail/a_id/15181/supporthub/scopus/ (accessed on 9 April 2021)).
The taxonomy relies on a combination of existing frameworks and new themes emerging from
the analysis. It evolved to accommodate new emerging topics through an iterative process:
additional taxa were created when observing features on sound installations that could not
be represented by the framework. For instance, “Type of Input Device” (see Section 3) was
often incremented with new features that were not in the initial framework. The resulting
database is available on the repository from which the review’s web application is deployed,
in the form of a comma-separated-values file (https://github.com/valerianF/ISI-Databas
e/blob/main/data/installationsList.csv (accessed on 9 April 2021)). The complete list of
installations is available in Appendix B and on the website (https://isi-database.herokua
pp.com/lists (accessed on 9 April 2021)). Trends from the review were extracted both from
this website and using the programming language R [23].

3. Definition of a Conceptual Framework

A taxonomy, in the sense of Bailey’s definition, was elaborated, both deductively
from existing frameworks for musical interfaces and interactive sound installations, and
inductively from observation from the corpus [24].

The taxonomy is organized hierarchically, from general to specific. The top layers or
roots—the perspectives—of the taxonomy represent three global points of view for enduring
interactive sound installations: artistic intention, interaction and system design. The bottom
layers or leaves—the taxa—represent specific features or contextual aspects of the installations

https://service.elsevier.com/app/answers/detail/a_id/15181/supporthub/scopus/
https://service.elsevier.com/app/answers/detail/a_id/15181/supporthub/scopus/
https://github.com/valerianF/ISI-Database/blob/main/data/installationsList.csv
https://github.com/valerianF/ISI-Database/blob/main/data/installationsList.csv
https://isi-database.herokuapp.com/lists
https://isi-database.herokuapp.com/lists
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at a concrete level, such as the kind of input device, the required number of inter-actors
or the type of sound materials (c.f. Table 2). Most of the taxa are not mutually exclusive.
The inductive analysis first identified taxa when existing conceptual frameworks failed to
cover specific features of the installations, which were later grouped, a posteriori, into more
abstract themes and perspectives. However, for the sake of argument, we will instead discuss
the taxonomy from the more generic to the more specific. While the three perspectives
are identified separately, note that the themes and taxa that belong to each perspective are
mutually inter-related and depend of each other (see Section 5.3). A short description of the
taxonomy is provided below, across the three perspectives’ main themes. This description is
identical to what was provided in [21]. Descriptions of the main taxa used are additionally
provided in Appendix A. For a full description of the taxonomy, see the web application’s
glossary (https://isi-database.herokuapp.com/glossary (accessed on 9 April 2021)).

Table 2. Descriptions of the hierarchical layers from the taxonomy.

Layer Position Name Description Example

1 Top Perspectives Global points of view System Design

2–3 Middle Themes Categories for grouping taxa Type of Input Device

3–4 Bottom Taxa Individual categories for Microphonesdescribing installations

Artistic intention: It relates to all the considerations and contextual aspects that are taken
prior to the design process. It is the most conceptual perspective and concerns top-level
reflections about of the early part of the creative process before implementation. In a
protagonist metaphor, this aspect would relate to the designer [18].

• Context: It provides information about the type of location or situation in which the
installation was created.

• Lifespan: The duration in which the installation was or is planned to remain active. It
is determinant for the design process [15].

• Role of sound: Derived from Pressing’s categories for sound roles in electronic
media [25]. Further roles are induced from the corpus.

• Visitor’s position: visitor’s position and potential motion around or inside the installation.
• Intervention visibility: Details about what can or can’t be seen from the installation.
• Lighting design: Specific lighting involved in the installation.
• Sound design approach: The materials and processes used for sound design and

sound generation. Most of it is inspired from Landy’s framework [13].

Interaction: It concerns all the parameters that characterize the mutual relation between
the inter-actor and the installation [6]. This perspective is associated with the reflections
between the foremost intentions and the ultimate technical implementation and would
relate to the inter-actor [18].

• Inter-actor: The number of people involved simultaneously in the musical interac-
tion [6].

• Interaction type: Type of control is another name for it. It refers to the specific nature
of the relation between the inter-actor and the installation [19].

• Feedback type: It refers to the output modalities, also called feedback modalities [6].
• Input and output degrees of freedom: It refers to the number of input and output

modalities available to the user or visitor (two actual themes). It does not represent
the number of input and output controls as in Birnbaum et al.’s dimension space [6].

• Musical control: It refers to the level of control available to the user [6,26].

System design: It is about the practical realization of the installation [5], from its compo-
nents to its diffusion parameters. It emphasizes the practical realization of initial intentions
and of interaction design, and relates to the system [18].

https://isi-database.herokuapp.com/glossary
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• Spatialization: It refers to the number of sound sources used, their spatial disposition
and their diffusion and control parameters that are used to create (or not) a spatialized
musical experience for visitors [13,27].

• Sound generation: It concerns the nature of the installation’s sound-emitting device(s) [14].
• Type of input device: It describes the kind of device(s) that provides to the installation

the data and control signals that are processed as part of the interaction [4,5]. This
theme reflects the technical details extracted from the documentation. As such, some
taxa consist in types of sensors (using the classification presented in [28]), while others
correspond to devices containing multiple sensors.

4. Visualization of the Framework

A web application (https://isi-database.herokuapp.com/ (accessed on 9 April 2021))
was developed as part of the present review, in order to provide an efficient visualization
tool to navigate within the corpus’ installation across the taxonomy. The application was
developed in Python (source code: https://github.com/valerianF/ISI-Database (accessed
on 9 April 2021)), and is powered by Dash, an open-source library developed by Plotly
(https://dash.plotly.com/introduction (accessed on 9 April 2021)) and designed for web
analytics. The application was built upon a database that was elaborated from the taxonomy
in an iterative process where taxa were both deduced from literature and induced when
reviewing the corpus. Within the database, installations from the corpus are indicated as
either belonging or not to each taxon with a binary entry when the information is available.
A complete description of the web application is presented in [21].

The application includes four interactive sunburst charts, representing the subject
areas and fields from the corpus and each of the three perspectives (Figures 2 and 3).
They allow for dynamic navigation through the taxonomy from global themes to specific
taxa by reproducing the taxonomy’s hierarchy. The size and shade of each portion of the
charts represent the number of corresponding installations for a taxon, and the number
of times the particular code was used for a theme of perspective. Since one installation
may give rise to multiple codes among a given theme, only the last layer provides the
number of installations corresponding to a taxon. When clicking on a taxon, a table
containing information about the corresponding sound installations and their associated
documentation automatically appears below the chart. Additional features include a
drop-down list of all taxa that allows one to filter the database via multiple categories.

(a) Subject Areas and Fields. (b) Artistic Intention.

Figure 2. Sunburst chart snapshots showing (a) subject areas and (b) artistic intention across the corpus.

https://isi-database.herokuapp.com/
https://github.com/valerianF/ISI-Database
https://dash.plotly.com/introduction
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(a) Interaction. (b) System Design.

Figure 3. Sunburst chart snapshots showing (a) interaction and (b) system design across the corpus.

5. Results

This section focuses on the results in terms of bibliometrics and global design trends
identified throughout the corpus, first for each of the three perspectives and then across
perspectives. Each taxon presented in the results is defined in Appendix A. For further
evaluation, we invite the reader to try the interactive web application to navigate the
database (https://isi-database.herokuapp.com/ (accessed on 9 April 2021)).

5.1. Bibliometrics

The 181 documents in the review were published in 78 different publications. They
predominantly consist of proceedings papers (137 articles in 58 proceedings series), but
also in journal articles (42 articles in 18 journals) and two book chapters (from two books).
According to the present corpus, when considering 5-year increments, academic, peer-
reviewed documentation of interactive sound installations likely gained in popularity in
the early 2000s until stabilizing at around 50 publications in 2006 (cf. Figure 4).

Figure 4. Numbers of publications in five-year periods. Additional documents may be published for
the year 2020.

A total of 60 research fields are represented, belonging to fourteen subject areas. They
highlight the interest for interactive sound installations in various subject areas across

https://isi-database.herokuapp.com/
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disciplinary fields, from computer science to arts and humanities. Despite this variety,
most publications fell under the broad umbrella of computer science (roughly 85% of the
total number of documents; c.f. Figure 2a). In fact, thirteen scientific fields cover more than
ten documents each (c.f. Figure 5), nine of which are related to computer science, while
27 fields are represented by a single document.

Figure 5. Numbers of publications for the fields including ten or more publications.

5.2. Salient Trends within Perspectives
5.2.1. Artistic Intention

We focus here on context and lifespan, sound design materials and processes, the role
of sound and the type of targeted audience.

A majority of the corpus’s installations were either presented in the context of an
exhibition (N = 93), consisted in prototypes (N = 83) or both (N = 21), yet an important
proportion of installations were presented in either outdoor (N = 32) or indoor (N = 17)
public spaces. Other contexts are also represented marginally (school: N = 4; care center:
N = 3; transportation: N = 2). Most installations were ephemeral, regardless of the context
(N = 155, c.f. Figure 6a (overlaps between taxa are not displayed in Figure 6a)). More
specifically, out of 93 exhibition totals, 81 were ephemeral, 10 were semi-permanent and
2 were permanent. Considering the 83 prototypes, again 81 were ephemeral; 1 was
semi-permanent; and it was not possible to retrieve information about lifespan for one
installation. However, more than half of the installations situated in outdoor public spaces
had a long-term lifespan (ephemeral: N = 15; semi-permanent: N = 5; permanent: N = 12).

Regarding sound design, a plurality of materials and processes can be observed
across all installations. As can be seen in Figure 6b, referential materials (N = 113) are
used more often than abstract ones (N = 78). Other common materials include the use of
local recordings (N = 31) and pre-existing materials (N = 19), but one installation used
infrasound material. Processes involved in sound design include sonification (N = 27), the
use of auto-generative content (N = 17), feedback generation (N = 3) and noise cancellation
(N = 1).
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(a) Context and lifespan (N = 193) (b) Sound design material and process (N = 194)

Figure 6. Distribution bar graphs representing (a) the context according to lifespan and (b) the sound
design materials.

Concerning the role of sound, the majority of installations that generates sound with
expressive or environmental purposes (N = 180, c.f. Figure 2b), yet the sound in a few
installations plays an informational role (N = 13), a didactic role (N = 13), or a therapeutic
role (N = 5). Most installations are designed for all audiences (N = 104) or are intended for
an adult audience (N = 79), while a few are specifically designed for children (N = 11).

5.2.2. Interaction

Concerning interaction, we focus on the interaction type, the input and output modal-
ities, the number of inter-actors and the musical control.

There is a wide variety of interaction types, yet only three were shared by more
than 15 installations (c.f. Figure 7a): embodied interaction is the most common (N = 94),
followed by visitors’ motion (N = 74) and visitors’ sounds (N = 35). Among all installations,
eleven are purely adaptive—i.e., they do not interact with users but rather react to external
parameters such as meteorological information.

Concerning the input and output modalities, the feedback types were mostly auditory
(N = 186; c.f. Figure 3a) or visual (N = 108). A few installations also included haptic
feedback (N = 21), and three installations featured heat, taste and smell feedback. The
majority of installations required a single modality as input, typically through the use of
devices and/or a visitor’s motion (one: N = 161; two: N = 26; three or more: N = 4); most
installations output one or two sensory modalities, typically auditory feedback for the
former, and audio-visual feedback from the latter (one: N = 82; two: N = 101; three or more:
N = 9). The most common combinations consisted of one input/two outputs (N = 81) and
one input/one output (N = 73), as shown in Figure 7b.

Most interactive installations were designed for one or a few inter-actors (one: N = 98;
two to ten: N = 72), but some were designed for more than 10 (N = 39) or did not specify a
number (countless: N = 6). Finally, the majority of installations provided musical control in
the form of a process (N = 157), typically by triggering sound playback through interac-
tion. Overall, most of the installations provided relatively complex musical information
from a few parameters (mostly from a single input modality; c.f. Figure 7b). However,
some installations provided timbral (N = 14) and note-level (N = 13) musical control (c.f.
Figure 3a).
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(a) Interaction type (N = 195) (b) Output and input modalities (N = 195)

Figure 7. Distribution bar graphs representing (a) the interaction type and (b) the number of output
modalities according to the number of input modalities.

5.2.3. System Design

Regarding system design, we emphasize the types of input devices; the number of
sound sources and the spatialization control; and the sound generation.

There is a great diversity of input device types used across the corpus’ installations:
30 different kinds of input device were identified, among which 11 were used in only
one installation. The most common types of input devices were image sensors (N = 68;
40 cameras and 28 motion sensing devices), microphones (N = 53), controllers (N = 27,
including 15 touch-sensitive devices) and detectors (N = 24, including 18 proximity sensors),
as shown in Figure 8a.

Documentation from the corpus notably lacked detail about sound spatialization,
and it was not possible to retrieve information about the number of sound sources for
47 installations. Still, we can observe from the remaining installations that the use of more
than three sound sources is the most common approach (N = 80, Figures 3b and 8b), be
it in channel-wise playback settings (N = 34), or with automated spatialization (N = 36).
Installations with two (N = 28) or a single sound source (N = 25) are mostly channel-based.

Regarding sound generation, most installations used loudspeakers (N = 168), and a
few installations used resonant (N = 18), electronic (N = 17) or mechanical sound sources
(N = 9) or musical instruments (N = 10).

(a) Type of input device (N = 189)
(b) Types of sources and their number according
to the spatialization control (N = 103)

Figure 8. Distribution bar graphs representing (a) the types of input devices and (b) types of sources
and their number according to the spatialization control.
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5.3. Salient Trends across Perspectives

Multiple relations can be found across perspectives. The results presented highlight
notable relationships. Figure 9a shows the relationship between context and the number
of inter-actors. Installations from the corpus most often require a single actor (N = 98) in
the contexts of exhibition, prototypes and indoor public spaces. However, the majority of
outdoor sound installations require more than one actor, and most of the installations that are
purely adaptive (c.f. Figure 7a) are located outdoors. Otherwise, as shown in Figure 9b, static
positioning of the visitors is most often required for installations with one or two sound
sources, while the installations with multiple sources or that use headphones more often
require the visitor(s) to move freely within the installation.

(a) Context according to the number of
inter-actors (N = 187)

(b) Visitor’s position according to the number
and type of source (N = 148)

Figure 9. Stacked bar graphs representing (a) the context and number of inter-actors and (b) the
visitor’s position according to number and types of sources.

Altogether, spatialization control consists more often of channel-based (CB; N = 63)
than of an automated spatialization (AS; N = 47, c.f. Figure 8b). However, the type of
spatialization tends to be related to the type of interaction, as installations that react to
visitors’ motion use AS more often (N = 24) than CB diffusion (N = 19). Conversely, CB
diffusion is favored upon AS for almost all other interaction types (for instance: embodied—
CB: N = 32, AS: N = 18; visitor’s sounds—CB: N = 15; AS: N = 10). Given that automated
spatialization is frequently used with multiple sound sources (c.f. Figure 8b)—this result is
consistent with the fact that sound installations that react to visitors’ motion more often
use multiple sources compared to sound installations that rely on other interaction types
(especially embodied interaction type), which more frequently use one or two sound
sources or headphones, and are usually more limited in space (c.f. Figure 10a).

Finally, the relationship between context and type of input device is worth highlighting
(c.f. Figure 10b): installations designed for exhibitions, as prototypes or for indoor public
spaces, share similar trends concerning the type of input device used for interaction,
namely, image sensors, microphones and controllers. On the other hand, installations
designed for outdoor public spaces seem to favor other types of input devices apart from
microphones, such as server-clients and various miscellaneous input devices, such as
environmental sensors.



Multimodal Technol. Interact. 2021, 5, 19 12 of 25

(a) Type of interaction and number of sources
(N = 145)

(b) Type of input device according to context
(N = 188)

Figure 10. Stacked bar graphs representing (a) the numbers and types of sources according to the
type of interaction and (b) the type of input device according to context.

6. Discussion

In this section, we first discuss the main outcomes from the review, then highlight the
main contributions and the limitations and future directions of this work.

6.1. Review Outcomes

This systematic review provided new insights on the academic documentation of
interactive sound installations. First and foremost, the majority of the reviewed publi-
cations fall under the area of physical sciences, and especially under the subject area of
computer science. As such, academic documentation regarding the design of interactive
sound installations seems to be more abundant in the area of physical sciences than in the
arts and humanities. This trend could partially explain the high number of prototypes in
the corpus (https://www.lemonde.fr/blog/binaire/tag/marcelo-m-wanderley/ (accessed
on 9 April 2021)). Furthermore, this review encountered a wide variety of publications (78
for 181 documents), covering various fields (60 total), showing that the design of interactive
sound installations is of interest to various actors in the scientific scene. This variety also re-
flects differing documentation processes. For instance, the extent to which technical details
are provided greatly varies across publications. While some may be dedicated to accurately
describing system design details in order to promote technological development [29], oth-
ers may focus on social sciences [30], society [31] or even participatory processes [32]. This
diversity may sometimes lead to literature gaps concerning the documentation of sound
installations. For instance, 47 documents did not provide any information on the number of
sound sources used or on their position in space. Since the proposed taxonomy is grounded
in the analysis of this corpus, it also reflects these divergences regarding documentation.
As an illustration, input devices are either categorized under generic systems (e.g., motion
sensing devices) or as individual sensors (e.g., capacitance sensors). Several papers (N = 28)
provide additional follow-up studies, evaluating the corresponding installations in terms
of the experience of the visitor (e.g., [33,34]), which is beyond the scope of this paper.
Ultimately, most of the installations reviewed were conceived between 2006 and 2020 (c.f.
Figure 4). This is in line with the increasing diversification of new interfaces for musical
expression over the last decades [1].

Overall, the interactive sound installations reviewed are mainly designed for exhibi-
tions and/or as prototypes (c.f. Figure 6a). The sparsity of sound installations designed
for indoor and outdoor public spaces could be partially explained by logistic constraints
inherent to their design and deployment—for instance, adding sound to existing public
spaces requires installations to be non-disruptive and coherent with their surrounding
environments [14,35]. Outdoor sound installations are also likely to be encountered by
the most diverse audience, implying the need for inclusive content [36]. Additionally,
installations in outdoor public spaces are often designed for long-term deployment (c.f.
Figure 6a), which brings in additional constraints in terms of durability and resistance to

https://www.lemonde.fr/blog/binaire/tag/marcelo-m-wanderley/
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meteorological conditions (rain, heat, humidity, etc.). Designing installations for exhibitions
or as prototypes is less restrictive regarding any of those aspects.

Regarding interaction, most of the installations reviewed provide one or two sensory
modalities as output, typically through auditory and visual feedback (c.f. Figure 7b),
while requiring a single modality as input, typically through embedded tools, motion or
sound (c.f. Figure 7a). Such trends could be compared to traditional and digital musical
instruments [6], and put in relation to the high number of publications related to the
field of computer graphics (c.f. Figure 5). Overall, the most common musical controls for
interactive sound installations consist of processes such as sound playback triggering and
installations often provide complex sensory information from a few input parameters. This
trend could be explained by the fact that the overall user experience may be predominant
over the generation of music itself in collaborative musical interfaces [17].

Concerning system design, the majority of installations use multiple sound sources,
while image sensors and microphones are the most frequent input devices. The design of
interactive sound installations is often an iterative process going back-and-forth between
sound design, interaction design and technical implementation [9,20]. This is supported
by the present review, in which system design parameters seem intrinsically related to
interaction and artistic intention (e.g., see Figures 9b and 10a,b).

Beyond those trends, we observe a diversity of approaches within and across each of
the three perspectives in the taxonomy. See, for instance, the multitude of sound design
approaches (c.f. Figure 6b), interaction types (c.f. Figure 7a) and types of input devices (c.f.
Figure 8a). This diversity is well illustrated by the ways in which outdoor installations are
designed, which are often quite different from the trends found in other contexts. Hence,
outdoor sound installations tend to last longer (c.f. Figure 6a), to have more inter-actors
(c.f. Figure 9a) and to make use of a greater variety of input devices (c.f. Figure 10b) than
the other installations.

6.2. Contributions

The proposed taxonomy provides a comprehensive conceptual framework for eval-
uating interactive sound installations across various design features. This framework is
intended to help sound artists, designers and researchers and stimulate reflections around
interactive sound installations. Despite lacking in detail compared to existing taxonomies
concerning input devices [37], gestural control [38] and sensor characterization [28], it has
a broader scope as it combines perspectives from sound art, human–computer interactions
and engineering. While this taxonomy would be impossible to navigate in the form of
a table (up to four hierarchical layers across 111 taxa), the dynamic data visualization
developed within the review (https://isi-database.herokuapp.com/ (accessed on 9 April
2021)) provides an efficient and intuitive visualization to navigate through the corpus’ vari-
ous sound installations across the taxonomy, allowing users to easily identify trends and
retrieve corresponding documentation. Thus, the proposed taxonomy should prove useful
for sound artists, designers and researchers interested in interactive sound installations.

The present systematic review allowed the identification of major trends regarding
the design of interactive sound installations, leading to two key observations: the majority
of interactive sound installations share similar design and documentation features, and
there are a great variety of practices regarding the installations that do not fall within those
trends. In addition, the review highlighted literature gaps, such as the frequent lack of
documentation regarding spatialization.

6.3. Limitations

Multiple aspects that could be important to characterize installations are not included
in the taxonomy, such as mapping and software parameters, technical details about sound
production and user experience assessments [5,9,13,26,39]. Additionally, the dynamic visu-
alization does not reflect the various inter-relations between perspectives, making difficult
the identification of trends such as those presented in Section 5.3. Despite being systematic,

https://isi-database.herokuapp.com/
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the present review also has several limitations. The queries used and shown in Table 1 and
the Scopus database may not cover all academic publications. Furthermore, given the major-
ity of engineering-oriented publications (see Figures 2a and 5), humanistic epistemologies
may be underrepresented in the taxonomy. Beyond that, creators who present their work
in the form of a peer-reviewed publications that would be integrated in the review are
typically academics or are directly tied to them. Hence, the present work may not represent
practices outside of the academic realm, where artistic works might be represented in
artists’ statements for gallery installations, program notes for performances, thorough
auto-documentation or through alternative media. Extending the review to these other
types of documentation would likely provide more engagement with elements such as
aesthetics, musical identity and relations with technology.

6.4. Further Directions

Further works include the improvement of the taxonomy’s coverage, by integrating
other technical details such as mapping parameters [5,39]. The corpus itself could gain in
coverage by integrating installations from other types of documentation, such as websites,
museum databases and press. Such integration would allow the comparison of observed
trends with features of corpora obtained from differing forms of documentation.

The dynamic visualization could be further improved by adding additional features.
Potential directions for its improvement include a way to visualize installations across the tax-
onomy (for instance, within a dimensional space [6]), or their geographic spread. Additional
media such as video or audio excerpts could also be provided. Ultimately, the application
could be transformed into a collaborative database by allowing users to add their own in-
stallations. Such modifications could allow the identification of additional creations, and
consequently help to better document the design and creation processes of interactive sound
installations, while providing more visibility to the field as a collaborative project.

In the near future, we plan to to extend the visualization of the framework on the
associated web application using a network visualization displaying installations as nodes
(see, for instance, https://www.data-to-viz.com/graph/network.html (accessed on 9 April
2021)). While the present application (https://isi-database.herokuapp.com/ (accessed
on 9 April 2021)) allows the identification of trends across the framework, a network
visualization could be used to explore relationships between installations, and to browse
through similar installations in the database based on a given set of features.

7. Conclusions

The goal of this systematic review was to better understand creation features and design
trends of interactive sound installations, first by elaborating a conceptual framework and an
associated dynamic visualization tool; then by analyzing trends with that framework.

The present work provided a database for interactive sound installations, a conceptual
framework and an associated visualization tool that ultimately led to an insightful overview
of trends and practices regarding the design of interactive sound installations. While several
notable trends were observed, the documentation, context and design of interactive sound
installations are multifaceted and testify to a vast repertory of practices and purposes.

The taxonomy provided in this work provides a conceptual framework to situate
interactive sound installations over a wider scope than existing frameworks. Combining
perspectives from sound art, human–computer interaction and engineering allows one
to better understand the multidisciplinary nature of interactive sound installations. The
associated web application (https://isi-database.herokuapp.com/ (accessed on 9 April
2021)) should allow a wide audience to access and navigate along the database within this
framework, including sound artists, designers and researchers.

This systematic review provided an overview of trends regarding design features
and academic documentation of interactive sound installations, and a glimpse of the
great diversity that lies behind the conception and designers of such installations. While
similar documentation and design features have been observed over the present corpus,
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combining a total of 195 interactive sound installations, a multiplicity of approaches,
areas and purposes were observed behind notable trends that account for the interest in
interactive sound installations in various fields, scenes and contexts.
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Appendix A. Taxonomy

A glossary presenting all taxa from the taxonomy is introduced below. Most of them
are presented in the results (Section 5). An installation from the review’s corpus is provided
as an example for each taxon at the end of its definition, through its ID indicated in the
list of installations (Appendix B). A glossary is also available on the web application’s
dedicated page (https://isi-database.herokuapp.com/glossary (accessed on 9 April 2021)).

ARTISTIC INTENTION

Context
– Outdoor Public Space—Outdoor spaces accessible to all peoples such as plazas, squares or
parks. 147
– Indoor Public Space—Indoor spaces accessible to all peoples such as libraries. 34
– Exhibition—The corresponding installation is or was exhibited, for instance at a gallery or
in a conference. 9
– School—School from kindergarten to secondary school. 38
– Prototype—The corresponding installation has a temporary design that is subject to im-
provements. 95
– Care Center—Space dedicated to health care such as hospitals or nursing homes. 80
– Transportation—The corresponding installation is situated in a transportation means such
as a car or a boat. 151
Lifespan
– Ephemeral—No more than several months, for example, in a temporary exhibition. 31
– Semi-Permanent—Can last several years while not being permanently integrated to urban
infrastructures. 130
– Permanent—Permanent integration to urban infrastructures. 147

Audience
–Adults—Though children may or may not be able to access it, they are not the primary
target of the concerned installation. 4

https://github.com/valerianF/ISI-Database/blob/main/data/installationsList.csv
https://isi-database.herokuapp.com/glossary
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–Children—The concerned installation is specifically made for a young audience. 28
–Both—The concerned installation can be equally approached by all audiences. 14

Role of Sound
–Expressive—Expressive or artistic purposes. Can also consist in Pressing’s environmental
category [25]. 24
–Informational—Sound emphasizes information transfer such as speech. From [25]. 30
–Didactic—The sound implies not only an information transfer but aims in bringing knowl-
edge or skills to the user. 71
–Therapeutic—For reeducation or musical therapy purposes. 143

Visitor’s Position
–Sweet Spot—The visitor is required to have a static position. 2
–Dynamic

• No Specific Path—The visitor is free to move inside or around the installation with no
specific path. 5

• Sound Path—The visitor is able to move across a path determined by the installation’s
designer(s). 181

Intervention Visibility
–Sonic Elements—Sound-emitting devices can be clearly seen by the visitor. 50
–Non-sonic Elements—Parts of the installation that do not emit sounds can be clearly seen by
the visitor. 14
–Exhibition—The corresponding installation is or was exhibited, for instance at a gallery or
in a conference. 9
–Visual Interface—A visible component of the installation from which visual properties can
be altered through interaction. Typically consists of a screen but is not limited to it. 130
–Non visible—The installation remains completely hidden from the visitor’s view. 100

Lighting Design
–Static Lights—Spotlights or similar devices are used to emit static rays of light. 12
–Dynamic—The lighting involved by the installation is dynamic and typically reacts to the
user. 78
–No Lighting—There is no specific lighting involved by the installation. 9

Sound Design Approach
–Material—Relate to the nature of the sound contents and their origin, and is mostly inspired
from Landy’s framework [13].

• Abstract—Sounds that can’t be ascribed to any real or imaginary provenance, from [13]. 13
• Referential—Sounds that suggest or at least don’t hide the source to which they belong

or that they evoke from [13]. 29
• Pre-existing Material - Named samples in Landy’s Framework [13]. Sound Materials

that existed before the creation of the installation and where created in a different
context. 107

• Local Recordings—Sound recordings taken in proximity of the installation, or record-
ings from local residents [40]. 33

• Infrasound—Sound material from which frequency content is below the auditory
threshold. 169

–Process—Specific process involved to generate sound content. It is also inspired from
Landy’s framework [13].

• Sonification—Refers to a mapping process for representation of non-sonic data through
sound, from [13]. 170

• Feedback Generated—Artificial generation of acoustic feedback through a combination
of microphones and loudspeakers, from [41]. 195

• Auto-generated—Sound materials are emitted in the absence of interaction. In other
words, the installation can generate sounds autonomously. 77
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• Noise Cancellation—Specific use of noise cancellation technology. 92

–Site’s Acoustics Involved—Acoustic properties of the space surrounding the installation are
explicitly exploited. 9

INTERACTION

Inter-Actors
–One—One user is required for the interaction. 22
–Few—Between two and ten people can simultaneously interact with the installation. 17
–Many—More than ten people can simultaneously interact with the installation. 100
–Countless—Installations in which the number of people that can interact with the instal-
lation is countless: it is very difficult if not impossible to determine the exact number of
inter-actors. 147
–None—The installation does not require a user but rather adapts its content with inputs
from other kinds of systems. Typically, the installation is adaptive and reacts to its sur-
rounding environment. 82

Interaction Type
–User Interaction—The installation interacts with visitor(s).

• Embodied—Possesses a physical embodiment or tangible interface for interaction,
from [19,42]. 6

• Visitor’s Motion—The input for interaction is the visitor’s or part of its body’s mo-
tion. 14

• Visitor’s Sounds—The input for interaction are the sounds emitted or that arise from
the visitor. 35

• Network—The installation queries information coming from visitor via contact-less
digital networks (GSM, Bluetooth, GPS, Internet). 20

• Global Activity—The installation records information from the surrounding human
activity such as crowd attendance or roadway traffic. 147

• Facial Expression—The installation tracks facial expressions from the visitor(s) such as
a smile. 95

• Eye’s Movement—The installation tracks the visitor(s)’s eye’s movement by measuring
the point of gaze or the position of the eyes relative to the head. 113

• Brain Activity—The installation tracks the visitor(s)’s brain activity, for instance
through Electroencephalography. 141

–Adaptive—The installation does not interact with users but reacts to its surrounding environment.

• Nature and Environment—The installation queries information from the natural realm,
for instance through a form of biomimetics or through meteorological information. 94

Feedback Type
–Auditory—Emission of sound. 9
–Visual—Emission of visual information. 16
–Haptic—Emission of vibrations and/or force stimuli. Related to the sense of touch. Can
consist for instance in tactile feedback or force feedback. 63
–Heat—Temperature is artificially regulated as a result of interaction. Related to thermocep-
tion. 140
–Smell—Emission of odorant fragrance as a result of interaction. 68
–Taste—Regulated alteration of taste, for example, by delivering vibrations through the lips,
tongue and teeth. 146

Musical Control
–Timbral—The visitor controls continuous timbral parameters such as the amount of noise
or spectral properties, from [6]. 31
–Note-Level—The visitor controls discrete musical events such as musical notes or rythmic
patterns, from [6]. 67
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–Process—The visitor controls musical processes such as loops or complex patterns playback,
from [6]. 14

Input/Output Degrees of Freedom
–One Input— 16
–Two Inputs— 187
–Three or More Inputs— 162
–One Output— 9
–Two Outputs— 24
–Three or More Outputs— 125

SYSTEM DESIGN

Spatialization
–Number of Sources—Number of sound-emitting sources belonging to the installation, re-
gardless of their associated sound generation technique. Multiple sources is accounted
when the installation takes use of three or more sources.

• One Sound Source— 77
• Two Sound Sources— 83
• Multiple Sources—Three or more sound sources. 14

–Diffusion Orientation—Concerns the number of direction(s) to which the sound is diffused
by the installation, and their evolution through time.

• Towards the Same Point—All sources points towards a unique point. 15
• Towards Different Points—The installation’s sources point towards different spatial

points. 35
• Dynamic—The diffusion orientation(s) dynamically evolve through time or with

interaction. 50

–Directivity—Relates to the directional nature of the sound source(s).

• Directive—Relates for instance on parametric loudspeakers and beamforming. More
rarely, can be associated with installations that take use of non-directive sources if they
are meant to radiate in a specific area covered by the installations without affecting
the others. 50

• Non-Directive—Sound source(s) is/are non-directive and are not intended to radiate
in a specific area covered by the installation without affecting the others. 31

–Headphones—The visitor(s) use stereo headphones as a sonic interface with the installa-
tion. 20 –Control—Refers to the nature of the playback algorithm or diffusion method across
sound sources [13].

• Automated Spatialization—Refers to automated spatialization systems, in which some or
all aspects of the way sonic material is presented spatially are automated, from [13]. 59

• Channel-based—Refers to simple track-based playback across sources. In other words,
each sound source plays the same or different soundtracks or loops. 100

Sound Generation
–Speakers—Speakers are here defined as systems containing both an electro-acoustic trans-
ducer and the enclosure to which they are embedded into, if there is one. 9
–Musical Instrument—Various definitions are provided in the literature for what is, or is
not, a musical instrument. It is proposed here to define musical instruments as standalone
tools that can be used alone and by a single user to generate sound. They can consist in
traditional acoustic instruments but also of digital musical instruments [26,43]. 77
–Other Sound Sources—Sources that are neither speakers nor musical instruments. They are
segmented along three generations techniques inspired from Lacey’s three approaches for
transforming sound environments [14].

• Electronic—Electro-acoustic transducers that are not embedded into a speaker but
rather inside an obect that has or used to have a different or additional purpose
(typically an old TV or radio). 188
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• Resonant—Sources that rely on resonant properties of specific materials such as tubes
or pipes. As in Lacey’s framework, resonances from the room in which is located the
installation are not considered in this theme [14]. 62

• Mechanical—Sources that emit sound through contact of different materials such as
friction, while not explicitly relying on acoustic resonances. 60

Type of Input Device
–Image Sensors—Detects electromagnetic radiations such as visible light or infrared.

• Camera - Detects visible light. 38
• Motion Sensing Device—Detects complex motion through infrared sensors. Typically

consists of a built-in device such as a Kinect. 16

–Microphones—Sensors that converts acoustic waves in any fluid or solid into electrical
signal, regardless of the technology used.

• Microphone—Sensors that converts acoustic waves in the air into electrical signal,
regardless of the technology used (for instance MEMS, dynamic, condenser micro-
phones...). 124

• Piezoelectric Sensor—Contact microphone that detects vibrations from a solid material
through a piezoelectricity. 103

–Controller—Remote built-in input devices that conveys information through various sen-
sors and protocols, and that were mostly designed for video games or office work.

• Touch-Sensitive Device—Flat device that responds to touch by transmitting the coordi-
nates of the touched point to a computer. May have a screen. 65

• Remote motion tracker—Remote device - typically wireless—containing accelerometers
and/or gyroscopes to track variations in its position or angular velocity. Typically
consists of Weemotes or in cellphones. 59

• Mouse and/or Keyboard—Devices initially designed as computer input devices. A
mouse is a handheld pointing device that detects two-dimensional motion relative to
a surface. A keyboard uses an arrangement of buttons that act as mechanical levers or
electronic switches and is used to enter symbols and typewriting. 4

• Game Controller—Remote controller initially designed for video games that does not
track its relative motion. Typically includes several joysticks and buttons. 48

• Novint Falcon—Specific kind of remote controller that tracks 3D position of a handle.
Additionally, provides haptic feedback. 61

–Detectors—Actuators that are triggered by a discrete event.

• Pressure Pad—Pad that is triggered when pressed (typically by a foot or a hand) thanks
to a mechanical lever or electronic switch. 14

• Proximity Sensor—Switch that is triggered by any proximity (contactless) motion, such
as the motion of a visitor. Typically consists of an infrared actuator. 9

–Server-Client—Client computer system that receives information from a distant server
through various protocols such as GPS or Internet. Can also consist of a personal or local
area network, for example, by using Bluetooth technology. 20
–Identification—Devices designed to detect specific objects to which is embedded an identifi-
cation pattern, regardless of the measurand, such as a radio-frequency identificator.

• Radio-Frequency Identificator—Device that uses radio waves to passively detect a tagged
object. 57

• Coin Detector—Detects insertion of a coin. May be able to identify the type of coin
inserted. 193

• Barcode Scanner—Additionally, called barcode reader. Optical scanner that can read
and decode printed barcodes. 160.

–Bio-Signals Sensors—Devices that detect physiological or biometric information from the
visitor(s).

• Electromyograph—Evaluates the electrical activity from skeletal muscles. 143
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• Electroencephalograph—Records electrical activity from the brain. 141
• Fingerprint Sensor—Identifies fingerprint from a finger when dragged or lied over a

scanning area. 41

–Environment—Input device that receives information from the installation’s surrounding
environment rather than to the Visitor(s)’s.

• Light Sensor—Measures illuminance by converting light energy into electrical signal. 79
• Temperature sensor—Senses the amount of heat energy and its evolution around the

sensor. 110
• Wind Sensor—Measures wind speed and direction. 110
• Seismometer—Sensor that responds to ground motion such as motion caused by earth-

quakes. 170

–Other Force and Pressure Sensors—Measures mechanical forces such as pressure or accelera-
tion and are not represented by the above taxa.

• Accelerometer, Gyroscope—Measures proper acceleration or angular velocity, relative to
the sensor’s position. 140

• Torque Transducer—Converts torque into an electrical signal. 49
• Pressure Sensor—Device that measures pressure inside a fluid (gases or liquids). 146
• Bend Sensor—Additionally, called Flex Sensor, it is a sensor that measures the amount

of deflection or bending. 148

–Other Electric, Magnetic Sensors—Measures either electric or magnetic information and are
not represented by the above taxa.

• Capacitance Sensor—Measures and detect anything that is conductive via direct or
non-direct contact. 45

• Cartridge, Tape Reader—Magnetic tape cartridge reader. 106
• Voltage Sensor—Determinates the amount of voltage in an object (either AC or DC). 194
• Potentiometer—Measures variation of electric potential through sliders, thumbwheels

or spinning knobs. 188

Appendix B. List of Installations

Below is a complete list of the sound installations reviewed in this paper. For complete
references and hyperlinks, see the website (https://isi-database.herokuapp.com/lists
(accessed on 9 April 2021)).

Table A1. List of reviewed interactive sound installations.

ID Name Creator(s) Year

1 “KODAMA” Hisako Kroiden Yamakawa 2005
2 (e)motion Barbara Nordhjem, Jan Klug and Bert Otten 2018
3 [self.] Axel Tidemann and Oyvind Brandtsegg 2015
4 A Falling Line Byungjoo Lee 2016
5 A field is to play Paolo Patelli 2017

6 A Museum Installation—No Name Emmanuel Frecon, Olov Stahl, Jonas Soderberg and Anders
Wallberg 2004

7 A Place of Home Matjaz Jogan, Mirjana Batinic, Ivan Fucak et al. 2009
8 A Tether of Time Joan Brassil 2001
9 Adsonore Natasha Barrett and Oyvind Hammer 2003

10 Aeolian Harps Chris Cree Brown 2002
11 Aeolian Harps Ros Bandt 1988
12 After Words Kimberly Lyle 2019
13 Aftershock Natasha Barrett and Karen Mair 2011
14 ALICE Marija Nakevska, Mathias Funk, Jun Hu et al. 2014
15 ambiStar Nikolas Grigoriou and Andreas Floros 2010
16 AR Sound Sandbox Bastian Dewitz, Roman Wiche, Chris Geiger and Jochen Feitsch 2018
17 Art Machine: MindCatcher Predrag Nikolic 2015
18 Come un’Onda premuta da un’Onda Francesco Cavallero, Antonio Camurri, Corrado Canepa et al. 2012
19 ATLAS in silico Ruth West, Joachim Gossmann, Todd Margolis et al. 2009
20 Audio Graffiti Zack Settel, Mike Wozniewski, Nicolas Bouillot et al. 2009
21 Audiovisual creativity tool—No Name Roberto Valenti, Alejandro Jaimes and Nicu Sebe 2009
22 Augmented Glass Bruno Mesz, Kevin Herzog, Jan Cruz Amusategui et al. 2017

https://isi-database.herokuapp.com/lists
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Table A1. Cont.

ID Name Creator(s) Year

23 AURAL Artemis Moroni and Jonatas Manzolli 2015
24 Aurora Borealis Veroniki Korakidou, Bettina Schuelke and Nina Czegledy 2009
25 Bai Nayi Liu, Jelger Kroese and Edwin van der Heide 2019
26 Blue Moon Bruce Odland and Sam Auinger 2004
27 BrainWaves Gil Weinberg and Travis Thatcher 2005
28 Buildasound Monica Rikic 2013
29 building_space_with_words Anne-Laure Fayard and Aileen Wilson 2010
30 CaDaReMi Rolf Gehlhaar, Luis Miguel Girao and Paulo Maria Rodrigues 2011
31 Cafe Topo-Phonie Diemo Schwarz, Gregoire Lorieux, Emmanuelle Lizere et al. 2017
32 Catch Your Breath Diana Siwiak, Jonathan Berger and Yao Yang 2009
33 Chinese Whispers Iain Mott and Mark Raszewski 2004–2005
34 Coat Hanger Exhibition/Surfaces and Cavities Ros Bandt 1977
35 Cross-Pollination Tom Davis 2008
36 Data Auditorio Daichi Misawa and Kiyomitsu Odai 2014
37 data listening space Katharina Vogt, David Pirro, Martin Rumori et al. 2009
38 Deceptive Cadence Martin Palmer, Bella da Silva Buxbom and Jorgen Wassvik 2018
39 DELEM Gregorio Jimenez, Francisco Sanmartin and Emanuele Mazza 2005
40 Dictation Nina Waisman 2006
41 Digiti Sonus Yoon Chung Han 2014
42 Dip in the Wave Seiichiro Matsumura 2008
43 Disturbed System Oksana Krzyhanivska, Simon Fay and Jeffrey Boyd 2015
44 dots Nikolaos Grigoriou, Nikolaos Moustakas, Andreas Floros et al. 2010
45 EaTheremin and TheaTheremin Azusa Kadomura, Koji Tsukada and Itiro Siio 2013
46 Echo I and Echo II Laewoo Kang 2017
47 Echo Wall Xiaojie Chen, Yuancjun Shi and Zhiyong Fu 2007

48 Eidola Nikolaos Moustakas, Andreas Floros and Nikolaos
Kanellopoulos 2009

49 Ekkomaten Ditte Amund Basballe, Morten Breinbjerg and Jonas Fritsch 2012
50 El bosque y las sombras Marco Alunno 2018
51 Ephemeron Barry Roshto, Eleni Panouklia, John Holder et al. 2010
52 etherSound Henrik Frisk 2005
53 Experimental Sound Installation—No Name Laurence Cliffe, James Mansell, Chris Greenhalgh et al. 2020
54 Fear Division Dorien Koelemeijer and Franziska Tachtler 2016
55 Federation Bell Anton Hassel and Neil McLachlan 2001
56 Fleischwolf Ivan Petkov 2013
57 Fragile Carla Diana 2008
58 From snow [to space to movement] to sound Alexandros Kontogeorgakopoulos and Olivie Kotsifa 2011
59 Grainstick Grace Leslie, Diemo Schwartz, Olivier Warufsel et al. 2009
60 GranulatSynthese Steffi Beckhaus, Roland Shroder-Kroll and Martin Berghoff 2008
61 Haptically Enhanced Painting—No Name Hoang Le, Rui Loureiro, Florian Dussopt et al. 2013
62 Harmonic Bridges Bruce Odland and Sam Auinger 1998-
63 Heterogenesis Carlos Castellanos, Diane Gromala and Philippe Pasquier 2010
64 HUM Jean-Julien Filatriau and Francois Zajega 2010
65 I Hear NY3D Michael Musick, Areti Andreopoulou, Braxton Boren et al. 2013
66 I, You, We Cecilia Suhr 2019
67 Iamascope Sidney Fels and Kenji Mase 1998
68 Installation Art—No Name Mahdieh Tehrani, Kook Lim and Mehdi Zareei 2013
69 Interactions David Birchfield 2005
70 Interactive Art Installation—No Name Roy Bendor, David Maggs, Rachel Peake, John Robinson et al. 2017
71 Interactive Light Studio—No Name Melody Baglione, Dale Short, Caitlin Correll and David Tan 2012
72 Interactive multi-touch tabletop—No Name Evelyn Patsoule 2014
73 Interactive Sound Installation—No Name Pedro Rebelo, Michael Alcorn and Paul Wilson 2005
74 Interactive Soundscape System—No Name Yoshiyuki Akai, Hisanori Uda 2018
75 Interactive Work—No Name Yi-Hsiu Chen and Wen-Shou Chou 2009
76 InterAntartica Caitilin de Berigny Wall 2010
77 Keys to your Music David Behrman 1989
78 Lichtgestalt Cumhur Erkut and Jonas Fehr 2017
79 Lightforest Betsy Connors 1997
80 Lighting and Sound Installation—No Name Jing Gu, Yu Zhang and Jun Hu 2013
81 Listen Lisboa Cecile Le Prado and Stephane Natkin 2007
82 ListenTree Gershon Dublon and Edwina Portocarrerro 2015
83 LoopJam Christian Frisson, Stephane Dupont, Julien Leroy et al. 2012
84 Love is a Wonderful Thing Les Gilbert and Gillian Chaplin 2003
85 Lumieres Sonores Cecilia Mazzoli, Alessandro Fabbri and Federico La Piccirella 2018
86 Memory Map Stephen Wilson 1994
87 Meta-Diva Nigel Helyer 2002
88 Multimedia Installation—No Name Niccolo Pretto, Edoardo Micheloni, Sivia Gasparotto et al. 2020
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89 Music Within Elif Bozlak and Aybar Can Acar 2018
90 Musikiosk Daniel Steele, Edda Bild, Cynthia Tarlao et al. 2015
91 Networked Robotic System—No Name Colin Zyskowski, Shlomo Dubnov and Mauricio de Oliveira 2017
92 Noise cancellation: disrupting audio perception Cara-Ann Simpson and Eva Cheng 2010
93 Norge - et lydrike, Norway remixed—Listening room Joran Rudi, Asbjorn Flo, Trond Lossius et al. 2002
94 Oh!m1gas: biomimetic stridulation environment Kuai Shen Auson 2010
95 OperaBooth Steven Gelineck 2015
96 Oracle Julia Girgas, Etienne de France, Maria Lalou et al. 2010
97 P.S.’: Hearing of your Heartstring Myongjin Moon and Yeseul Kim 2013
98 ParticleTecture Joanne Jakovich and Kirsty Beilharz 2007
99 PHASE Xavier Rodet, Jean-Philippe Lambert, Roland Cahen et al. 2005
100 Pleasure Garden Joseph Browning 2016
101 Plink Blink Ozge Samanci, Blacki Migliozzi and Daniel Sabio 2014
102 Polymetros Ben Bengler and Nick Bryan-Kinns 2013
103 Public conducts/Condotte pubbliche Agostino Di Scipio 2011
104 Publicly Displayed Interactive Installation—No Name Rune Rosseland, Snorre Berge and Alma Culen 2014
105 Quinine Nina Waisman 2004
106 Random Access Nam June Paik 1963
107 Record Shashlik Nam June Paik 1963
108 Recycled Soundscapes Karmen Franinovic and Yon Visell 2004
109 Red Light Spotters Philippe Codognet and Gilbert Nouno 2008
110 Reeds Garth Paine 2000
111 Resonate Benjamin Knichel and Holger Reckter 2014
112 Run Silent Run Deep Nigel Helyer, Daniel Woo and Francesca Veronesi 2008
113 Seeing Aural Yi-Ching Huang 2014
114 Selfhood Jonatas Manzolli, Artemis Moroni and Guilherme Valarini 2018
115 Sensors2PD Installation—No Name Antonio Deusany de Carvalho Junior 2014
116 SenSpace Kunmi Otitoju and Steve Harrison 2008
117 Shadowgraphs Guy Harries 2009-2011
118 Skyhooks Karmen Franinovic and Yon Visell 2006
119 Sneaky Time Ozge Samanci, Blacki Migliozzi and Daniel Sabio 2014
120 Social Soundscape—No Name Lie Zhang and Jin Huang 2013
121 Sonic City Davey Sams 2013
122 Sonic Onyx Alah uddin Ahmed, Letizia Jaccheri and Samir M’kadmi 2010
123 Sonic Panoramas Eric Kabisch, Falko Kuester and Simon Penny 2005
124 Sonic Vista Bruce Odland and Sam Auinger 2011-
125 Sound Forest/Ljudskogen Lars Annersten and David Berner et al. 2016
126 Sound Gallery Sam Woolf and Matthew Yee-King 2002
127 Sound Happening Duri Long, Hannah Guthrie and Brian Magerko 2018
128 Sound Installation—No Name Kjetil Hanse, Ricardo Atienza and Martin Eriksson 2017
129 Sound of Colour Jack Davenport, Mark Lochrie and John Law 2017
130 Sound Planet Seong-Hoon Ban and Kwangyun Wohn 2014-
131 Soundanism Asia Piascik, Stefan Kersten and Miguel Alvarez-Fernandez 2007
132 SoundBikes Pieter-Jan Maes, Valerio Lorenzoni, Bart Moens et al. 2018
133 SoundPlay Mark Mushiba 2018
134 Sounds of Infinity Louis Chew, Luke Hespanhol, Karen Cochrane et al. 2019
135 SoundTableTennis Hannes Raffaseder 2005
136 SoundThimble Grigore Burloiu, Valentin Mihai and Stefan Damian 2018
137 SpherAleas Gregory Lasserre and Anais met den Ancxt 2007
138 Spheremindome and Spheremintable Christian Mayer, Patrick Pogscheba, Dionysios Marinos et al. 2014
139 Spiral Angelo Fraietta, Oliver Brown, Sam Ferguson et al. 2020
140 SpringFlow Axelsson 2002
141 State Dependency Patrick Neff, Jan Schacher and Daniel Bisig 2019
142 States of Diffusion Lonce Wyse 2014

143 Still, Moving Yves Candau, Jules Francoise, Sarah Fdili Alaoui and Thecla
Shiphorst 2017

144 Stocheia Jean-Michel Crettaz and F. Myles Sciotto 2014
145 StoryWall Ana Rodrigues, Pedro Campos and Diogo Cabral 2020
146 Straw-like User Interface Yuki Hashimoto, Naohisa Nagaya, Minoru Kojima et al. 2006
147 Streets Sven Anderson and Ciara O’Malley 2008
148 Surrsound Kun-Ting Tsai, Che-Wei Liu and Yu-Chung Tseng 2012
149 Swarming Robots—No Name Yuta Uozomi, Masato Takahashi and Ryoho Kobayashi 2008
150 SwingScape Kaj Gronbaek, Karen Kortbek, Claus Moller et al. 2012
151 Syren Nigel Helyer, Daniel Woo and Francesca Veronesi 2004-2006
152 Tabula Ex-Cambio Vincenzo Lombardo, Andrea Valle and Fabrizio Nunnari 2009
153 Tangible Weather Channel Yu-Cheng Hsu 2005
154 Tangoscope Jorg Edemuann, Yvonne Kammerer Birgit Imhof et al. 2011
155 Tea Four Two Arthur Clay 2006
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156 The Cube Stavros Didakis 2007
157 The Evolving Oblique Joanna Walker, Steffen Bluemm and Bill Haslett 2004
158 The Harp of Light Goh Wen Shyan, Brian Mak, Wong Chee Onn et al. 2015
159 The Icebreaker Owen Chapman 2009
160 The Influencing Machine Phoebe Sengers, Rainer Liesendahl, Werner Magar et al. 2002
161 The Intelligent Street Henrik Lorstad, Mark d’Inverno and John Eacott 2004
162 The Light Orchard James Hallam, Heydn Ericson, Clement Zheng et al. 2017
163 The Listening Walker Cecile Le Prado and Stephane Natkin 2013
164 The London SoundMap Sara Adhitya and Daniel Scott 2016
165 The Magic Carpet Joseph Paradiso, Craig Abler, Kay-yuh Hsiao et al. 1997
166 The Magic Room Franca Garzotto, Eleonora Beccaluva, Mattia Gianotti et al. 2020
167 The Memory Machine Cathy Lane and Nye Parry 2003
168 The One Lyn Chao-ling Cheng 2019
169 The Organ Pipe Reinhard Gupfinger, Hideaki Ogawa, Christa Sommerer et al. 2009
170 The Pulse of the Earth Lorella Abenavoli 1996-
171 The reality helmet Daniel Fallman, Kalle Jalkanen, Henrik Lorstad et all. 2003
172 The Singing Ship Peggy West-Moreland, Steve Kele, George Cain et al. 1970
173 The Sound Bench Interactive Spaces Urban Studio 2018
174 The Voice Harvester Nicholas True, Fredrik Nilbrink, Nigel Papworth et al. 2013
175 Tilt Laurie Anderson 1994
176 Timbre of the Tones Martin Spuhler and Beate Zorn 2014
177 Time Jitters David Johnson, Bill Manaris, Yiorgos Vassilandonakis et al. 2014
178 Traffic Mantra Bruce Odland and Sam Auinger 1992
179 Train Constellations Johanna Gampe 2009
180 Transitory Project Mael Crespin-Pommier, Baptiste Olivier, Antoine Demiere et al. 2018
181 Tunnel Divisions Cayley MacArthur, Stephen Trothen and Mark Hancock 2016
182 Variations Bruce Wands 2005
183 Vector Field Conor Peterson 2015
184 Visual Melodies Amy Yi-Chun Chen, Bert Bongers and Rick Iedema 2009
185 Vocal Migrations Kathy Hinde 2012
186 Voice Networks Gil Weinberg 2003
187 Water Fountain—No Name Ernesto Arroyo, Leonardo Bonanni and Nina Valkanova 2012-
188 Waves of Remembrance Dorota Blaszczak 2016
189 Which is your brass voice? Gloria Ronchi and Claudio Benghi 2014
190 Will.0.W1sp Kirk Woolford 2007
191 Wind and Water/Vind dog Vand Frode Gundorf Nielsen 2017
192 Windows of the World Carolina Islas Sedano, Christan Schweikert, Mikko Vinni et al. 2018
193 Wish Park Sunyoung Park, Tek-Jin Nam and Yuree Stacy Lim 2008
194 Without A Special Object of Worship Jacquelyn Martino 1997
195 Zwischenraume Georgios Marentakis, David Pirro and Raphael Kapeller 2014
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