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Abstract: High quality data on road crashes, road design characteristics, and traffic are typically
required to predict crash frequency. Surrogate Safety Measures (SSMs) are an alternative category of
indicators that can be used in road safety analyses in order to quantify various unsafe traffic events.
The objective of this research is to exploit road geometry data and SSMs toward various road crash
investigations in motorway segments. To that end, for this analysis, a database containing data on
injury and property-damage-only crashes, road design characteristics, and SSMs of 668 segments was
compiled and utilized. The results of the developed negative binomial regression model revealed that
crash frequency is positively correlated with the average annual daily traffic volume, the length of the
segment, harsh accelerations, and harsh braking. Moreover, four distinct clusters representing crash
risk levels of the examined segments emerged from the hierarchical clustering procedure, ranging
from more risk-prone, potentially unsafe locations to more safe locations. These four clusters also
formed the response variable classes of a random forest model. This classification model used various
road geometry data and SSMs as predictors and achieved high classification performance for all
classes, averaging more than 88% correct classification rates.

Keywords: road safety; road crashes; road geometry; surrogate safety measures; motorway

1. Introduction

Despite significant efforts and relevant progress in the improvement of road safety,
road crashes remain a persistent major issue worldwide with enormous economic and
social costs. According to the latest global road safety assessment of the World Health
Organization, 1.35 million road users lose their lives because of road crashes annually,
making them the eighth leading cause of death for citizens of all ages [1]. Substantial
inequalities can be observed in road safety performance across the different world regions,
with the lowest figures of fatalities per population being recorded in Europe [1]. Significant
differences can be also found across the countries of the same regions which could be
associated with various socioeconomic factors as well [2].

The European Commission (EC) has committed to improving the safety of the Eu-
ropean road network. For that purpose, the EC had previously adopted the Road Safety
Programme, which aimed to halve the number of road fatalities by 2020, compared to the
2010 level. However, this collective target was not met as the recorded fatalities reduction
was equal to 37% [3]. Among the countries of the European Union (EU), Greece was
the only country that achieved this target, with a performance of −54%. This significant
decrease in road fatalities in Greece over the last decade could be attributed not only to
the fact that Greece was affected by an ongoing economic major recession but also due to a
considerable improvement of the main road network from 750 km of motorways in 2007 to
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2200 km in 2018 [3]. However, in 2021, Greece was ranked 22nd among the 27 EU countries
(57 road fatalities per million inhabitants), which is significantly higher than the EU average
(44 road fatalities per million inhabitants) [4]. Consequently, it can be perceived that in
order to effectively address this major issue of road crashes, concerted and continuous
efforts are required.

However, budgets for road safety policies and actions are finite. Therefore, decision-
makers and road safety stakeholders need to determine the optimal possible use of available
funds. Regarding improvements in the existing road infrastructure, several quantitative
methodologies have been developed over the years, to enhance evidence-based decision-
making. These methodologies include crash analyses, inspections, assessment of the
“in-built” safety of roads, etc. A frequently used and very detailed approach is offered
through the application of Crash Prediction Models (CPMs), a practice well described in
the AASHTO Highway Safety Manual (HSM) [5] and referred to as the HSM Predictive
Method. Another alternative is a more economic prioritization of road safety interventions
driven by estimates and monetization of their effectiveness resulting in cost-benefit ratios
(e.g., [6]).

Nonetheless, such methodological approaches require high-quality data in order to
predict crash frequency in specific road elements (e.g., segments, intersections, etc.) and
produce reliable results. More specifically, the availability of detailed and actionable data
on road crashes, infrastructure geometric characteristics (e.g., curve radius, lane width,
etc.), and traffic attributes consist a basic prerequisite for this type of modeling [7]. Apart
from such characteristics, in recent years increased attention has been given to Surrogate
Safety Measures (SSMs). SSMs are parameters that describe attributes of the network and
of the vehicle movement on roads that are more easily recordable or collectible and do not
stem directly from or rely on crash data. These measures are being used more and more in
recent road safety studies as they can become an alternative to road safety analyses or even
complement analyses that are based on historical crash records [8,9].

Within this context, the objective of this research is threefold, specifically:

1. Investigate the relationship between road crash frequency in motorway segments and
various explanatory variables based on road design characteristics and SSMs;

2. Create risk-level clusters of the motorway segments based on crash and traffic data;
3. Develop a classification model that could predict the class of motorway segments by

exploiting road design data and SSMs.

The rest of the paper is organized as follows. Section 2 presents an overview of
international scientific literature regarding CPMs and SSMs. Section 3 presents data used
for the analyses, and Section 4 provides the main components of the theoretical background
of the statistical models that were developed in the framework of this study. The key results
of the analyses are presented and discussed in Section 5. Lastly, conclusions are highlighted,
and the limitations along with some ideas for future research are clearly stated in Section 6.

2. Literature Review

Over the previous two decades, several researchers have investigated the safety effects
of various elements of the road infrastructure in an attempt to quantitatively estimate
crash frequency and crash severity. As a result of this research, a large amount of relevant
knowledge has been generated, as well as various methodologies and techniques to estimate
future crash frequency and severity and to identify and evaluate options to reduce them.
These methodologies are commonly known in the research community as CPMs, and they
essentially are the empirical statistical models behind road assessment methodology based
on the design and operational characteristics of roads.

On one hand, the HSM predictive method [5] estimates the expected average crash
frequency of an individual site based on regression models for specific facility types called
Safety Performance Functions (SPFs). These functions contain only a few variables, primar-
ily average annual daily traffic (AADT) volumes and segment length. In this approach,
various crash modification factors (CMFs) are also used in order to account for differences
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in geometric design or in traffic control features between the base conditions of the model
and the local conditions of the examined site. Besides the HSM predictive method that
utilizes the concept of base SPFs used in conjunction with CMFs to account for site specifici-
ties, significant research efforts have also concentrated on the development of stand-alone
CPMs, based on locally available data concerning road infrastructure design, traffic vol-
umes, road crashes, and other, for example, weather conditions. The key difference between
such models and the SPF-CMF approach is that multivariate CPMs usually include more
explanatory variables compared to the simple form of HSM SPFs in order to consider
site characteristics.

Stand-alone CPMs have been developed for various road types. An early crash
prediction attempt was performed by Ivan et al. for rural two-lane highway segments in the
state of Connecticut, USA [10]. Specifically, a Poisson generalized linear modeling (GLM)
approach was selected for modeling single- and multi-vehicle crashes. For single-vehicle
crashes, the following variables were found to be significant: daytime, volume/capacity
ratio, percent of the segment with no passing zones, shoulder width, and number of
intersections, and driveways. Multi-vehicle CPMs had quite different variables, such as
daylight conditions, number of intersections, and driveways. Cafiso et al. attempted to
define CPMs for two-lane rural road sections based on a combination of exposure, geometry,
consistency, and context variables directly related to safety performance [11]. This study
was based on a sample of 168 km of Italian two-lane local rural roads, with a 5-year crash
analysis period to compensate for the low traffic flow and crash frequencies anticipated
on local roads. The models proposed are also based on the GLM approach, assuming a
negative binomial distribution error structure. In more recent research, Yan et al. focused
on the issue of unobserved heterogeneity of collected data and experimented with the
development of negative binomial and random effects negative binomial models for two-
lane rural roads in Washington State [12]. Horizontal alignment type, speed limit, visibility,
road surface condition, and AADT were identified to have significant random effects on
crash frequency.

Several CPMs have also been developed for rural intersections. Kim et al. developed
separate crash prediction models for various crash types for rural intersections in Georgia,
USA, as well as a model for all crash types for comparison [13]. The analysis revealed that
factors such as AADT, the presence of turning lanes, and the number of driveways have a
positive association with each type of crash, whereas median widths and the presence of
lighting are negatively associated. Biancardo et al. developed CPMs for three- and four-leg
stop-controlled intersections on two-lane rural roads in southern Italy [14]. Explanatory
variables were the presence or absence of a left-turn lane, mean lane width including an
approach lane and a left-turn lane width on the major road per travel direction, the number
of legs, and the total AADT entering the intersection.

As far as urban roads are concerned, an early attempt to develop CPMs in the Greater
Vancouver Regional District in Canada is reported by Sawalha and Sayed in 2001 [15].
Data from 392 road segments of 58 arterials, without including intersections, in the cities
of Vancouver and Richmond were used, and it was revealed that the variables that had
a significant effect on crash occurrence were traffic volume, section length, unsignalized
intersection density, driveway density, pedestrian crosswalk density, number of traffic
lanes, type of median, and nature of land use. In another research, Greibe reported
the development of multivariate CPMs for urban junctions and urban road segments in
Denmark [16]. Four models for different types of junctions were developed as well as a
model for road links, using the GLM approach and assuming a Poisson distribution for
variation in crash numbers. For road link models, a large number of explanatory variables
was used, including AADT, speed limits, number of lanes, road width, speed-reducing
measures, number of accesses, number of minor side roads, parking conditions, land use,
urban road type, median divider, presence of bus stops, etc. However, the model fit was
not very satisfactory, possibly due to the strong internal correlation within the selected
explanatory variables.
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Several models have also been developed for motorways. Caliendo et al. developed
a CPM for Italian four-lane median-divided motorways, based on crash and road geom-
etry data from a 46 km long section, which was monitored from 1999 to 2003 [17]. The
model, estimating crash frequency as a function of traffic flow, infrastructure character-
istics, pavement surface conditions, and sight distance, was developed using a stepwise
forward procedure based on the Generalized Likelihood Ratio Test (GLRT). Montella et al.
developed separate CPMs for total crashes and severe crashes in Italian rural motorways,
using GLM techniques and assuming a negative binomial distribution error structure [18].
The study used a sample of 2245 crashes (728 severe crashes) that occurred from 2001 to
2005 on Motorway A16 between Naples and Canosa in Italy. The developed model for total
crashes included as variables: curvature, operating speed reduction, length of the tangent
preceding the curve, and traffic effect, all with a positive sign; the difference between the
friction demand and supply, deflection, and upgrade, all with a negative sign.

CPMs consist of a reactive modeling approach as they are mainly based on historical
crash records that are collected within a long period of time [19]. Consequently, such
approaches force road safety experts to wait for the occurrence of road crashes in order
to identify the problems and examine measures for their prevention. Therefore, in recent
years, researchers have increasingly started using indicators that are not based on historical
crash data. In the road safety literature, these indicators have been termed SSMs and can
certainly be a proactive approach to road safety analyses [20]. SSMs can also complement
analyses that are based on historical road crashes [8]. SSMs can be collected either through
traffic simulation models [21,22] or under real driving conditions through smartphones [23],
equipped vehicles [24], and video recordings [25]. On one hand, SSMs can be time-based,
deceleration-based, and energy-based. Among the most prevalent indicators of this subcat-
egory of SSMs are post encroachment time (PET), time-to-collision (TTC), and deceleration
rate to avoid the crash (DRAC) [26]. On the other hand, the recording of driving behavior
through sensors in vehicles and mobile phones has made harsh driving behavior events an
alternative subcategory of SSMs [9,27].

3. Data Collection

Statistical analyses of this research focus on the Olympia Odos motorway in Southern
Greece, a rural motorway from Athens to Patras that comprises 201.5 km of rural motorway
in total, with two or three lanes per direction and 29 interchanges. Part of the motorway of
63 km (Elefsina-Korinthos) is in operation since 2010, whereas the rest (Korinthos-Patra)
was fully operational since the summer of 2017. Crash data of all severity levels including
property-damage-only (PDO) crashes as well as AADT were available for 2015–2020. As
the entire motorway (i.e., from Athens to Patras) was finalized and started operating in
2017, AADT and crash data for the entire length were available for the years 2018–2020.
Therefore, it was decided to focus on a smaller time period (2018–2020) but for a longer,
road network. The motorway is operated by a private road operator firm, Olympia Odos
Operation SA, who kindly provided data for the current research.

For the objectives of this study, a road geometry database that focuses on the section
from the toll station of Elefsina (CH.26 + 500) to the end of the motorway (CH.223 + 200)
was developed through a multi-step process. As a first step, a draft centerline of Olympia
Odos Motorway was preliminarily retrieved from Open GIS software, using the Blender
application (https://www.blender.org/, accessed on 18 January 2023), as follows: the Open
GIS polylines representing the existing road network in the vicinity of the motorway were
exported in shapefile format and imported to CAD environment; then, all neighboring
road centerlines were removed and centerlines for the motorway, for transverse roads and
entrance/exit ramps at interchanges were isolated. At this stage, the CAD drawing of the
motorway was developed in the official national coordinate system in Greece (EGSA 87). It
is noted that only horizontal alignment information on the road centerlines was retrieved.

Following the zone of the centerline defined in the first step, a series of high-detail
satellite images (pixel size approximately 1.2 × 1.7 m) were retrieved using the respective

https://www.blender.org/
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GIS module of the free online software HEC-RAS (https://www.hec.usace.army.mil/
software/hec-ras/, accessed on 18 January 2023) and georeferenced as the background
of the CAD drawing. Combining information from the Open GIS road centerline and
the detailed satellite imagery, the centerline of the motorway was subsequently refined,
as follows: the preliminary centerline from Open GIS software is a polyline with dense
points. This was manually replaced in the CAD environment by a “road design equivalent”
centerline, consisting of tangents, circular curves, and spiral (clothoid) curves. Spiral
curves were introduced on the entrance and exit of all curves with a radius of less than
R = 1000, assuming a clothoid curve parameter A ranging from R/3 to R (R/3 < A < R),
according to Greek road design guidelines. In segments where the two directions of travel
follow different paths, the main centerline was the direction from Elefsina to Patras and a
secondary centerline was created for the opposite direction.

The refined CAD centerline was then imported into the Google Earth online platform
(https://earth.google.com, access on 18 January 2023) and using the satellite views and
the Google Street View imagery in conjunction, the location of km posts was determined.
This location is of utmost importance for microscopic road safety analyses, as all elements
of the analysis (crashes, speed limits, etc.) are recorded according to those locations (GPS
use for crash location recording is not performed in Greece). The km posts, as identified in
Google Earth, were subsequently imported into the base CAD drawing of the motorway
and a road chainage system (stations) was established.

In the next step, all available road infrastructure data were imported into the CAD
drawing as well as the Google Earth interface, mostly based on their respective road station
(chainage) but also cross-checking their location against the Google Earth satellite imagery
and Street View images. An important source of information at this stage was the motorway
schematic provided by the road operator (Olympia Odos Operation SA) with the exact
locations (road station-chainage) of interchanges (with entrance/exit ramps), toll stations,
motorway service stations, parking areas, tunnel and cut-and-cover entrance and exits, and
speed limit signs.

The above procedure produced a CAD drawing, as presented in Figure 1, with geo-
referenced satellite images as the background, including motorway centerline geometry,
chainage, speed limits, and visualization of other important road infrastructure elements:
toll stations, interchanges (with transverse roads, entrance and exit ramps), km posts,
location of lane addition or lane drop, weaving segments, etc., and a Google Earth Dataset
in .kmz file form, presented in Figure 2, with several layers of information: centerline,
chainage, tunnels, additional lane points (gore, start, and end), lane drops/additions, etc.
These two powerful tools were utilized in order to code road infrastructure data for further
analysis and create a database that forms the basis for subsequent analysis.
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Another database on road user behavior data on Olympia Odos Motorway was de-
veloped, in order to be jointly investigated with the road infrastructure, crash, and traffic
data. Naturalistic driver behavior data were recorded via a smartphone application and
processed in the platform, both developed by OSeven (https://oseven.io/, accessed on
18 January 2023). Drivers install the application developed by OSeven on their smart-
phones and subsequently engage in normal driving activities. The application engages
automatically when driving is initiated and records different data types such as vehicle
location, speed, acceleration, deceleration, duration of engagement with the phone, etc.
These data are further processed to develop metrics to describe driver behavior.

For this research, the following metrics for unsafe driver behaviors were used: counts
of harsh accelerations and braking behaviors, average speed, average speed over the speed
limit, count of trips with speeding, and duration of average speeding. Harsh events are
determined by the OSeven algorithms which are private and under intellectual property
protection. To provide more context, OSeven uses data from all the axes of the accelerometer
as well as GPS for the determination of harsh events. Harsh events are calculated via data
fusion and machine learning algorithms and not a rule-based approach using as input
the values of the accelerometer as well as values from additional sensors (e.g., orientation,
magnetometer, GPS, gyroscope). These algorithms evaluate the processed time series from
the smartphone sensors of the complete trip and increase the overall detection accuracy
of harsh events. It should be noted that the algorithms do not include specific threshold
values but rather exploit ML-based detection of spikes in the sensor data [28].

OSeven has provided a representative dataset from its database in a completely
anonymized format that corresponds to the period from 1 June 2019 to 31 December 2020.
The data were recorded from a driver sample equal to 327 drivers for 2019 and 330 drivers
for 2020. It is possible that some drivers were mindful that their driving behavior was
recorded through the application and were even more aware than usual. However, these
effects have been reported to decrease over time as drivers gradually forget that they are
being recorded [29]. For the total considered time period the average number of recorded
trips per motorway segment was 2035 trips. Subsequently, driving behavior metrics from
naturalistic data, which are driver-based, needed to be assigned to the examined motorway
segments, which are infrastructure-based data. This was achieved via isolating each trip
portion to the corresponding segment within the internal recording of trips conducted in
GIS by OSeven using ESRI polygons at 200 m intervals.

At this point, it should be noted that the recording of driver behavior through the
smartphone app was not feasible within the tunnel road segments due to the loss of GPS
signal. Furthermore, toll station segments are not typical motorway segments both in terms
of geometric design and driver behavior. Consequently, these two types of road segments
were not included in the statistical analyses of the present research. The variables that

https://oseven.io/
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were included and analyzed within the present study are presented in Table 1, along with
their abbreviations and some key descriptive statistics. As also mentioned in Section 2, the
variables related to road design characteristics, traffic attributes, and road crashes are widely
used in CPMs, whereas harsh driving behavior events are SSMs that can complement road
safety analyses.

Table 1. Road crash, traffic, geometry, and driver behavior variables per segment.

Variable Abbreviation Min. Max. Mean

Number of Segment no. 1 668 -
Direction Direction - - -
Segment Start (Chainage) Seg_Start - - -
Segment End (Chainage) Seg_End - - -
Number of through lanes lanes 2 3 -
Length of motorway segment (km) len_seg 0.20 0.60 0.53
Average Annual Average Daily Traffic Volume of
motorway segment (veh/day) 2018–2020 avg_AADT_18_20 6511 22,079 10,786

Posted speed limit (km/h) speed_limit 90 130 121.7
Number of Total Road Crashes (Injury & Property Damage
Only) 2018–2020 TotCr18_20 0.00 13.0 2.02

Number of Total Road Crashes (Injury & Property Damage
Only) by segment length 2018–2020 TotCr18_20_len_seg 0.00 30.0 3.9

Curve 1—Radius R (m) Curve1 0.00 50,000 2129
Curve 1—Length of curve in segment (m) Lcurve1_in_seg 0.00 600.0 218.2
Lane width (m) lane_width 3.55 3.95 3.92
Paved inside shoulder width (m) pav_ins_sh_width 0.50 1.75 0.69
Median width (measured from near edges of traveled way
in both directions) (m) median_width 2.25 23.50 4.96

Distance from edge of inside shoulder to barrier face (m) dist_edginssh_barf 0.00 0.75 0.04
Paved outside shoulder width (m) pav_out_sh_width 0.25 4.50 2.77
Distance from edge of outside shoulder to barrier face (m) dist_edgoutsh_barf 0.00 3.25 0.82
Number of recorded trips rec_trips 173 5068 2035
Average speed (all trips) (km/h) avg_speed 77.0 153.0 115.9
Average number of harsh accelerations per trip (%) avgha_pertrip_perc 0.00 9.83 0.21
Average number of harsh brakings per trip (%) avghb_pertrip_perc 0.00 3.91 0.21
Average number of speeding events per trip (%) avg_sp_ev_pertrip_perc 1.28 88.61 25.79

In total, 668 motorway segments were considered in the analyses of this study with
an AADT equal to 10,786 vehicles per day for the period of 2018–2020. The length of
the examined segments varies from 200 m to 600 m and among these segments, 435
include two through lanes while the rest 233 include three through lanes. In terms of road
safety outcomes for the period 2018–2020, 80 injury road crashes and 1270 PDO crashes
were recorded.

4. Statistical Methodology
4.1. Negative Binomial Regression

Average crash frequency can be predicted through the development of regression
models as a function of various explanatory variables. Poisson regression is widely used for
count data modeling. The Poisson regression makes the assumption that variance and mean
are equal, which is not always the case for crash data. In many cases, crash datasets have a
mean that is lower than their variance meaning that some road segments concentrate more
on crashes than others. To that end, negative binomial regression is another well-known
approach that can be considered as a generalization of Poisson regression and is preferred
when overdispersion exists in crash count data [30].
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Based on a Poisson regression model, the probability of a road segment i having yi
crashes per some time period is given by:

P(yi) =
exp(−λi )λ

yi
i

yi!
(1)

where λi is the Poisson parameter for segment i, which is equal to the expected number of
crashes per period, E[yi] for segment i. The Poisson parameter λi needs to be defined as a
function of independent variables. The most common functional form is:

λi = exp(βXi) (2)

where Xi is a vector of independent variables and β is a vector of estimable parameters.
In negative binomial distribution, the variance varies from the mean by adding the term
EXP(εi) to the Equation (2):

λi = exp(βXi + ε ι) (3)

This extra term is a gamma-distributed error term with mean 1 and variance a that
allows the variance to differ from the mean. Regarding goodness of fit and the process
of model selection among models with different combinations of independent variables,
the corrected Akaike Information Criterion (AICc) is used. This criterion accounts for and
corrects for the number of included explanatory variables, whereas lower scores indicate a
better fit. In the case of this study, a negative binomial regression model was developed
with total crashes (injury and PDO) in each motorway segment as the dependent variable
and various traffic, road geometry, and SSMs as explanatory variables. For additional
detailed explanations of the underlying statistical background, the reader can consult
Washington et al. [31].

4.2. Hierarchical Clustering

In data mining, hierarchical clustering is a type of clustering analysis that creates a
hierarchy of clusters based on two key strategies: the agglomerative and the divisive. In
this paper, the agglomerative approach is used. In this approach, each observation starts in
its own cluster, and pairs of clusters are merged as one moves up the hierarchy. In order
to determine which clusters should be combined, the Euclidean distance between single
observations of the dataset and Ward’s minimum variance method as the linkage criterion
were used. For more details, the reader is referred to Murtagh and Contreras [32]. In the
context of this research, hierarchical clustering was used to categorize the risk level of
the examined motorway segments based on the number of total road crashes by segment
length and the respective AADT of each segment.

4.3. Random Forest Classifier

The classification technique called Random Forest (RF) was proposed by Ho in
1995 [33] and then enhanced by Breiman in 2001 [34]. It exploits the bagging technique in
order to build an uncorrelated forest of trees using feature randomness and the simultane-
ous building of many independent decision trees during the training phase. Based on the
theory that the combination of learning models improves the accuracy of prediction, the RF
classifier gathers the classification of each separate decision tree and then combines them
exploiting either the majority vote or the confidence vote strategy. The individual trees are
informative but not correlated to each other. Unlike the conventional decision trees, RF
classifier does not lead to overfitting as there are enough trees in the forest. As a result,
trees grow to their maximum without pruning. In essence, RFs set up many uncorrelated
classifiers to be combined into a powerful classifier. In this paper, RF was used in order
to develop a classification model that would be able to predict the class that reflects the
risk level of each motorway segment by exploiting road geometry data and SSMs. For
the evaluation of the performance of an RF classification model, a portion of the utilized
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dataset, which was not fed into the RF model to discover patterns during its training is
used, termed test subset. An initial step for this evaluation is the creation of the confusion
matrix, which is a matrix that reveals the distribution of the predictions and targets.

A key metric is the overall classification accuracy which is defined as the fraction of
instances that are correctly classified. With regard to classification models with more than
two classes, some common per-class performance metrics are precision, recall, and the F1
score [35]. Precision is defined as the fraction of correct predictions for a certain class (the
number of true positives divided by the number of true positives plus the number of false
positives), whereas recall is the fraction of instances of a class that were correctly predicted
(the number of true positives divided by the number of true positives plus the number of
false negatives). These measures are highly useful when the class labels are not uniformly
distributed. In such instances, accuracy could be quite misleading as one could predict
the dominant class most of the time and still achieve relatively high overall accuracy but
very low precision or recall for the remaining classes. Apart from precision and recall, the
F1 score is also commonly estimated. It is defined as the harmonic mean of precision and
recall. Lastly, it is noted that the per-class metrics can be also averaged over all the classes
resulting in macro-averaged precision, recall, and F1.

5. Results and Discussion
5.1. Crash Frequency Regression Model

As per the aforementioned, the first objective of the current research was to develop a
CPM in order to investigate the relationship between road crash frequency in road segments
of the Olympia Odos motorway in Greece and various explanatory variables based on
road design characteristics and SSMs. Since road crashes are count data, a count data
modeling approach was selected. As a first step, the variance and the mean of road crash
frequency in the examined motorway segments were calculated in order to choose between
Poisson regression and negative binomial regression. In particular, it was estimated that the
variance is equal to 3.98 and is higher than the mean which is equal to 2.02. For this reason,
negative binomial regression was chosen as the most appropriate modeling approach.

This analysis was conducted in R-studio [36] using the MASS R package [37]. A
high number of regression model tests were conducted for different combinations of
variables. The optimal combination of variables was the one that had a sufficient number
of statistically significant independent variables at a 95% confidence level (p-values ≤ 0.05)
and the lowest possible AICc. Moreover, the independent variables were also checked
for multicollinearity through the Variance Inflation Factor (VIF). A standard guideline is
that VIF values higher than 10 indicate high multicollinearity [38]. However, a threshold
equal to 5 is also commonly used [39]. The dependent variable of the developed negative
binomial regression was the variable “TotCr18_20” of Table 1 and the results of the model
are presented in Table 2.

Table 2. Statistical model for crash frequency in motorway segments.

Independent Variables Estimate Std. Error z Value Pr(|z|) VIF

(Intercept) −1.23636 0.199 −6.216 <0.001 -
avg_AADT_18_20 0.00007 0.000 12.394 <0.001 1.017

avgha_pertrip_perc 14.75934 4.192 3.521 <0.001 1.071
avghb_pertrip_perc 30.00911 6.770 4.433 <0.001 1.037

len_seg 1.93453 0.330 5.856 <0.001 1.055

AICc 2333.837

Based on Table 2, it can be observed that all the explanatory variables are statistically
significant at a 95% confidence level; there is no issue of multicollinearity as the VIF values
are much lower than 5. With regard to the coefficients, it is revealed that road crash
frequency in the examined motorway segments is positively correlated with the average
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AADT, showing that as traffic volume increases, the number of road crashes increases as
well. This finding is also in alignment with the findings of a meta-analysis of 521 CPMs
from more than one hundred studies [40].

Furthermore, it is demonstrated that both harsh accelerations and harsh braking have
a positive relationship with the dependent variable, indicating that as the number of these
two harsh driving behavior events increases, crash frequency also increases. This is a
noteworthy finding of the current research as it confirms that harsh driving behavior events
present a statistically significant positive correlation with historical crash records. This
conclusion means that these indicators can be meaningfully considered reliable SSMs that
can be also used in proactive road safety analyses [41,42]. Lastly, crash frequency is higher
for motorway segments with higher length, as length serves as an exposure parameter.

5.2. Definition of Crash Risk Levels

The next stage of the statistical analysis carried out within the framework of this
research focuses on the creation of crash risk level clusters of the examined motorway
segments. For this purpose, agglomerative hierarchical clustering was applied through the
“hclust” function of the stats R package [36]. As also mentioned in Section 4.2, the Euclidean
distance between single observations of the dataset and Ward’s minimum variance method
as the linkage criterion were used. The variables considered for the formation of the risk
level clusters of the motorway segments under consideration correspond to the number
of total road crashes by segment length and the respective AADT of each segment. The
selection of the number of clusters was based on the dendrogram illustrated in Figure 3.

Infrastructures 2023, 8, 40 11 of 16 
 

 
Figure 3. Hierarchical Clustering Dendrogram. 

As observed by Figure 3, and also based on the theoretical background of selecting 
the optimal number of clusters through the dendrogram, an appropriate choice of the 
number of clusters would be two. However, selecting only two clusters would lead to 
binary classification and to considerable detail and information loss. Therefore, in order 
to provide a more detailed description of the crash risk level of the examined road seg-
ments, four clusters were chosen as the next most appropriate option. Some basic descrip-
tive statistics of the four crash risk levels are presented in Table 3. 

Table 3. Descriptive statistics of the four crash risk levels of the examined motorway segments. 

Crash Risk Level Count of Segments 
Mean 

“TotCr18_20_len_seg” 
Mean 

“avg_AADT_18_20” 
1 96 7.57 20,876 
2 104 4.55 17,218 
3 193 3.25 8086 
4 275 2.76 6726 

Total 668 3.87 10,786 

These numbers reveal a clear pattern whereby the first risk level class presents high 
average numbers of traffic volume and road crashes by segment length, while these fig-
ures decrease progressively for each subsequent class. It should be highlighted that these 
are subsample averages; hierarchical clustering does not readily include theoretical cen-
troid calculations. 

5.3. Crash Risk Level Classification Model 
After defining the clusters of crash risk level, a classification model was developed 

with the crash risk level as the response variable. The variables “TotCr18_20_len_seg” and 
“avg_AADT_18_20” were not included in this classification model, as they were used in 
the hierarchical clustering procedure. The “randomForest” R package was employed to 
implement the RF classification model [43]. 

The examined dataset was subsequently split into training and test subsets with a pro-
portion of 75% and 25%, respectively. It is emphasized that the variable distributions were 
maintained to be similar during the splitting process. The training subset is used to train the 
RF model and amounted to 501 motorway segments, whereas the test subset evaluates the 

Figure 3. Hierarchical Clustering Dendrogram.

As observed by Figure 3, and also based on the theoretical background of selecting
the optimal number of clusters through the dendrogram, an appropriate choice of the
number of clusters would be two. However, selecting only two clusters would lead to
binary classification and to considerable detail and information loss. Therefore, in order to
provide a more detailed description of the crash risk level of the examined road segments,
four clusters were chosen as the next most appropriate option. Some basic descriptive
statistics of the four crash risk levels are presented in Table 3.

These numbers reveal a clear pattern whereby the first risk level class presents high average
numbers of traffic volume and road crashes by segment length, while these figures decrease
progressively for each subsequent class. It should be highlighted that these are subsample
averages; hierarchical clustering does not readily include theoretical centroid calculations.
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Table 3. Descriptive statistics of the four crash risk levels of the examined motorway segments.

Crash Risk Level Count of Segments Mean “TotCr18_20_len_seg” Mean “avg_AADT_18_20”

1 96 7.57 20,876
2 104 4.55 17,218
3 193 3.25 8086
4 275 2.76 6726

Total 668 3.87 10,786

5.3. Crash Risk Level Classification Model

After defining the clusters of crash risk level, a classification model was developed
with the crash risk level as the response variable. The variables “TotCr18_20_len_seg” and
“avg_AADT_18_20” were not included in this classification model, as they were used in
the hierarchical clustering procedure. The “randomForest” R package was employed to
implement the RF classification model [43].

The examined dataset was subsequently split into training and test subsets with a
proportion of 75% and 25%, respectively. It is emphasized that the variable distributions
were maintained to be similar during the splitting process. The training subset is used
to train the RF model and amounted to 501 motorway segments, whereas the test subset
evaluates the performance of the model and included the remaining 167 segments. The key
elements of the RF crash risk level classification model’s training are presented in Table 4.

Table 4. Key elements of the crash risk level classification model’s training.

Type of RF Classification

Number of trees 500

Number of variables tried at each split 3

Out-Of-Bag estimate of error rate 9.38%

Response Variable Crash Risk Level

Predictors

avg_speed, speed_limit, Curve1, Lcurve1_in_seg, lanes, lane_width,
pav_ins_sh_width, median_width,

dist_edginssh_barf, pav_out_sh_width, dist_edgoutsh_barf, avgha_pertrip_perc,
avghb_pertrip_perc, avg_sp_ev_pertrip_perc

As per the aforementioned, the test dataset is used to assess the performance of the
classification model. Figure 4 demonstrates the confusion matrix for the test dataset, which
shows the distribution of the predictions and targets. The overall classification accuracy of
the model is equal to 89.2% which indicates that the classification model achieves a very
good accuracy score. However, in this specific classification model, the response variable
consists of four classes. Therefore, it is particularly useful to examine some performance
metrics for each specific class, as overall accuracy could be potentially misleading. Table 5
shows the precision, recall, F1 score for each category of crash risk level, and the respective
macro-averaged metrics for all the classes. The precision and recall for each class are also
depicted in the cells of the diagonal in Figure 4.

Based on both the overall accuracy and the per-class metrics, it can be concluded that
the performance of the developed model is very satisfactory for all classes. This finding
highlights the significant contribution and usefulness of this model as it can predict the
crash risk level of the motorway segments very well by exploiting variables such as road
geometry characteristics and SSMs. Thus, this model can be a quite reliable proactive
approach that could point out the most hazardous road segments prior to the occurrence of
road crashes and assist in the optimal use of available funds for targeted road safety actions
and countermeasures.
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Table 5. Performance evaluation metrics for each crash risk level.

Crash Risk Level Precision Recall F1 Score

1 87.5% 87.5% 87.5%
2 88.5% 88.5% 88.5%
3 90.9% 83.3% 87.0%
4 89.0% 94.2% 91.5%

Macro-averaged metrics 89.0% 88.4% 88.6%

6. Conclusions

The aim of this research was to exploit various road geometry data and SSMs for
various road crash investigations in road segments of the Olympia Odos motorway in
Greece. To that end, a unified database containing data on historical injury and PDO road
crashes, road design characteristics, and SSMs of 668 motorway segments was utilized.

While the observational area and the data are singular for this study, they are viewed
with three different approaches, each with a unique context. In particular, the first approach
aimed to provide initial insights into the relationship significance and magnitude between
road crash frequency, road geometry and SSM variables. However, since SSMs are still a
new concept and their connection with hard road safety metrics such as crashes remains
uncertain, it was fruitful to consider how these variables would perform for a clustering
approach. To that end, the second model was applied as a first step, to reveal clusters
that the segments can formulate based on crash and AADT data. The predictive power
of road geometry and SSM variables was then tested on these clusters, having removed
the variables used to obtain the clusters. Thus, in the present approach, the developed
models contributed to prove that contextually, SSMs can be used to model crashes directly
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(negative binomial regression model), or indirectly, even without crashes, (RF model) when
a type of safety categorization is established (clustering model).

To provide more detail, the negative binomial regression model was first developed
to model motorway segment crash frequency. The results of this model pointed out that
road crash frequency in the considered motorway segments is positively correlated with
the traffic volume, the length of the segment, and the number of harsh accelerations and
harsh braking. This analysis contributes to existing road safety literature by demonstrating
a positive and statistically significant relationship between crash frequency and harsh
driving behavior events. Therefore, it can be concluded that such events can be a valid
subcategory of naturalistic SSMs which can be used either to complement CPMs or as
dependent variables of various road safety proactive analyses when historical road crash
data are not available.

As a further step of the statistical analysis, it was attempted to create crash risk level
clusters of the motorway segments considering the number of road crashes by segment
length and the traffic volume of each segment through the agglomerative hierarchical
clustering technique. Segment length and traffic volume of each segment were taken
into account in the clustering analysis, as the results of the negative binomial regression
model revealed that these two variables have a statistically significant impact on the crash
frequency of motorway segments. Based on the results of this clustering approach, four
crash risk levels were defined. Afterward, these four levels formed the response variable
of an RF machine-learning classification model which used various road geometry data
and SSMs as predictors. This model was developed as a mechanism for predicting and
classifying the road safety level of the investigated segments, taking also into consideration
SSMs that were found to be statistically significant in predicting crash frequency. The
overall and per crash risk level classification performance of the developed RF model
was very high, averaging metric performance over 88% consistently. Therefore, it can be
concluded that this approach could be utilized as a quite promising proactive approach for
the identification of potentially hazardous motorway segments.

Naturally, this research is not without limitations. With regard to the extraction of
road geometry data for Olympia Odos motorway, the results are obviously not an exact
replication of the actual road design of the motorway and minor differences could be
expected if a comparison with the as-built drawings of the project was made. Nevertheless,
any differences would be minor and, although important from a designer’s point of view,
they are not expected to be able to differentiate the study’s results. The negative binomial
regression technique that was used for the development of the crash frequency regression
model does not take into account unobserved heterogeneity and the effects of spatial
characteristics of various road safety indicators. Another limitation of the current research
is that tunnels and toll station segments were not considered in the analyses, leading to
discontinuities in the research area.

However, these limitations can provide directions for future research efforts. Specif-
ically, the inclusion of random effects in the crash frequency modeling approach could
be considered in order to account for the unobserved heterogeneity. Moreover, spatial
modeling approaches could be a promising alternative kind of modeling as it could con-
sider the spatial dependency of road safety indicators. Regarding the RF classification
model, different machine-learning methods could be also implemented in order to compare
their classification performance and identify the best-performing model. Moreover, regard-
less of the machine learning classification model utilized, Shapley additive explanations
(SHAP) can also be calculated and provided in order to deal with the difficult challenge
of interpreting the results of machine learning algorithms. Furthermore, as several traffic
restrictions were implemented during the considered time period due to the Covid-19
pandemic, it would be highly interesting to investigate to what extent these measures may
affect the results of this study. Lastly, the possibility of applying the analyses presented in
this research to other road environments, such as urban areas, could be considered as well.
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