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Abstract: Retaining walls are critical geotechnical assets and their performance needs to be monitored
in accordance to transportation asset management principles. Current practices for retaining wall
monitoring consist mostly of qualitative approaches that provide limited engineering information or
the methods include traditional geodetic surveying, which may provide high accuracy and reliability,
but is costly and time-consuming. This study focuses on evaluating failure modes of a 2.43 m × 2.43 m
retaining wall model using three-dimensional (3D) photogrammetry as a cost-effective quantitative
alternative for retaining wall monitoring. As a remote sensing technique, photogrammetry integrates
images collected from a camera and creates a 3D model from the measured data points commonly
referred to as a point cloud. The results from this photogrammetric approach were compared to ground
control points surveyed with a total station. The analysis indicates that the accuracy of the displacement
measurements between the traditional total station survey and photogrammetry were within 1–3 cm.
The results are encouraging for the adoption of photogrammetry as a cost-effective monitoring tool
for the observation of spatial changes and failure modes for retaining wall condition assessment.
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1. Introduction

Retaining walls, such as rigid cantilever structures stabilizing earth pressure along highways or
roadways, are an indispensable geotechnical asset and a critical part of transportation infrastructure
corridors [1–4]. Different factors can lead to retaining wall failure, including deterioration of materials,
unregulated backfill specifications, or poor drainage systems [5–8]. These different failure mechanisms
include many types of behaviors, such as a deep-seated movement, overturning motion or a sliding
translation [6,9].

Monitoring of retaining wall displacement can be a tool for diagnosing the wall’s performance,
as part of a larger asset management system. Asset management is receiving greater attention
in geotechnical infrastructure to improve operations, enhance safety, and minimize costs with the
inclusion of innovative assessment methods by incorporating a performance-based approach [10–13].
However, challenges, such as inadequacies of the current methods to effectively assess the condition of
retaining walls and identifying the needs for preservation of physical transportation assets, have been
acknowledged [13,14].

Current methods for retaining wall condition assessment includes mostly qualitative field
inspections to evaluate wall elements, which is subjective and could incur defective documentation
and result in overlooking critical safety problems [7,11,15]. Various in-contact devices, such as
global positioning systems (GPS), tiltmeters, and total station surveying devices, have been used
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to measure deformation or slope movement of structures, such as retaining walls, but can be expensive,
time-consuming, limited by physical or traffic accessibilities, or have poor accuracy in capturing
real-time movements [16–19].

Remote sensing technologies have become increasingly popular for the assessment of infrastructure
systems [20–23]. Advancements in remote sensing technologies for condition assessment present
potential for unique applications, including for geotechnical infrastructure [24,25]. Decreased costs
and high spatial resolution of remote sensing tools, such as Light Detection and Ranging (LiDAR),
laser scanning (terrestrial), and Synthetic Aperture Radar (SAR), have shown promising results for
detecting structure changes [17,26–31]. On the other hand, there are some limitations, including attaining
suitable atmospheric conditions, acquiring target setups for measurements, and accessing satellite
availability for devices, which can become a significant challenge [17,26–31].

Recent advancements in lower-cost optical cameras, image processing, and three-dimensional
(3D) modeling have enabled photogrammetry to three-dimensionally reconstruct objects from digital
images, for civil or transportation structure applications [16,32–36]. Photogrammetry provides the
ability to obtain quantitative measurements from 3D models created from quality easily documented
two-dimensional (2D) images, and has been used for assessing the condition of transportation
assets [21,37]. Research has been documented in which photogrammetry or Structure from Motion
(SfM) techniques and terrestrial laser scanning (TLS) were applied for 3D reconstruction for civil
infrastructure systems [38–44]. Very few efforts have been conducted to investigate the application of
photogrammetry for retaining wall infrastructure systems providing a more budget-friendly evaluation
for geotechnical assets. Integrating non-contact photogrammetry techniques is advantageous with
widely available quality digital single lens reflex (DSLR) cameras and advancing computer processing
capabilities with open source software options [16,34–39]. Applying this to the vast geotechnical
infrastructure to not only provide automatic easy data-logged qualitative documentation of condition,
but also quantitative changes, can further advance retaining wall asset management [10,13,14,16].
The objective of this study is to evaluate the applicability of digital photogrammetry to provide
a quantitative assessment of retaining walls compared to a traditional surveying measuring approach.
In addition, deploying photogrammetric-based techniques without the need for extensive additional
calibration processing will further promote its use for in-field retaining wall assessment.

2. Materials and Methods

Photogrammetric methods to generate three-dimensional representations of surfaces have been
used for over a century [37]. Recently, improvements in computational power and efficient processing
algorithms have allowed digital photogrammetric methods to be of extensive practical use [21,37–39].

This study promotes using photogrammetry principles within the processing software that
incorporates overlapping images (including bundle adjustment) and intrinsic calibration for optimal
model reconstruction. Supplementary details on such processes and algorithms are beyond the aim of
this paper, and the reader should review the standard references for more on the topic, e.g., [38,39,45–48].
Digital photogrammetry can provide 3D coordinates of points on a surface, and by comparing the
locations of the surface, represented by the points in 3D space, at different times, it is possible to infer
surface movements. A more detailed description of image-based deformation measurements can be
found in Scaioni et al. [48]. In the case of the retaining walls, this would be equivalent to tracking the
wall’s position through time. From such movement tracking, it may be possible to infer whether the
wall is stable or not, which could indicate failure.

2.1. Experimental Setup

To evaluate failure behavior on retaining wall structures, a 2.43 m × 2.43 m (8 ft × 8 ft)
cantilevered-style retaining wall model was deployed for analysis. The 8 ft × 8 ft model was constructed
using two individual 1.22 m × 2.43 m (4 ft × 8 ft), sections simulating different sections of the retaining
wall. The sections were placed on a strandboard frame, which is covered with sheets of insulating
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foam boards. The foam sections are fixed at the bottom by two hinges, which enables a tilting motion
to simulate wall failure by tilting. The sections are held in place by a cord attached to the back of the
plywood board structure with a screw to simulate tilting deflection. Fourteen reference or control points
were placed in the test setup to infer ground locations for georeferencing and surveyed using a total
station. Ten of these markers were placed on the wall model itself, five on each section and four were
placed on neighboring static objects positioned at different elevations and depths from the wall model.

Retaining walls can exhibit different movements associated with their failure. Four failure modes
were selected due to their common occurrence: translation (sliding forward), tilting (forward rotation),
deep-seated rotation (backward or overturning), and a flexural bending (forward bend) [6,49,50].
Five scenarios were tested for different failure modes separately and in combination. Table 1
summarizes the failure configurations along with the Trimble (Sunnyvale, California, USA) S3 Robotic
total station average measured displacements for the control points.

Table 1. Testing scenarios for retaining wall failure observations.

Scenario Observed Failure Mode
of Wall Section A

Observed Failure Mode of Wall
Section B

Avg. Displacement of
Control Points (cm)

G None None –
H None Translation Forward 3.13
I None Rotation (tilt forward) 5.75
J None Overturning (deep seated) 9.23
K Translation Forward Overturning (deep seated) * 1.45
L Translation Forward * Bending (flexural bend forward) 6.07

* Movement that remained constant.

All wall displacements were measured with respect to a references position, referred to as scenario
G. Figure 1 presents a visual illustration for the failure mode scenarios explored in this study along
with the plan view diagrams.
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Figure 1. Visual of retaining wall failure modes with an accompanying plan view illustration.
* Repeated failure mode on wall section B.

Figure 2a shows the retaining wall setup with the five reference markers or control points labeled
as either A1–A5 or B1–B5, depending on the wall section on which they are located. The four remaining
reference markers were labeled C1–C4, placed on the nearby building wall and two stationary stools,
which are also shown on Figure 2b.
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0.8 to 1.2 m, resulting in overlaps between adjacent frames of 70% to 85%. At each position, two 
images were collected from the wall, one standing and one kneeling, to produce some vertical 
parallax view of the wall, in addition to the horizontal parallax. The collection of the images were 
nearly 1 m apart along the line of sight. A Nikon (Minato, Tokyo, Japan) D5100 DSLR camera was 
used to collect images, with a 55 mm focal length lens. The Nikon D5100 contains a 16.2 megapixel 
resolution (4928 × 3264 pixels) and 23.6 mm × 15.6 mm CMOS sensor size [51]. Enough overlap 
between adjacent photographs ensured that no data gaps would occur in the photogrammetric 
processing. The photogrammetry methodology obtains accurate sensor calibration within the 
coordinate measurement processing methods for gathering spatial information [44,52].  

Photogrammetric processing of the images was done using Pix4D® (Lausanne, Vaud, 
Switzerland) commercial software. Pix4D software processing includes a calibration optimization 
step in which the external and internal parameters (including radial and tangential lens distortion) 
are optimized for optimal reconstruction [53]. After acquiring the images for each scenario 
configuration as noted, a Trimble total station surveying device was used to capture the location of 
the control point markers with a 0.91 mm (0.04 in) precision. 

Figure 2. (a) Image of the retaining wall model and surrounding control points during data collection;
(b) point cloud creation for the model with the reference control points (highlighted as flagged points on
wall A); and (c) visualization of the point cloud (with referenced control points) and camera positions
during image collection.

2.2. Image Collection and Processing

Images were taken along a 7.62 m (25 ft) line perpendicular (at 90 degrees) to the wall model
of sight from at least ten different positions. The base (distance between camera positions) ranged
from 0.8 to 1.2 m, resulting in overlaps between adjacent frames of 70% to 85%. At each position,
two images were collected from the wall, one standing and one kneeling, to produce some vertical
parallax view of the wall, in addition to the horizontal parallax. The collection of the images were
nearly 1 m apart along the line of sight. A Nikon (Minato, Tokyo, Japan) D5100 DSLR camera was
used to collect images, with a 55 mm focal length lens. The Nikon D5100 contains a 16.2 megapixel
resolution (4928 × 3264 pixels) and 23.6 mm × 15.6 mm CMOS sensor size [51]. Enough overlap
between adjacent photographs ensured that no data gaps would occur in the photogrammetric
processing. The photogrammetry methodology obtains accurate sensor calibration within the coordinate
measurement processing methods for gathering spatial information [44,52].

Photogrammetric processing of the images was done using Pix4D® (Lausanne, Vaud, Switzerland)
commercial software. Pix4D software processing includes a calibration optimization step in which
the external and internal parameters (including radial and tangential lens distortion) are optimized
for optimal reconstruction [53]. After acquiring the images for each scenario configuration as noted,
a Trimble total station surveying device was used to capture the location of the control point markers
with a 0.91 mm (0.04 in) precision.
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The Pix4D software builds three-dimensional models of the surfaces captured in the photographs
using digital photogrammetry methods. The models consist of a large set of points in three-dimensional
space, i.e., point clouds. The numbers of points are commonly on the order of several million,
which results in point densities of tens to hundreds of thousands of points per m2 at the scales at which
the tests were performed. Figure 2b provides an illustration of the 3D point cloud model including the
control point markers. Figure 2c reveals the model point cloud visualization (including setup of control
points) with the corresponding images captured at the 7.62 m line of sight parallel camera positions.

Pix4D processing involves feature matching in building the dense point cloud reconstruction
which allows details along the object’s image surface [53]. Surface displacement calculations were
done by comparing the positions of common points representing the surfaces for different scenarios.
Co-registration of the point clouds in a common coordinate system for the different scenarios was
achieved using control points that did not move between scenarios. Control points on the moving
panels were compared between scenarios, but also with the total station measurements. After obtaining
the point clouds from Pix4D, we manually identified the location of the control point in the point
cloud, to extract their 3D coordinates and compare them with the coordinates obtained from the total
station measurements. The point closest to the center of the control point target was selected, and we
estimate that the error induced by this procedure is on the order of 1–2 mm.

3. Results

Photogrammetric processing of the digital images from the experimental setup produced
high-quality three-dimensional point clouds (shown on Figure 2b). The visual inspection of these
models shows a good correspondence with the actual shape and appearance of the setup. Table 2
lists the differences between the coordinates of the control points measured by the total station and
extracted from the digital photogrammetry. The differences are usually within a few mm. The control
point differences for each test scenario is shown, as well as the total 3D error for that control point
location. Comparisons between the digital photogrammetry and total station (TS) measurements
produced small errors for most of the scenarios.

Table 2. Differences in mm between the coordinates of the control points obtained from the total station
and the coordinates of the same control points extracted from the digital photogrammetry point cloud.

Scenario Control Point
Differences between Coordinates (mm)

Total 3D Error (mm)
X Y Z

H

B1 7.0 8.5 6.5 12.7
B2 15.2 6.2 −3.8 16.8
B3 9.8 1.9 −5.5 11.4
B4 5.3 −5.3 −3.6 8.3
B5 12.2 −7.0 −9.9 17.2

I

B1 6.7 2.0 3.5 7.8
B2 8.3 −2.1 6.1 10.5
B3 6.8 0.5 14.8 16.2
B4 1.5 −0.9 0.7 1.9
B5 2.1 −1.7 1.9 3.3

J

B1 −7.8 −2.6 19.0 20.7
B2 10.9 −3.2 24.1 26.6
B3 −9.1 −0.1 15.9 18.3
B4 −7.8 2.5 13.0 15.3
B5 10.4 2.4 21.1 23.6
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Table 2. Cont.

Scenario Control Point
Differences between Coordinates (mm)

Total 3D Error (mm)
X Y Z

K

A1 1.5 −0.2 −5.4 5.6
A2 2.2 −0.3 1.4 2.6
A3 1.2 0.8 −2.1 2.5
A4 1.7 −0.4 −1.9 2.5
A5 1.8 0.8 −2.4 3.1

L

B1 0.5 0.6 −2.2 2.3
B2 1.0 1.4 3.5 3.9
B3 1.1 1.0 −2.2 2.6
B4 1.0 −0.1 −3.0 3.1
B5 2.4 −0.3 2.4 3.4

Scenarios H–J contained slightly larger error differences than both K and L scenarios. This error
is defined as the differences between the TS recorded locations of the control points and the center
of the control point locations identified from the Pix4D point cloud model. The center of the control
point locations in the point cloud was manually selected to ensure true comparison with the TS center
measured location. Scenario H–J incurred additional directional movement of failure mode behavior
than the latter two scenarios. Figure 3 also expands on this analysis with a box plot of scenario
control errors determined from the difference between TS results and 3D model control point locations.
These represent the mean error for the individual control points processed with Pix4D compared to
the total station in each scenario.
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Figure 3. Box plot of mean errors between total station and photogrammetric 3D model using Pix4D
for testing scenarios H-L.

Errors in all cases are less than 2.1 cm, and in several scenarios are less than 1 cm, most being less
than 1.5 cm, with the exception of scenario J, which produced the largest error. Standard deviations are
quite small indicating under a 0.5 cm deviation for all the simulated scenarios, and as small as 0.013 cm
for scenario K. The 95% confidence intervals are less than 8 mm for all scenarios (even less than 4 mm
for both K and L) excluding the outlier scenario J. Scenario J reveals the largest errors across the
five control points, while scenario I indicates the largest distribution similar to the greatest deviation.

To test that the mean error values between the different experiments are statistically different,
a simple one-way balanced analysis of variance (ANOVA) test was performed. The ANOVA is
a standardized statistical procedure [54] that can be used for testing the hypothesis that mean values,
in this case errors for different scenarios, are not equal at a given level of statistical significance.
The ANOVA procedure relies on the F-test, such that an F statistic is calculated using the ratio of the
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between-group variability (the differences in errors between scenarios, for our case) to the within-group
variability (the error levels within each scenario, in our case). The F statistic is then compared with the
values of the F distribution that would be expected if the null hypothesis was true (the Fcritical value),
and if it is larger, the null hypothesis can be rejected at the given confidence level. This can also be shown
as a statistical p-value from which the significance of the test can also be assessed. The results are usually
shown in a standard ANOVA table, which details the test parameters. Further details and background
information on this test can be found on standard statistical references [54] and the reader is referred to
such texts for a more in depth discussion. An ANOVA test was done on the error values for the different
scenarios to test for statistically significant differences; Table 3 summarizes the ANOVA results and
shows that a very small value (9.68 × 10−6) is obtained for the p-value. Considering a significance level
of 0.01, the corresponding critical value for the F statistic (for between-group and within-group degrees
of freedom of 4 and 20, respectively) would be 4.431, and the F value obtained from the ANOVA test is
14.64, which means that the differences are significant at that level.

Table 3. Standard ANOVA results for the comparison of mean errors from the different scenarios.

Source of
Variation

Sum of
Squares

Degrees of
Freedom

Mean Square
Value F Statistic p-Value

(Probability of F > Fcritical)

Scenarios 1015.99 4 253.997 14.64 9.68 × 10−6

Error 347.05 20 17.353 – –
Total 1363.04 24 – – –

Measurements of displacements perpendicular to the wall were obtained by interpolating the
point clouds into raster datasets (their values being the distance perpendicular to the wall plane)
and subtracting their pixel values, on a pixel-by-pixel basis. Figure 4 shows a 3D mesh plot of the
displacements perpendicular to the wall plane corresponding to scenarios J and L. The left panel
in both cases remained stationary, and this is shown by the near zero displacement (note the zero
displacement along the vertical axis). The right panel shows tilt displacements of up to 0.12 m or
12 cm, in the case of scenario J experiencing deep-seated failure, and −0.06 m or −6 cm, in the case of
scenario L under flexural bending (scale legend indicating deformation change along the surface).
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4. Discussion

Generally, errors were within 1.5 cm for the majority of testing scenarios. Scenarios I, K, and L
present the smallest average or mean error producing more accurate 3D model reconstructions.
Scenario J experienced the greatest error, with a mean value of 21 mm. The variability of the errors
between different scenarios presents striking results. Individual error sources are difficult to pinpoint,
but can be separated into several categories. These errors are small enough for the technique to be
useful in monitoring retaining walls, as wall movements of less than 1 or 2 cm in most cases will not
be critical, but movements of more than a few centimeters would be problematic.

The algorithm used in digital photography software can introduce errors and noise (such as
acquisition or image grain compatibility). For the initial solution of the bundle adjustment,
the algorithm has to match features between different images, and the quality of the matching will
impact the final quality of the point cloud. Further point densification will increase the number
of points, but not the overall accuracy of the point cloud positions. Therefore, the quality and
density of the initial bundle adjustment solution is critical for the overall point cloud accuracy.
Reconstruction errors or modeling noise could have been influenced by the quality of surface features
(or, rather, detection of features) as the model walls may not have contained sufficient texture for the
matching process.

The large number of points obtained from the digital photogrammetry method allows for a very
detailed representation of the three-dimensional geometry of the surface. This certainly presents
an advantage over the sparse point representation obtained from other surveying methods, e.g.,
total station or GPS surveying of only a few points. Small details, especially local deformations certain
sections or features (within the full scale or global movements) of the retaining walls, could easily
be identified and measured with the high density point clouds, but could easily be missed when
only a few points were measured with a total station or GPS. Figure 4 illustrates this, as the full
reconstruction of the retaining wall flexural bending deformation would not be possible from a sparse
set of points.

Finally, the number and precision of control points can also have an impact on the overall quality
of the output dataset. It should be acknowledged that the digital photogrammetry requires a minimum
set of control points to correctly scale the three dimensional point cloud models, setting up such
control points will usually require using high-precision measurement techniques (e.g., total station
surveying, as in our case). Alternatively, the dimensions of known objects could be used to scale
the three dimensional point clouds, if such dimensions are known with enough precision, and are
well-defined in the point cloud.
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Point clouds generated from digital photogrammetry are very similar to LiDAR generated point
clouds, although they may be less precise. The average errors in this study were relatively close to
the errors and even near accuracies found in other studies in which LiDAR laser scanning was used
for geotechnical applications [26,55]. Su et al. [55] mentioned root mean square errors within the
range of 4–19 mm, whereas this study presented a mean error range of 3.3–20.9 mm for the tested
scenarios. Gong et al. [26] noted accuracies below 10 mm, as this study had an average range minimum
value near 10 mm, but also acknowledges the different setups and displacement scales that were
used. Similar results were noted in comparing Oskouie et al.’s [56] results of maximum displacement
errors near 2.4 mm, but encompassed different collection distance and a single panel subjected to
simulated movement.

The relatively simple operation and portability of photographic cameras also make this technique
attractive. Since the photogrammetry-based monitoring requires little or no calibration, other than
acquiring control points, it is easy to apply the technique to retaining walls and similar structures.
Depending on the testing setup, additional calibration modeling procedures can be deployed for the
camera system [35,36,52]. Ultimately, these advantages translate as cost reductions in the geotechnical
asset management process. Furthermore, the quality of point cloud measurements can be improved
with higher-grade DSLR cameras and even change in camera collection distance for more comparability
with other sensing tools.

In this study, the images were collected along a distance parallel to the wall with from a camera
pointed perpendicular to the wall surface. In general, the results of close range photogrammetry can be
improved by using a variety of viewing angles, i.e., a larger number of converging camera poses [48,57].
Having converging camera poses could particularly increase the accuracy in the depth direction
(perpendicular distance to retaining wall). Acquiring photographs from other viewing angles would
also increase the computational load and the imagery storage needs. For instance, acquiring three images
(one oblique forward-looking, one perpendicular, and one oblique backward-looking) at each position
along the retaining wall would increase by a factor of three the processing and file storage needs.
The additional costs of such an extended image acquisition plan would have to be weighed against the
benefits of a higher accuracy. Such alternative viewing geometries are not further explored in this work,
but should be addressed by future work in this field.

For this investigation, image collection was limited to one line of sight distance of 7.62 m. With the
near 1 m baseline and the minimal image position of 10, the images were able to obtain an average of
80% base overlap. Some of the overlap may have been lower around 66% and obtaining more would
produce more information for image matching. Understanding the influence of increasing baseline
image position, altering the camera to object distance, as well as the camera specifications, could provide
improvements for increasing accuracy. It was noted that potential improvement in model accuracy by
increasing the focal length or by decreasing the distance between the object and the camera still needs
investigation. Generally, Pix4D software and the known image setup accuracies were in the range of
several millimeters [58]. A comparison of the software used in this study with an alternative software
was also conducted, the overlap in result accuracies are reported elsewhere to further illustrate the
reliability of photogrammetry processing (Oats et al., manuscript in preparation, 2017).

The results of this study illustrates that digital photogrammetry can be a suitable method to
monitor displacements of retaining walls. This study also presents the ability of photogrammetry
to capture these crucial displacements and changes of the wall, but does not limit the measurement
to allowable displacement before failure, as that would vary for each retaining wall structure,
depending on its design. Moreover, the results presented here are preliminary and more extensive
testing, including an actual field test on real retaining walls, is necessary. These tests should include
high-precision control methods (e.g., total station surveying of control points), varied camera collection
distances, and should cover more extensive time periods, to assess how well the technique can track
multiple changes through time.
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5. Conclusions

Effective assessment methods are critical for the analysis of failure modes of retaining walls.
Photogrammetric principles were employed to create 3D models of the retaining wall model under
different failure conditions. This study investigates photogrammetry’s ability to provide retaining
wall displacement measurements. Comparison of the digital photogrammetry results with total
station measurements show a correspondence of both methods to within 2–3 cm and, in some
cases, as low as a few millimeters. The results were obtained from an experimental setup that
simulates two adjacent retaining wall sections that experience differential movement and wall element
deformation. These results suggest that the method would be adequate to measure spatial changes
and retaining wall displacements over time, but more extensive testing, including experiments on real
retaining walls is necessary to confirm the results. A better characterization of the error sources and
the influence of control point density, distribution, and precision would also clarify the capabilities of
the method.

Photogrammetry would provide output products similar to the point clouds generated from
LiDAR scanners, but the equipment and operation of digital, consumer grade, photographic cameras
is much less expensive compared with LiDAR equipment and operation. The need for precise
ground control points, or some other method of precisely scaling the digital photogrammetric point
clouds, imposes some additional restrictions on the method, but future technological developments,
including real-time kinematic (RTK) GPS integration with the camera [52], may reduce the demands on
such external control points. Our results show the feasibility of digital photogrammetry for monitoring
retaining walls, potentially as part of a wider geotechnical asset system.
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