

  designs-07-00048




designs-07-00048







Designs 2023, 7(2), 48; doi:10.3390/designs7020048




Article



Biomaterials Research-Driven Design Visualized by AI Text-Prompt-Generated Images



Yomna K. Abdallah 1,2[image: Orcid] and Alberto T. Estévez 1,*[image: Orcid]





1



iBAG-UIC Barcelona, Institute for Biodigital Architecture & Genetics, Faculty of Architecture, Universitat Internacional de Catalunya, 08017 Barcelona, Spain






2



Department of Interior Design, Faculty of Applied Arts, Helwan University, Cairo 11111, Egypt









*



Correspondence: estevez@uic.es







Academic Editors: Eric M. Lui, Antonio Concilio and Richard Drevet



Received: 1 February 2023 / Revised: 8 March 2023 / Accepted: 22 March 2023 / Published: 24 March 2023



Abstract

:

AI text-to-image generated images have revolutionized the design process and its rapid development since 2022. Generating various iterations of perfect renders in few seconds by textually expressing the design concept. This high-potential tool has opened wide possibilities for biomaterials research-driven design. That is based on developing biomaterials for multi-scale applications in the design realm and built environment. From furniture to architectural elements to architecture. This approach to the design process has been augmented by the massive capacity of AI text-to-image models to visualize high-fidelity and innovative renders that reflect very detailed physical characteristics of the proposed biomaterials from micro to macro. However, this biomaterials research-driven design approach aided by AI text-to-image models requires criteria for evaluating the role and efficiency of employing AI image generation models in this design process. Furthermore, since biomaterials research-driven design is focused not only on design studies but also the biomaterials engineering research and process, it requires a sufficient method for protecting its novelty and copyrights. Since their emergence in late 2022, AI text-to-image models have been raising alarming ethical concerns about design authorship and designer copyrights. This requires the establishment of a referencing method to protect the copyrights of the designers of these generated renders as well as the copyrights of the authors of their training data referencing by proposing an auxiliary AI model for automatic referencing of these AI-generated images and their training data as well. Thus, the current work assesses the role of AI text-to-image models in the biomaterials research-driven design process and their methodology of operation by analyzing two case studies of biomaterials research-driven design projects performed by the authors aided by AI text-to-image models. Based on the results of this analysis, design criteria will be presented for a fair practice of AI-aided biomaterials research-driven process.
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1. Introduction


To judge the role of creativity in the design process between humans and artificial intelligence, which is recently starting to grab the attention of designers, programmers, and theoreticians, as is reported in a limited number of recent studies [1], the current study focuses on a more complex design process that is derived from research on biomaterials. It involves a more scientific question of the composition, scale, and physical characteristics of the material and the dual relationship, compatibility, and fractal dimension between material and form both represented by AI-generated images. This is intended because the AI text-prompt-generated images have excelled in photorealistic material rendering, thus emphasizing the crucial role of creativity in biomaterials research-driven design as a problem-solving approach to achieve sustainability in furniture and architectural design, which is the highest-impact marker that will judge the futural relation between humans and AI in the design realm, whether it will be competition or complementation. This concept of biomaterials research-driven design was proposed earlier by the authors of the book AI to Matter Reality [2], where various biomaterials research projects shaped design projects that employed AI text-to-image models and classification models in the form-finding, rendering, and visualization phases of the design process. Furthermore, AI machine learning models were also upscaled in their application in bioengineered materials, especially in the regenerative medical biomaterials research field as reported in [3] and in biomolecular materials as reported in [4]. However, due to the particular situation of biomaterials research-driven design as an emerging design process with more focus on architectural and furniture design applications, as well as the novelty of the proposed concept of employing AI text-to-image models for biomaterials combination, prediction, and visualization, this complex design process requires study, analysis, evaluation, and criteria. Thus, the current study will exhibit an introduction to the AI text-to-image models and their operational methodology including the categorization and identification of the employed deep learning models, neural networks, training methods, and data mining, focusing on training data sources and their copyright status that requires accurate referencing. Then, a comparison between the latest and most popular examples of the text-to-image models (Stable Diffusion, DALL-E, and Midjourney) will be presented to compare their role in the design process and how it will define the authorship and copyright of the AI-generated designs. Consequently, two case studies of biomaterials research-driven design by the authors will be exhibited, explained, and analyzed using SWOT analyses to identify the role of AI text-to-image generated images in this specific category of the design process with an emphasis on evaluating the AI’s contribution to design creativity. Design criteria will be determined from the results of the analysis of these two case studies, and an auxiliary AI model will be proposed for automatic referencing generation to be embedded in the current AI text-to-image models to protect the copyrights of designers of the AI-generated images as well as the training datasets referenced.




2. AI Text-Prompt-Generated Images: The Models, the Operation, the In-Design Practice, and Authorship Debate


2.1. Text-to-Image AI Models and Architecture


The AI text-to-image is a machine learning (ML) model that uses a natural language (NL) described as an input and produces an image based on processing the provided description. It emerged from the upgrading of deep neural networks (DNNs). The NL model typically converts text into a latent illustration, while a generative model generates an image based on that illustration. These models have been trained on immense sums of image and text data from the web [5]. Originally, a generative model (e.g., a generative adversarial network (GAN)) can generate instances of output variables not related to probability distributions concluded from probable samples of input variables. GANs, given a training set, operate by opposing two neural networks in the form of a zero-sum game [6]. Typically, the generative network learns to plot from a latent space to a data distribution of interest, while the discriminator differentiates candidates created by the generator from the true data distribution. The training objective of the generative network is to deceive the discriminator network by generating new candidates that the discriminator thinks are not synthesized [6,7]. Autonomous backpropagation processes are applied to both networks so that the generator generates better samples, while the discriminator becomes more experienced in recognizing synthetic samples. This implies an increase in the scale of the neural networks accompanied by an increase in the scale of the training data. The latent variables produced by GANs as images are usually used for design purposes such as architecture and product design, as well as rebuilding 3D models of objects from images [8] and creating novel objects as 3D point clouds [9].



GANs do not openly model the likelihood function, nor do they offer a method for locating the latent variable related to a given sample [6]. This shadows the relation between the fed samples (images) and the results (latent variables), which plays a crucial role in judging the authenticity of the results produced by GANs, as well as hindering the possible monitoring of the GAN learning performance, unlike some generative models such as a flow-based generative model that traces the likelihood ratio between the reference distribution and the generator distribution.



The main principle of how text-to-image models work stems from the GAN coupling of the generator as a decoder mapping from a latent space to the image space, and the coder that generates a code of every latent vector for an image. This developed the autoencoder as an auxiliary network that performs encoding [10]. Similarly, variational autoencoders (VAEs) are unsupervised models that learn a probabilistic latent representation of their inputs, consisting of an encoder and a decoder as GANs, mainly to map high-dimensional data into a low-dimensional space and then reconstruct them back into the high-dimensional space.



The text-to-image models involve using various architectures with a text-encoding phase performed by a recurrent neural network (RNN) allowing output from some nodes to affect subsequent input to the same nodes [11,12] as a long short-term memory (LSTM) network that has feedback connections, and they process an entire sequence of data (e.g., speech or video). Typically, an LSTM unit includes a cell, an input gate, an output gate, and a forget gate [13]. The cell recalls values over random time intervals, and the three gates regulate the flow of information into and out of the cell, qualifying the LSTM networks for classification, processing, and predictions based on time-series data.



Recently, more popular AI text-encoding models have emerged, such as the transformer models. These are deep learning models that adopt the self-attention mechanism, differentially weighting the significance of each part of the input data, making them more useful for natural language processing (NLP). Like RNNs [14], transformers process sequential input data. However, they process the entire input all at once as they do not have a recurrent structure. The attention mechanism provides context for any position in the input sequence. This allows for more parallelization than RNNs and therefore reduces training times [15]. The transformer model translates the input text into tokens by a byte pair-encoding tokenizer, converting each token via a word embedded into a vector. Through employing an encoder–decoder architecture, the encoder with its layers processes the input iteratively one layer after another, while the decoder with its layers acts the same way on the encoder’s output. The encoder layer mainly focuses on programming which parts of the inputs are relevant to each other, while each decoder layer does the opposite, taking all the encodings and applying their integrated contextual information to generate an output sequence. Both the encoder and decoder layers have a feed-forward neural network for additional processing of the outputs [16].



Despite the popularity of conventional GANs for the image generation step, diffusion models are becoming more popular recently. Based on the same principle of training a model to generate low-resolution images and using one or more auxiliary deep learning models to upscale it, filling in finer details, diffusion models are a class of latent variable models that are a category of generative models. They are statistical models that relate a set of observable variables to a set of latent variables. The diffusion models’ goal is to learn the latent structure of a dataset by modeling the way in which data points diffuse through the latent space [17] through their variational inference training [18]. This qualifies them to be applied in image denoising, inpainting, super-resolution, and image generation [19].



Advances in both machine learning algorithms and computer hardware have led to more efficient methods for training GANs and diffusion models containing many layers of nonlinear hidden units and a very large output layer [20], especially after the advancement of graphic processing units (GPUs) in 2019, which had replaced CPUs with clouds as the dominant method of training large-scale AI models [21].




2.2. Data Mining


Typically, text-to-image models necessitate a high quantity of consistent data for the models to execute precise predictions as they are trained on large web-based datasets of text and image pairs. The larger the dataset is, the more difficult it is to train high-quality text-to-image models.



For training a machine learning model, a large and representative sample of data is collected and annotated. The training dataset varies as a corpus of text, a collection of images, and data collected from individuals. Usually, the training data consist of a set of training examples, each of which has one or more inputs, and are represented by a feature vector, while the training data are represented by a matrix. In the supervised learning ML model, the iterative optimization of an objective function contributes to the AI model learning a function that can be used to predict the output related to the new inputs [22], where the optimal function will enable the model to determine the output for inputs that were not a part of the training data [23]. In this case, the programmer in collaboration with the designer has more control over the obtained results. However, the creativity of the results and the possibility to use such models as form-finding methods in the design process is less. Nevertheless, this is not the case in the text-to-image models that employ unsupervised learning methods with more vagueness about the data sources and collection process, questioning the source and referencing of the data, the selection criteria, and the annotation accuracy. These parameters contribute to copyright violation problems, as well as possible bias or limitation in the annotation process of these data. For example, in the case of Midjourney, a text-prompt image generator, the training data are collected from the web; hence, the question here is whether these data are copyright-free. If they are copyright-protected content, the question is whether they are referenced properly. This is obviously not the case lacking any embedded referencing generator to properly reference the training data that contribute to the generation of the latent variables.



Since the text-to-image models are unsupervised machine learning methods, where the training data will be extensively processed to extract their mathematical and logical patterns to produce new results, some would argue that it is not mandatory to reference the training data for copyright protection. However, the data mining conducted by the model may fail to efficiently produce new and original results. In supervised ML models, the optimum performance occurs when the complexity of the hypothesis and the complexity of the function underlying the data are matching. However, sometimes underfitting or overfitting might occur in both supervised and unsupervised ML models. Usually, underfitting happens when the model cannot sufficiently capture the inherent structure of the data (e.g., giving results that have nothing to do with the used text), while overfitting of the data occurs when the hypothesis (condition) is too complex [24]. Overfitting is the generation of an analysis that closely resembles or exactly matches a particular set of data, hence failing to predict or produce future observations consistently [25], as the model begins to memorize training data rather than learning to generalize from their structure. The model’s number of parameters, data, compatibility with the data shape, and the magnitude of model error compared to the expected level of noise in the data are all important parameters that contribute to the overfitting problem. As it is described by Occam’s razor that any certain complicated function is a priori less probable than any given simple function, if there was not a significant improvement in training-data fitting to compensate for the complexity increase, then the new complex function “overfits” the data. The complex overfitted function will probably operate worse than the simpler function on validation data outside the training dataset [26,27]. While overfitting is more likely to occur in supervised learning models than in unsupervised ones such as the text-to-image model, overfitting is still likely to happen when the learning time interval is too long or when training examples are rare, causing the learner model to adjust to very specific random features of the training data. In this process of overfitting, the performance on the training examples still increases while the performance on unseen data becomes worse. This implies that overfitting can still occur in unsupervised models. From a design process point of view, overfitting can be considered a two-faceted problem, since the model fails to produce new original results and it increases the margins of copyright violation of the used training data, especially for web-based datasets.



Contributing to the copyright violation and authorship debate, other problems emerging from the integration of AI-generated images in the design process will be analyzed and evaluated to decide on the role of AI text-to-image models in the creativity and authorship of the design process in biomaterials research-driven design. Thus, a brief introduction to Midjourney, one of the most popular AI text-to-image models, will be presented in comparison with other existing models such as Stable Diffusion and DALL-E, followed by two case studies of biomaterials research-driven design projects that have employed the Midjourney model in the design process. Finally, design criteria for AI-aided design in biomaterials research-driven design process will be proposed for a fair practice integrating these models in the design process, as well as proposed solutions for the copyright violation problems and further recommendations for the actual integration of AI in the design process further than being just a sketching or brainstorming tool.




2.3. AI Text-to-Image Model Comparison and Copyright Debate


Text-to-image models were utilized to generate images for digital art and design from text. Stable Diffusion is one of these models released in 2022 [28]. Typically, it uses a latent diffusion model (LDM) [29] operated on consumer hardware with GPUs of a minimum of 8 GB VRAM, unlike Midjourney and DALL-E, which are cloud-based [30].



Particularly, the Stable Diffusion model includes the variational autoencoder (VAE), U-Net, and an optional text encoder. The VAE as described previously compresses the image from pixel space to a lower-dimensional latent space, where Gaussian noise is iteratively applied to the compressed latent illustration during forward diffusion [29]. The U-Net denoises the output from forward diffusion backward to obtain latent representation via a cross-attention mechanism [31]. Finally, the VAE generates the final image by converting the representation back into pixel space. For training on text, the fixed, pre-trained CLIP (Contrastive Language–Image Pre-training) ViT-L/14 text encoder is used to convert text prompts to an embedding space [32].



The training data used for Stable Diffusion as images and captions were taken from a freely accessible dataset scraped from the web, including 5 billion image–text pairs classified based on language, filtered into separate datasets by resolution, and predicted for containing a watermark, as well as for their aesthetics [33]. These data are composed of 12 million images with 47% coming from 100 different domains, such as Pinterest (8.5%), followed by websites such as WordPress, Blogspot, Flickr, and Wikimedia Commons [34].



Similarly, DALL-E is another text-to-image model that utilizes a diffusion model conditioned on CLIP [35], trained on 400 million pairs of images with text captions scraped from the web as well.



While Midjourney was released in July 2022 [36], details on its AI text-prompt image generator model were not released. Its training data were scraped from the web as well. This implies that these data are less likely to be copyright-free.



Midjourney has been more successful in creating more photorealistic and visually appealing images with higher resolution than the images generated by its competitors. Stable Diffusion suffers from degradation problems with the results, caused mainly by the possible mismatch of training data image resolutions and higher resolutions that users might try to obtain [37], as well as the need for larger VRAMs for the consumer devices to run the model if a higher quality image were used for training the model [38].



All three models enable generating new images in multiple styles and from various viewpoints. Particularly, DALL-E and Stable Diffusion can rearrange objects in images [35] and can correctly place design elements in novel compositions without explicit instruction [32,39]. Additionally, they enable the use of prompts to partially alter existing images via inpainting and outpointing.



Stable Diffusion allows the designer to have more control over the results through various option parameters covering sampling types, output image dimensions, seed values, and the scale value of the classifier-free guidance that adjusts how closely the output image obeys the prompt. Furthermore, it enables users to adjust the number of inference steps for the sampler [37]. It also allows selective emphasis over the text prompt by front-end operations, by using emphasis markers as enclosing text-prompt keywords within brackets. All three models enable image modification on an already existing image that was AI-generated by providing a new text prompt for modifying it [32].



Despite these merits of Stable Diffusion, Midjourney has recently been the most popular text-to-image model in the design realm, especially in architecture and furniture design, while animation and digital art have been dominated by DALL-E. Furthermore, the results of Midjourney found their way to invade the intrinsic phases of the design process as a form-finding process as emphasized by its founder that the designers use Midjourney for rapid prototyping of design and artistic concepts [40]. Therefore, the copyright protection of the designers’ concepts is an alarming ethical concern, particularly for the training datasets that contain copyrighted designs and artworks without proper referencing, as well as for protecting the copyright of the AI-generated results. In this regard, some Midjourney users have accused its developers of devaluing original creative work [41]. Similarly, Stable Diffusion faced similar reactions related to authorship and copyright violation after providing its users with complete freedom to use any resulting images from the model [42].



Despite the arguments that advocate that visual styles and compositions are not subject to copyright, some graphical design entities were successful in protecting their copyrights and intellectual property on recognizable brand logos, which cancels these arguments. If a simple abstract graphic design such as a logo is copyrighted, then, logically, any other design is equally deserving to be copyrighted as well, especially in the architecture, furniture, and fashion design realm, where the design is not only a visual composition concept for visual information but includes interconnected and multi-disciplinary aspects such as functionality, social issues, sustainability, materiality, technology, and production. Thus, the harmful impact of copyright violation on the human designer in this case will be fatal, not only by violating the equal opportunity fairness principle but also by establishing unfair design practices where original and authentic designers might gradually lose commercial viability against AI-based competitors [43,44]. Furthermore, online communities and platforms for sharing, trading, and/or collaborating on prompts for generating AI-generated images [45,46], as well as social media, have worsened the problem through the rapid sharing of the results that might be very similar to other already existing design projects that are still under development or for which the designers do not have high exposure in media. This forces the original designers to expose their design projects in the early stages while trying to protect their own copyrights of their novel ideas and designs.



Consequently, some metrics were developed to evaluate AI-generated images according to style diversity to prove the capacity of the AI model to produce new designs or art images [47]. Inception score (IS) is a common algorithmic metric for image diversity, based on the distribution of labels predicted by a pre-trained image classification model. Similarly, the related Fréchet inception distance compares the distribution of generated images and real training images according to features extracted by one of the final layers of a pre-trained image classification model.



Nevertheless, the copyright debate is an inherited issue in machine learning models. Tom M. Mitchell defines the ML learning process as follows: “A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P if its performance improves with experience E.” [23]. However, this definition is only focused on the operational aspect rather than identifying the capacity for creative thinking in comparison to human creativity. Breaking down Alan Turing’s question of “Can machines think?” to the question “Can machines do what we (as thinking entities) can do?” [48]. The answer is “not yet”, since our cognitive abilities as humans are based on interconnected networks of various signals, receptors, processing, and experiences with an infinite amount of data related to each of them. Furthermore, even modern-day machine learning has only two objectives: to classify data based on models developed by humans and to predict future outcomes based on these models. This seems more like a linear abstract process in comparison to the cognition of a human.



Despite these issues, many design and artistic entities have proposed AI art as enabling “new forms of artistic expression” [49] and as an “augmentation of human capability” [30] in fields of fast prototyping, generating inspirations, and generating textures and 3D objects. This will be judged in the following sections, which analyze and compare the roles of human and AI capacities of creativity in the biomaterials research-driven design process.





3. Materials and Methods: The Role of AI Text-to-Image Models in Biomaterials Research-Driven Design Process


In this section, the role of AI text-to-image models in biomaterials research-driven design will be analyzed and evaluated using two case studies of biomaterials research-driven design aided by AI-generated images developed by the authors earlier as biomaterials research projects. The case studies will be analyzed by SWOT analysis to identify the strengths, weaknesses, opportunities, and threats of the AI text-to-image model at each phase of the design process in the category of biomaterials research-driven design to analyze a deeper role of these models as generative form-finding tools in the design process, especially focusing on material research-driven design, emphasizing their strong role in rendering biomaterial physical properties and composition. The form-finding approach applying AI text-to-image models is an intended comparative criterion for the comparison between the form generated by the authors using Rhinoceros 3d + Grasshopper and plugins for generative algorithms following biomathematical modeling process and the forms generated by the AI text-to-image models to identify the role of human creativity that cannot be replaced by AI. Especially in developing design concepts as a problem-solving approach from interdisciplinary fields to achieve sustainability. This analysis will also tackle the problem of authorship and copyright of design regarding the use of these AI models in this design process, proving authorship and copyright of design concepts fed to the AI text-to-image models. The results of these case studies will inform the AI-aided design criteria in the biomaterials research-driven design process proposed to guarantee a fair practice using these text-to-image models with respect to human authorship.



3.1. Case Study 1: The Bone Tissue Chair Set


This research project started in 2019 at the Institute for Biodigital Architecture and Genetics and then was extended in 2021-2022 in collaboration with the Max Planck Institute of Colloids and Interfaces, Department of Biomaterial, Development of Mineralized Skeletal Materials research group, with the main objective of developing a bioactive self-biomineralized material from osteosarcoma cells, for augmented capacity of autonomous proliferation, differentiation, and increased spatial expansion and mineralization (solidification) over time [50]. The research questions the role of biomathematical-generated geometry in boosting the biomineralization process of the bioengineered material that is prepared from the minimum basic constituents. This material was first developed as a bioink that embeds the osteosarcoma cells in GELMA (gelatin methacrylate) hydrogel and uses direct extrusion 3D bioprinting for printing differential growth patterns to test how these patterns will affect the viability of bone cells and enable them to proliferate and biomineralize over time [50]. The new research phase explores the formal aspects of the developed material, questioning what biocompatible 3D geometry would be supportive of this bioactive material functionality and morphogenesis. The authors have decided to employ advanced bioimaging and microscopy techniques on multiple scales from nano to macro to provide high-end characterization and identification of the ovine bone tissue as a reference (thanks to its similarity to human bones) with its 12 levels of hierarchical structural motifs from fibril to cancellous bone. The project is conducted using focused ion beam scanning electron microscopy (FIB-SEM) and micro-CT (µCT) [51,52,53]. The project further employed biomathematical modeling using an AI-aided algorithm in Python for the augmentation and assembly of the generated microscopy images and 3D models to reconstruct high-resolution 3D models that can be 3D bioprinted using the developed bioink. These high-definition 3D models of the biomimetic hierarchical structural motifs of bone tissue are supposed to boost the phase shifting of the bioink by facilitating its biomineralization process after printing by providing the optimum interstitial spaces for medium circulation and interactions.



Interestingly, AI-ML models were already informed about various bone tissue hierarchical structural motifs and their morphological characteristics, as well as the ML models’ recognition of the previously learned bone tissue histology and cell types from previous literature in bone tissue bioengineering and high-end characterization microscopy that utilized AI-ML models to reconstruct their images [52,54]. Furthermore, in this research case, the biomathematical modeling is only applied as an accentuating and augmenting tool, not as a form-finder tool which makes the higher dependence on biomimicking the natural models of ovine bone tissue that have been studied microscopically and their morphological characteristics are more available due to the vitality of this research topic in regenerative medicine and bioengineering fields with high-impact published studies in scientific journals and editorials with profound databases ( such as Nature, Science, and NCBI.



The authors have previously employed Rhinoceros 3d and Grasshopper + Kangaroo and other plugins to develop a complex biomathematical model combining a differential growth + reaction–diffusion + solidification model algorithm for simulating the chronological development in the morphology of the proposed bioactive self-biomineralized material while mineralizing from the gel state to the solidified state, as well as differential growth 3D patterns within the volume of a 5 cm Petri dish. However, the furniture or architectural design scale was a more advanced stage that the designers wanted to visualize using AI text-prompt-generated images. The diagram in Figure 1 exhibits a comparison of the biomaterials research-driven design process between complex biomathematical modeling conducted by the authors and the AI text-prompt-generated images in terms of the form-finding process and physical characteristic representation of the biomaterial as the main subject in this study. Figure 1 shows that AI-generated images have achieved high-resolution renders that can be considered as the form-finding step as well as the end step in the design process as renders that accurately express the diversity of the bone tissue hierarchical structural motifs in its spongey (cancellous) tissue, its dense (cortical) bone tissue, and its mineralized muscle bone tissue. Furthermore, the AI text-to-image model achieved complex results that include both cancellous and cortical bone or cortical and minimalized muscle tissue. The AI text-prompt-generated images have exhibited success in learning to synthesize from the text prompt (bone tissue + chair, brick, façade, or pavilion) combining the learned mathematical patterns and logics from the two distinct fields of anatomy/histology and furniture design, as exhibited in Figure 2. This proves the complex cognitive capacity of the model to understand and discover patterns in both datasets (chairs and bone) and synthesize them into new knowledge, as well as representing the material’s detailed histological scale through learning to identify osteocytes which are the bone decomposers and osteoblasts which are the bone builders only by using the word prompt “osteo cells”, as exhibited in Figure 1. On the other hand, the AI-generated images (Figure 1 and Figure 2) might relate to the design style of H. R. Giger of biomorphic surrealism and exaggeration as well as Gaudi and Calatrava’s design style when compared to the biolearning process that the authors conducted by employing complex biomathematical modeling to develop the chronological biomineralization simulation of the engineered material from the bioink gel phase to the biomineralized material phase. This biolearning process performed by the authors, especially in the research’s early stages, focused on the abstract structural morphology of the biomineralization process exhibited more as cancellous bone tissue and more in a regular pattern than a biomimicry pattern that exhibits the real heterogeneous distribution of mineralization in bone tissue, mainly to test the differential growth pattern effect on osteosarcoma cell viability, not to visualize the final design product as furniture, bricks, etc. Thus, the main objective focused on the material itself and its morphological development via biomineralization. However, in the current phase, in which the research is focused on achieving biomimetic 3D models of hierarchical bone structural motifs informed by advanced microscopy, the AI-generated images seem to be closer to achieving a creative result of visualizing full design product models that are informed by the rich literature of bone tissue microscopical studies and reconstruction 3D modeling AI tools as well. While the biolearning design process developed by the authors is still in its infancy, it is starting to employ advanced microscopy techniques such as µCT and FIB-SEM to detect multi-scale hierarchical bone structural motifs from nano to macro.



The current study conducted a SWOT analysis of integrating AI-generated images in the biomaterials research-driven design process for the case study of the bone chair, as exhibited in Table 1. Figure 3 exhibits the statistical quantitative analysis of weighing the strengths and opportunities in comparison to the weaknesses and threats of employing AI text-to-image models in the biomaterials research-driven design case study 1: bone tissue furniture and architecture. It also exhibits the statistical estimation of the effect of AI text-to-image model integration in the design process and in the biomaterials research field, separately. The AI text-to-image model Midjourney achieved success as a form-finding step, as well as highly realistic renders, in addition to its compatibility with the biomimetic design approach and good understanding, classification, and synthesis of the training data from various distinct disciplines into new knowledge, avoiding overfitting or underfitting problems, achieving flexibility in multi-scale understanding and representation as well as the flexibility of the text prompt to be combined with other new keywords. However, the spotted weaknesses of the current practice of AI text-to-image integration in the design process outweigh the points of strength, mainly due to the complexity of results without an accessible and accurate method of converting these 2D images into 3D models, as well as the copyright and authorship violation problems of the training data sources and the AI-generated images caused by the lack of an automatic referencing generator to provide the references with their probability of contribution to every AI-generated-image. However, each of these problems opens an opportunity for further research to develop 2D-to-3D model conversion (e.g., through a point cloud) and to design an AI automatic referencing generator model of the produced AI images from their training data.



From Figure 3a, it can be concluded that in the integration of AI text-to-image models in this specific case of biomaterials research-driven design case study 1, the integration of AI text-to-image models has achieved approximately balanced performance where its strengths (33%) are slightly outweighing its weaknesses (30%). Similarly, it has achieved nearly equal opportunities and threats in this case study. However, when it comes to the quantitative–qualitative analysis of the impact of the integration of AI text-to-image models on each discipline separately as exhibited in Figure 3b, it achieved a higher positive impact on each discipline (design and biomaterials research). Its advantages outweigh its disadvantages in the design process by a 2.25:1 ratio. As for its impact on the biomaterials research field, its advantages outweigh its disadvantages by a 4:1 ratio. This proves that AI text-to-image models were very useful in the integration of this case study.




3.2. Case Study 2: The Barcelona Pearl Cloud Furniture Set


This project was developed as an entry for the Biennale of Sharjah, UAE 2022, and later presented at the 5th International Scientific Conference on Biomaterials and Nanomaterials [55]. As well as The Biomaterials World Forum in March 2022 [56]. The Barcelona pearl cloud furniture design project emerged from biomaterials research to develop iridescent material with similar physical characteristics to natural pearls but generated from seashell-based biocomposite material. Focusing on materials’ sustainability by recycling seashells from food waste and converting them into valuable products such as furniture, the project challenged the digital and robotic fabrication methods and tools due to the complex interwoven lattice-based forms, as well as challenging the fine-tuning capacity while scaling up the biocomposite material rheological properties in both phases of the project. The first phase of the project focused on synthesizing seashell-based biocomposite material with similar physical properties to natural pearls, while the second phase proposed customized pearl farming to produce large-size pearls to be assembled on the chair structure.



The pearl cloud chair form was generated following a form-finding process employing a biomathematical model abstracting the physical–chemical reaction of the natural pearl formation inside the oyster. The process begins with a foreign substance gliding into the oyster between the mantle and the shell, which irritates the mantle, as the mantle is responsible for producing the oyster’s shell, creating nacre that lines the inside of the shell. The oyster’s natural reaction is to cover that irritant with layers of the same nacre substance to protect itself, eventually forming a pearl [57]. This reaction was biomathematically modeled through a reaction–diffusion algorithm in the 3D space abstracting the diffusion of the chemical reaction causing the covering up of the foreign body with nacre layers inside the oyster’s shell 3D space. This created positive and negative attractor domains resulting from the diffusion domains (distribution) of the nacre chemical substance. Later, the positive domains were translated into polylines that resulted in the intricately interwoven lattice form of the Barcelona pearl cloud chair set. This case study is different from the previous one since the objective is not biomimetic forms but more complex biomathematical biobehavioral forms. However, the current case study employed form-finding methodology in comparing the human-generated design and the AI text-to-image generated renders as well, since form making would imply using the image modification method as an image-to-image model, which is not the case in the current research. Furthermore, comparing the creative cognitive capacities between a human design and an AI image generator can only be accomplished by comparing their form-finding results using the same keywords of the design concept (text prompt) to prove that AI cannot replace the human designer. In the current case study, AI produced high-resolution photorealistic renders of the iridescent nacre of the pearls in various ways. However, it failed to capture the histological details of the pearls’ material composition, as exhibited in Figure 4. The used prompt “mantle cells of pearl” did not represent the microscopic-level details of pearls sufficiently (like the SEM images exhibited in [58]. Furthermore, the AI-generated images using the prompts “pearl cloud chair” and “pearl seashell chair” failed to achieve relevance to the key formal features of the biomathematical biobehavioral model that was developed by the authors. There is a probability of 10–30% relevance only considering that the pearl cloud furniture design idea is based on the assembly of multiple pearls together to form continuous lattices, paths, or surfaces (Figure 4).



In this case study, despite the many iterations that the authors performed by multiple crossovers and scale-ups of the latent variables, the AI image generator failed to create distinct categories of the formal logic from the used text prompts (Figure 5), due to the novelty of the design concept and its exaggeration in proposing the usage of a precious and high-value material such as pearls for furniture design. This is unlike the previous case study of bone chairs that were already tackled by some artistic, heritage, and vernacular styles that used bones of animals in furniture design, for example, African indigenous tribes, surrealist artists and designers such as Giger, and even biomorphic designers. Furthermore, the current case does not intend to focus on the microscopic and fractal level of the natural pearl composition that provides a larger niche for formal manipulation and variation based on the recognition of a mathematical pattern by the AI image generator model as was the case of the bone tissue chairs, but to provide a tessellation or assembly method of these pearls following a complex biobehavioral, biomathematical logic of 3D reaction–diffusion in space. The target was the outer appearance, not the microscopic-level study, unlike the previous case study of bone chairs. Thus, in the current case, the AI image generator failed to coincide with the designers’ vision or tackle the complex form-finding methods that were applied by them. Some would argue that the text prompt used was not exactly reflecting the intentions of the designer of the biobehavioral logic of pearl formation; however, this is an invalid argument for two reasons: (1) For a fair comparison between AI and human cognitive capacities and imagination, the objective function must be as abstract as possible, and the search and approach domain must be freed, so if the used prompt was a keyword that initiated the design concept for the human designer, why could it not indicate the same cognitive capacities for AI? This reveals the significant difference in the cognitive complexity levels between humans and AI. (2) Using complex multi-word text prompts complicates the hypothesis for the text-to-image model, probably causing underfitting or overfitting of results. This was the case when the authors used reaction–diffusion pearl formation as a prompt.



Furthermore, when the authors used Midjourney, which allows for the free circulation and reuse of prompts that describe the authentic design concept in an open access fashion, the design concept and its prompts were exposed to other users that were copying the concept and sharing it, resulting in the copyright violation of the original design concept. Table 2 exhibits the analysis of these weaknesses and strengths of the AI image generator integration in the design case. Figure 6 exhibits a quantitative analysis weighing the strengths and opportunities in comparison to the weaknesses and threats of employing AI text-to-image models in the biomaterials research-driven design case study 2: the pearl cloud chair seashell-based biocomposite material from food waste. It also exhibits the statistical estimation of the AI text-to-image model integration in the design process and in the biomaterials research field in this case as well.



From Figure 6a, it can be concluded that in the integration of AI text-to-image models in this specific case of biomaterials research-driven design case study 2, the weaknesses (48%) drastically outweigh the strengths and opportunities together (33%). This proves that the integration of AI text-to-image models in this design case study was not successful. On the other hand, the quantitative–qualitative analysis of the impact of AI text-to-image models on each discipline separately exhibits that the advantages outweigh the impact of the disadvantages in the biomaterials research field by the ratio of 2:1. AI text-to-image models achieve slightly more advantages than disadvantages in the design process by the ratio of 4:3, as exhibited in Figure 6b. However, a sufficient performance of AI text-to-image models is not provided in this design case study.





4. Results: AI-Aided Design Criteria for Biomaterials Research-Driven Design Process


From the previous analysis of the two different cases of the biomaterials research-driven design, one being a biomimetic approach and the other being biolearning, it can be said that the AI text-to-image models’ role in the biomaterials research-driven design process has been limited to the brainstorming, form-finding, rendering, and visualization phases in the design process. Thus far, these AI models have not contributed deeply to the design’s technical drawings, simulation, optimization, and fabrication aspects. The following figure (Figure 7) exhibits a diagram of the AI text-to-image models’ role in the biomaterials research-driven design process in its various phases.



Thus, the authors have designed design criteria for the AI-aided biomaterials research-driven design process and presented them in the Table 3 below.



Conclusions and Authorship Decision


To analyze the possible integration of AI-generated images in the design process based on biomaterials research and to judge the authorship and copyright debate, from the exhibited two case studies of biomaterials research-driven design (the bone tissue chair set and the Barcelona pearl cloud chair set), it is demonstrated that the researcher/designer is the author of the AI-generated images, and that they can be more useful as rendering tools than as form-finding tools in case of advanced design with biomathematical complexity in modeling. AI-generated images depend on the designer’s background, experience, imagination, complexity, and creativity through the feeding of the AI-ML models with the designer’s concepts and ideas. The novelty of a research or design idea is what identifies its originality and copyrights, not the technicality of visualizing this idea. On the other hand, the current practice of AI-generated images depends on the previous state of the art and literature in various fields of science and design, especially high-end visual characterization techniques such as advanced microscopy techniques (e.g., FIB-SEM and µCT) that increase the training data accuracy and validity. However, the lack of an accurate embedded automatic referencing generator system contributes to the copyright violation of these data sources. Thus, the authors proposed possible methods for an ARG auxiliary model, while recommending further integration of the AI text-to-image tools in the design process through the conversion of 2D images to 3D objects via point clouds and 3D CNNs.
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Figure 1. The bone chair biomineralization research project: Comparison of the biomaterials research-driven design process between biolearning biomathematical modeling by the authors and the biomimetic approach using AI text-prompt-generated images. 






Figure 1. The bone chair biomineralization research project: Comparison of the biomaterials research-driven design process between biolearning biomathematical modeling by the authors and the biomimetic approach using AI text-prompt-generated images.



[image: Designs 07 00048 g001]







[image: Designs 07 00048 g002 550] 





Figure 2. The bone chair biomineralization research project: AI text-prompt-generated latent variables of bone tissue chair variations between cancellous, cortical, and mineralized muscle tissue). It exhibits success in learning the data patterns from two distinct disciplines (histology/anatomy and furniture design) due to the sufficient training data obtained from the previous literature, especially in high-end characterization advanced microscopy studies of bone tissue hierarchical structural motifs. 






Figure 2. The bone chair biomineralization research project: AI text-prompt-generated latent variables of bone tissue chair variations between cancellous, cortical, and mineralized muscle tissue). It exhibits success in learning the data patterns from two distinct disciplines (histology/anatomy and furniture design) due to the sufficient training data obtained from the previous literature, especially in high-end characterization advanced microscopy studies of bone tissue hierarchical structural motifs.



[image: Designs 07 00048 g002]







[image: Designs 07 00048 g003 550] 





Figure 3. The bone chair biomineralization research project: statistical analysis of the SWOT analysis of the role of AI text-to-image model integration in the biomaterials research-driven design process. (a) Statistical estimation of weights of strengths, weaknesses, opportunities, and threats from the SWOT analysis. (b) Statistical estimation of the impact of AI text-to-image models on the design process and the biomaterials research field. 
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Figure 4. The pearl cloud chair seashell-based biocomposite material from food waste: comparison of the biomaterials research-driven design process between biolearning biomathematical modeling by the authors and the form-finding process using AI text-prompt-generated images. 
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Figure 5. The pearl cloud chair seashell-based biocomposite material from food waste: the limited formal categories of latent variables generated by the AI image generator Midjourney. 
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Figure 6. The pearl cloud chair seashell-based biocomposite material from food waste: statistical analysis of the SWOT analysis of the role of AI text-to-image model integration in the biomaterials research-driven design process. (a) Statistical estimation of weights of strengths, weaknesses, opportunities, and threats from the SWOT analysis. (b) Statistical estimation of the impact of AI text-to-image models on the design process and the biomaterials research field. 
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Figure 7. The role of AI text-to-image models in the biomaterials research-driven design process. 
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Table 1. The bone chair biomineralization research project: SWOT analysis of integrating AI text-to-image model Midjourney in the biomaterials research-driven design process.
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SWOT Analysis of the AI-Text-to-Image Models Role in the Biomaterials Research Driven Design Case 1: Bone Tissue Architecture/Furniture Set.




	
Evaluation

	
Analysis

	
Role in Design Process

	
Role in Biomaterials Research






	
Strength Points

	

	
A form-finding tool through AI capacity of classifying data, identifying them, and extracting their mathematical patterns as well as synthesizing them into new knowledge.



	
Useful for form-finding in biomimetic formal design, since the machine learning process is conducted on clearer correspondence between the training data and the results. Avoiding overfitting or non-fitting results problems.



	
High-resolution photorealistic rendering tool of the design proposals.



	
Successful multi-scale detailed material representation of physical and morphological characteristics (Cell- Tissue- Product).



	
Similarity between the AI-generated Images of material details with the renders resulting from the biomathematical complex modelling process by authors.



	
Successful crossover of training data from different disciplines (Anatomy/Histology: Medicine and Furniture Design).



	
Rapid results in design and proof of concept visualization in biomaterials research-driven design.



	
Flexible text prompt employing various combinations with the same text prompt: Bone tissue+ Chair, Brick, Pavilion, etc.



	
Variety of latent variables (results) using the same text prompt: Bone Tissue Chair, representing accurately various hierarchical structural motifs of bone tissue (Cancellous, Cortical, and Mineralized Muscles Tissue).






	

	-

	
Rapid sketching and brainstorming phase.




	-

	
Form finding tool in design form generation phase.




	-

	
Bottom-up Biomimetic design form generation phase.




	-

	
Rendering, visualization and presentation phase.




	-

	
Complex form generation capacity based on biomathematical modelling logic.







	

	-

	
Microscopic texture and physical characteristics of the developed biomaterial.




	-

	
Successful prediction of multidisciplinary complex form generation driven by combining biomaterials research topics with design elements.




	-

	
Accurate prediction and form generation based on anatomical and histological references. Thanks to the advanced and rich literature review in bone tissue regeneration research.










	
Weakness Points

	

	
The cropped AI-generated Images sometimes that affect the 3D full representation imagination of the design model (as the different views and perspectives of the model), which affects the full knowledge of the form in the design process.



	
The increased number of needed upscales and iterations of the latent variants in order to provide a complete model view (not cropped) which is time and money-consuming (in the case of fermium AI text to Image models as Midjourney that was used in this case study).



	
The lack of efficient software to translate the AI-generated Images into 3D models that can be fabricated by digital Fabrication technologies (e.g. 3D printing).



	
The formal complexity of the AI-generated Images hinders the ability to tackle them through 3D modelling/parametric software (e.g., rhinoceros+ Grasshopper; 3D Max; etc).



	
The Lack of an auxiliary automatic referencing generator model to reference the training data of the AI text-to-Image model violates other researchers’/designers’ copyright due to the possible visual similarity between the AI-generated Images and their designs.



	
The unprotected copyrights of the AI-generated Images and their text prompt on some of the open source platforms of the AI text-to-image models, cause copyright violations by the developers and other users of these platforms allowing them to use without permission other designers/researchers´ design concepts and ideas.



	
Forcing researchers/designers to publish their research-driven design projects rapidly in an early stage, to protect the novelty of their ideas if they have to use AI-generated Images. Due to the open source of AI text-to-image models. Which applies stress on the researchers and hinders the quality of published scientific literature or developing state of art.



	
Commercializing the design process using AI text-to-image models due to the support and featuring by the developers of these models only for high exposure, and impactful capital entities (designers; researchers; firms, etc). Due to the developers’ desire for more exposure to increase the profit while sacrificing the design quality, value, and aesthetics, as well as violating the originality and novelty copyrights of the original authors of the text prompts and their latent variables.






	

	-

	
Not efficient in design form technical studies, and optimization phase.




	-

	
Not efficient in design file preparation for the digital fabrication phase.




	-

	
Hinders the most important design phase, which is building the design concept due to copyright violation and degenerating the design literature due to focusing on profit while sacrificing design quality and value.







	

	-

	
Hinders the quality and value of biomaterials research-driven design, due to the stress of rapid publishing in early research phases to protect research novelty and design copyrights.










	
Opportunities

	

	
Opening new interdisciplinary research-driven design fields focused on material synthesis, morphology, and physical/chemical characteristics in a design inspired and Aided by AI text-to-image models.



	
Encouraging advancement in AI Machine learning models to translate the 2D images resulting from the AI text to Images into 3D design models that enable digital fabrication (e.g., 3D printing). By-point cloud models. Which will revolutionize advancement in the design process and facilitate it.



	
Emphasizing collaborative material research-based design with high-end characterization methods such as advanced microscopy (e.g., µCT; FIB-SEM; and MRI), as well as the employed Machine learning algorithms to reconstruct their results (as in this case study; µCT and FIB-SEM were used in the reconstruction visualization of the ovine femur bone).



	
Enriching the state of the art of the research-based design process, thanks to the rapid and varied results of AI-generated Images. While increasing the interaction and sharing of knowledge between artists, designers, researchers, and programmers.



	
Opening new research horizons for developing automatic referencing generator models attached/embedded in AI-generated Images with an accurate probability distribution of visual similarity with the used training data will give more insight and control on monitoring the unsupervised learning process, which will consequently contribute to the optimization of these text-to-images models.






	

	-

	
Enriching the design state-of-art for the search and data collection phase in the design process.




	-

	
Augmenting the integration of multidisciplinary research in the design concept phase.




	-

	
Augmenting the role of AI classification model in controlling the automatic referencing process of the AI-generated images.




	-

	
Encouraging research in developing 2D to 3D AI models for the design file technical optimization and digital fabrication technology.







	

	-

	
Encouraging research in the integration of AI pattern recognition in advanced high end characterization imaging methods as advanced microscopy (e.g., µCT; FIB-SEM; and MRI).










	
Threats

	

	
Training data sources vagueness resulting in authorship and copyright violation of the original authors of these data.



	
Copyright and authorship violation of the authors of AI-generated images due to the free unpermitted circulation (reuse) of prompts and results on open platforms and communities of these AI texts to Image models (e.g., Midjourney).



	
Threatening design originality, novelty, and quality derived by the obligation of rapid sharing and publication of the obtained results in an attempt to protect the authorship of novel design/research concepts and ideas.



	
Misleading judgment of authorship of AI-generated images, which might result in human artists/designers’ unemployment.



	
Creating rejection of AI Aided Design Practice as a reaction to conceiving AI as a competitor not as a helper.
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Table 2. The pearl cloud chair seashell-based biocomposite material from food waste: SWOT analysis of integrating AI text-to-image model Midjourney in the biomaterials research-driven design process.






Table 2. The pearl cloud chair seashell-based biocomposite material from food waste: SWOT analysis of integrating AI text-to-image model Midjourney in the biomaterials research-driven design process.





	
SWOT Analysis of the AI-Text-to-Image Models Role in the Biomaterials Research Driven Design Case 2: Pearls Cloud Furniture Set.




	
Evaluation

	
Analysis

	
Role in Design Process

	
Role in Biomaterials Research






	
Strength Points

	

	
Rapid results in alternative design varieties representation in biomaterials research driven design for macro-meso scale outer physical characteristics.



	
High resolution photorealistic rendering tool of the design latent variables expressing the high iridescent appearance of the pearls.






	

	
Sketching and Drafting Phase.



	
Presentation, Rendering and Visualization Phase.






	

	
Macro scale physical properties representation.









	
Weakness Points

	

	
Fail to achieve similarity between the AI-generated images and the design generated by algorithmic aided design from complex biobehavioural biomathematical logic of reaction-diffusion in 3D of the pearls design developed by the authors. Indicating that AI image generators cannot synthesize developed knowledge beyond the first level of direct meaning of text prompts and training images annotation.



	
Unsuitable for form-making or top-down design methodology especially when using multiple words to describe the design concept in the text prompt.



	
Unsuitable for the multi-objective design process as the current case study that addressed developing sustainable biocomposite material, digital fabrication advancement for 3D printing of the lace-based interwoven design form, as well as the tessellation of pearls.



	
The complete dependence on training data with direct interpretation reduces the design concept complexity and results in under-fitted results.



	
The cropped AI-generated images affect the 3D full representation imagination of the design model and affect the possibility of converting the 2D to 3D model for 3D printing or digital fabrication.



	
The increased number of needed upscales and iterations of the latent variants in order to provide a complete model view which is time-consuming and costly.



	
The lack of an auxiliary automatic referencing generator model for referencing the training data of the AI text-to-Image model violates other researchers/designers’ copyright due to the possible visual similarity between the AI-generated images and their designs (as in this case study; the pearls cloud chair design was published by the authors themselves before the release of text-to-image models and that was later copied in concept by a user of the open-source of Midjourney for a project of furniture design using the text prompt containing the words: pearl furniture.



	
The unprotected copyrights of the AI-generated images and their text prompt on AI text-to-image platforms and forums. Resulting in copyright violations by the developers and other users of these platforms allowing them to use without permission other designers/researchers´ design concepts and ideas.



	
Forcing researchers/designers to publish their research-driven design projects rapidly in the early stages, due to their worries of copying or violating their design concepts and to protect their research novelty.



	
Commercializing the design process by using AI text-to-image models due to the selective and biased support and featuring of the generated works of well-known or high-impact designer profiles, and capital entities. This hinders equal opportunities in design practices, promoting subjective evaluation and criticism based on economic status while sacrificing design quality, value, and aesthetics.






	

	
Not suitable for complex biobehavioural logics integration in form generation.



	
Limited design complexity.



	
Suitable only for form finding not form making design approach.






	

	
Complexity of multi faceted biomaterials research driven design cannot be addressed due to problems of over fitting or failing to fit when using complex prompts.









	
Opportunities

	

	
Opening new interdisciplinary research-driven design fields focused on material synthesis, morphology, and physical/chemical characteristics in a design inspired and aided by AI text-to-image models.



	
Emphasizing collaborative material research-based design with high-end characterization methods such as advanced microscopy (e.g., µCT; FIB-SEM; and MRI), as well as the employed Machine Learning algorithms to reconstruct their results (as in this case study, µCT and FIB-SEM reconstructs of Pearls can be utilized to further enrich the detailed representation of the nacre material composition).



	
Enriching the state of the art of the research-based design process, thanks to the rapid and varied results of AI-generated Images. While increasing the interaction and shared knowledge between artists, designers, researchers, and programmers.



	
Opening new research horizons for developing automatic referencing generator models embedded in AI-generated images with an accurate probability distribution of visual similarity with the used training data will give more insight and control on monitoring the unsupervised learning process, which will consequently contribute to the optimization of these text-to-images models.






	

	
Useful for research and data collection phase at the beginning of the design process for brainstorming and inspiration.






	

	
Encouraging research in simulating the physical characteristics of high-value materials while using recycled, sustainable, and cheap materials. Which introduces a new concept of material value.









	
Threats

	

	
Training data sources vagueness resulting in authorship and copyright violation of the original authors of these data.



	
Copyright and authorship violation of the authors of AI-generated images due to the free unpermitted circulation (reuse) of prompts and results on open platforms and communities of these AI texts to image models.



	
Threatening design originality, novelty, and quality are derived from the obligation of rapid sharing and publication of the obtained results in an attempt to protect the authorship of novel design/research concepts and ideas.



	
Misleading judgment of the authorship of AI-generated images, which might result in artists/designers’ unemployment.






	

	
Affecting main design phase which is design concept originality and significance.
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Table 3. The Design Process Criteria for AI-Aided Biomaterials Research-Driven Design.
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	Criterion
	Description
	Phase of Design Process





	Form Finding (Bottom-Up) Vs. Form Making (Top-Down)
	
	
AI image generator models are recommended as form-finding tools in biomimetic research/design cases.



	
AI image generator models are not recommended for complex indirect levels of biomathematical modeling inferred from biobehavioral logics.



	
AI image generator models are insufficient for form-making top-down design approaches for intended geometry or form generation.



	
To avoid data overfitting or underfitting, it is not recommended to use complex text prompts.





	
	
Design Concept



	
Design Methodology



	
Form Generation Approach








	Material Morphology from Nano to Meso/Macro
	
	
AI text-to-image models are highly recommended for high-fidelity realistic rendering of the material physical characteristics on the meso or macro scale.



	
However, the rendering of material microscopic composition (tissue, cell, and intracellular) scale level depends significantly on the availability of training data in this regard from the literature on employing high-end characterization and identification microscopy and analysis methods that apply AI pattern recognition algorithms to reconstruct their results (e.g., FIB-SEM, µCT). Thus, the authors highly recommend the collaboration and establishment of high-resolution microscopy image datasets with their proper referencing to contribute to the enrichment of the design process and research accuracy when using AI image generators.





	
	
Design Concept



	
Design Methodology



	
Design Research



	
Form Generation Approach



	
Rendering and Presentation



	
Biodigital Fabrication (Biotechnological Practices, e.g., Biomanufacturing, 3D Bioprinting) and Digital Fabrication








	Auxiliary Model for Automatic Referencing Generator (Training Data and AI-Generated New Knowledge)
	
	
To guarantee a fair practice of integrating AI text-to-image models in the design process, regarding the sources and the copyright status of the training data used for these AI image generation models, the authors propose the embedding of an auxiliary automatic referencing generator (ARG) within the text-to-image model.






	
This ARG model can be employed for either referencing the training data with the highest visual similarity with the latent variables generated by AI or referencing the AI-generated images to their users (designers), or both. Some recent studies have been proposing various methods for similarity detection [59,60,61]. This developed ARG model will be presented by the authors in a future study, so as not to exceed the scope and objectives of the current study that is focused on biomaterials research-driven design that is employing AI text-to-image models within this specific design process. A brief explanation of the proposed ARG model is presented in the following paragraphs:



	
The proposed models are designed on two levels: The first is data classification prior to processing, where the data classification can include ARG to automatically detect and reference all the images scraped from the internet concerning a specific text prompt (keyword). Alternatively, in the final phase after generating the latent variables, the ARG model would employ similarity learning for regression and classification by utilizing a similarity function that measures how similar two objects are from the AI-generated images and the training data or by employing cluster analysis that is typically applied in the data classification and labeling, defined by a similarity metric to define the similarity between members of the same cluster and separation to detect the difference between clusters. In this case, the clustering will facilitate the following referencing step of the training data, as well as facilitating the relevance detection between the latent variable and the training data in a specific cluster, referencing only the most relevant cluster to the results, which will reduce the needed processing capacity and time. The following proposed model may apply one or more of these methods, mainly for referencing the training data and their relevance to the latent variables:






	
Variational Bayesian methods are employed in multifaceted statistical models involving observed variable “data” as well as unknown parameters and latent variables. They offer a reasoned estimation of the subsequent probability of the unobserved variables, for performing statistical inference based on them. This makes the model suitable for detecting the relation between the latent variables such as unobserved data and the training data fed to the model. This enables it to analyze the latent variables in terms of likelihood with the training data of the model and thus will be useful in detecting which image(s) exactly from the training data contributed to the generation of the obtained latent variables. This similarity detection would employ a web-based referencing search model to generate the accurate referencing of these images and their copyright state at the same time. However, it will be mainly directed to the referencing of the training data, not referencing the AI-generated images to their designers.



	
The unrestricted Boltzmann machine (URBM) is a generative stochastic artificial neural network that learns a probability distribution over its set of inputs, typically applied in dimensionality reduction [62], classification and collaborative filtering. The unrestricted Boltzmann machine consists of a bipartite graph form for its neurons, which is a pair of nodes from each of the two groups of units (the “visible” and “hidden” units, respectively) that may have a connection between them, as well as connections between hidden units. Thus, URBM could be more suitable for the auxiliary ARG model for referencing both the training data and the AI-generated images.






	
These two proposed models will be extended and described in detail in a future study due to the tightened scope of the current study. Interestingly, these two proposed models are subclasses of the generative model, which also includes the variational autoencoder, GANs, and the diffusion model. This makes the proposed referencing models in harmony with the text-to-image generation model.





	
	
Design Research



	
Biomaterials Research-Driven Design—Data Validation








	Translate 2D Images to 3D Models
	
	
The AI text-to-image models are suitable for form-finding and exploration processes. Due to the complexity of some of the AI-generated images that would require extensive 3D digital modeling when using conventional digital design methods, it is mandatory to develop new methods to translate the 2D images into 3D digital models in various 3D object extensions (obj, stl, etc.). This should revolutionize the design process, facilitating the rapid generation of novel and creative designs fed by the human designer’s imagination. Some recent studies have reported various methods to transfer 2D images to 3D models [63,64]. One promising method is the use of point clouds [65] for the conversion of 2D AI-generated images into 3D digital design models. Later, these points can be converted to polygon mesh or triangle mesh models, NURBS surface models, or CAD models through surface reconstruction. This can be achieved by using convolutional neural networks (CNNs) by converting the 2D CNNs to 3D CNNs to generate 3D objects from 2D images.





	
	
Form Generation Approach



	
Form 3D Modeling



	
Design’s Technical Aspects (Study, Simulation, and Optimization)



	
Rendering and Presentation



	
Biodigital Fabrication (Biotechnological Practices, e.g., Biomanufacturing, 3D Bioprinting) and Digital Fabrication








	Integration of Materials Research-Driven Design
	
	
The integration of material composition on physical–chemical and/or histological-anatomical levels significantly enriches the form-finding process and increases the margins of creativity and novelty of outcomes when utilizing AI text-to-image models due to the structural complexity, variation, and fractal morphology of biomaterials. With the help of high-end characterization imagery techniques, both will force novelty and creativity forward in the design process.





	
	
Design Concept



	
Design Methodology



	
Design Research



	
Form Generation Approach



	
Biodigital Fabrication (Biotechnological Practices, e.g., Bi-manufacturing, 3D Bioprinting) and Digital Fabrication
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