
This tutorial pertains to the article “Three quarks for hypersexuality research” (2023).

Introduction

For this short tutorial on Item Response Theory analysis we use simulated data consisting of ten
items on Problematic Hypersexuality.

The data also contains information about gender, age and the need for help due to Problematic
Hypersexuality (PH).

The ten items are meant to represent:

1. Has one orgasm or more per day: “ OneorMoreOrgasmPerDay ”.

2. Uses sex to cope with distress or negative feelings: “ UseSexToCope ”.

3. Fails to stop the sexual behavior: “ FailToStop ”.

4. Experiences negative consequences of hypersexual behavior: “ BadConsequences ”.

5. Experiences an increasing desire for sex: “ Tolerance ”.

6. Spends a lot of time on thinking about sex: “ PreoccupiedWithSex ”.

7. Experiences one’s own sexual behavior to be out of control: “ LostControl ”.

8. Does not experience pleasure anymore in sex: “ NoPleasure ”.

9. Experiences feelings of shame due to sexual behavior: “ AshamedOfSexualBehavior ”.

10.Hypersexual behavior is harmful to important relationships: “ SexHampersRelationships ”.

Item 1 to 10 correspond to column 1 to 10 in the data.

ONly dichotomous items are used in this example and therefore the 2PL (2 Parameter Logistic)
model is used to analyze the data as only a difficulty and discrimination parameter are estimated.
When polytomous items are used, analyses become more complicated.

When we speak of “scores an item correct” that means the item is endorsed and answered with
“yes” and its score is “1” instead of “no” (= 0).

Exploring the data

The data we use for this tutorial is TenItemsProblematicHypersexualityN=360.sav .

Load the data and look at the variables it contains:

 [1] "OneorMoreOrgasmPerDay"     "UseSexToCope"             

 [3] "FailToStop"                "BadConsequences"          

 [5] "Tolerance"                 "PreoccupiedWithSex"       

 [7] "LostControl"               "NoPleasure"               

 [9] "AshamedOfSexualBehavior"   "SexHampersRelationships"  

[11] "Respondent"                "Age"                      

[13] "Gender"                    "ProblematicHypersexuality"

Next we provide a description of the data:

Loading required package: knitr

Loading required package: doBy

Gender ProblematicHypersexuality OneorMoreOrgasmPerDay.mean UseSexToCope.mean

1 0 0.97 0.73

1 1 0.91 0.71

2 0 0.99 0.75

2 1 0.95 0.65

What we see - for instance - is that the first variable OneorMoreOrgasmsPerDay  has almost
always been endorsed as its mean values are close to 1.

Furthermore, there are four groups distinguished in the data: men without a need for help for PH,
men with a need for help due to PH, women without need for help for PH and women with a need
for help due to PH. The mean scores for these groups lie between 0.91 and 0.97, so most
participants answered “yes” (= 1) to the first question.

Checking three assumptions of IRT-analysis

Before we can perform IRT-techniques we need to check three assumptions:

1.Unidimensionality.

2.Monotonicity.

3.Local independence.

1. Unidimensionality
When this assumption is met this tells us there - in all likelihood - is one latent construct
underlying the ten items. We test this by way of factor analysis:

Loading required package: lavaan

This is lavaan 0.6-12

lavaan is FREE software! Please report any bugs.

 chisq     df pvalue    cfi    tli  rmsea   srmr 

28.254 35.000  0.783  1.000  1.003  0.000  0.071 

Fit measures are acceptable (maybe SRMR of 0.071 is a bit high) and therefore we can assume
unidimensionality for these ten items.

Note that in Hypersexuality research, unidimensionality might be problematic as there are a
number of dimensions hypothesized to construct hypersexuality. In that case one can choose to
perform IRT-analyses on each dimension/factor.

2. Monotonicity
When this assumption is met this tells us that people scoring higher on the latent trait have a
bigger chance of scoring the item correct.

Loading required package: poLCA

Loading required package: scatterplot3d

Loading required package: MASS

                        ItemH #ac #vi #vi/#ac maxvi sum sum/#ac zmax #zsig crit

OneorMoreOrgasmPerDay    0.35   3   0       0     0   0       0    0     0    0

UseSexToCope             0.24   3   0       0     0   0       0    0     0    0

FailToStop               0.48   3   0       0     0   0       0    0     0    0

BadConsequences          0.40   3   0       0     0   0       0    0     0    0

Tolerance                0.43   3   0       0     0   0       0    0     0    0

PreoccupiedWithSex       0.42   6   0       0     0   0       0    0     0    0

LostControl              0.45   3   0       0     0   0       0    0     0    0

NoPleasure               0.46   3   0       0     0   0       0    0     0    0

AshamedOfSexualBehavior  0.43   3   0       0     0   0       0    0     0    0

SexHampersRelationships  0.63   6   0       0     0   0       0    0     0    0

Scale H      se 

  0.430 (0.029) 

Item 2 might be a bit problematic with a H-score of 0.242. Items should show values H > .30 and
the total fit should be > .5. One can remove this item and see if total “Scale H” improves
sufficiently. We will not do that now.

Monotonicity can also be assessed by looking at the figures of the individual items, using this
code:

Most items show a steadily ascending line, item 2 also, though this line is not as steep as the rest
(except for item 1 which almost shows a flat line). Apart from low H-values, a zigzagging line
would also be an indication of a non-monotonous item.

3. Local independence
A test for local independence shows if there still is residual correlation between items that have
been added to the one overarching factor. It can be tested with:

[1] 2

[1]  6 51

There is only one itempair on a total of 45 (2.2%), and this can be considered acceptable.

All three assumptions have been met and we can now begin the main analysis.

IRT-analysis

Now we perform the IRT-analysis.

Our analyses will result in ten difficulty and discrimination parameters of the individual items.

We use the package mirt .

Loading required package: mirt

Loading required package: stats4

Loading required package: lattice

Warning: removeEmptyRows option has been deprecated. Complete NA response

vectors now supported by using NA placeholders

$items

                            a      b g u

OneorMoreOrgasmPerDay   0.967 -3.601 0 1

UseSexToCope            0.840 -1.246 0 1

FailToStop              3.160 -0.707 0 1

BadConsequences         2.009 -0.903 0 1

Tolerance               2.176 -0.885 0 1

PreoccupiedWithSex      2.099 -0.721 0 1

LostControl             2.421 -0.713 0 1

NoPleasure              2.729 -0.862 0 1

AshamedOfSexualBehavior 2.268 -0.860 0 1

SexHampersRelationships 2.229  0.099 0 1

$means

F1 

 0 

$cov

   F1

F1  1

The first two items have low discrimination values ( a  ) compared to the other items.

Moreover, the first item is a “very easy” item: most participants answer this item with “yes” (= 1)
and its difficulty parameter ( b  ) or location is far to the left on the latent trait scale.

These item characteristics will become clearer also by plotting the Item Characteristic Curves:

What is visible - among others - is that the first item OneorMoreOrgasmsPerDay  is located far to
the left (lower difficulty value), compared to other items. The first and second ICC’s are less steep
than the ICC’s of the other items and this means these two items have lower discrimination
values.

Test Information Curves per item can also be helpful to determine the best items to include in an
instrument, as such items should contain the most information on the latent trait.

This shows that the first and second item almost do not provide any information at all about the
latent trait, while the FailToStop  and NoPleasure  items are highly informational.

Itemfit

Item fit (S-X2) - part of structural validity, testing the differences between observed and expected
responses - can be tested with:

                      item  S_X2 df.S_X2 RMSEA.S_X2 p.S_X2

1    OneorMoreOrgasmPerDay 6.749       7      0.000  0.456

2             UseSexToCope 5.448       6      0.000  0.488

3               FailToStop 7.313       5      0.036  0.198

4          BadConsequences 6.706       6      0.018  0.349

5                Tolerance 4.023       6      0.000  0.674

6       PreoccupiedWithSex 4.103       6      0.000  0.663

7              LostControl 3.410       6      0.000  0.756

8               NoPleasure 5.988       6      0.000  0.425

9  AshamedOfSexualBehavior 2.125       6      0.000  0.908

10 SexHampersRelationships 8.253       4      0.054  0.083

No items with misfit, as the p-value was > .001 for all items.

Reliability

The reliability of the latent trait scores can be calculated with this code:

[1] 58

[1] 0.4638306

In this case there is a large SE and only 58 out of 360 SE scores are < .32 (which is equal to a
reliability of .9). The value of .46 (mean SE for the latent trait scores of the 360 participants) is
approximately equivalent to a reliability of .8.

Wrightmap

We can also extract the latent trait scores of participants. These are measured at the same scale
as the difficulty scores of the items. Thus it is possible to assess the chance that a person with
latent trait score x  scores a 1 on the item with difficulty parameter x  (it is 50%).

The latent trait scores of participants can be combined with the difficulty/location scores of items
to form a Wrightmap. Important to note is that we plotted two samples: a PH-population - as
defined by there need for help due to hypersexuality - (participant 1 to 180) and a population not
afflicted by PH (participant 181 to 360).

Loading required package: WrightMap

                               [,1]

OneorMoreOrgasmPerDay   -3.60102911

UseSexToCope            -1.24636747

FailToStop              -0.70668369

BadConsequences         -0.90284819

Tolerance               -0.88530396

PreoccupiedWithSex      -0.72088627

LostControl             -0.71349919

NoPleasure              -0.86180281

AshamedOfSexualBehavior -0.86011433

SexHampersRelationships  0.09937048

The Wright-map shows us that item 1 is indeed “easy” as it is located far to the left of the other
items. Item 10 is the most difficult item. It’s actually located in the middle of the PH and NH
sample and therefore might be a very good item to distinguish between the two groups.

Differential item functioning

Furthermore, differential item functioning (DIF) can be measured, for instance for men and women
(but also for those with a “need for help for PH” and another group “not in need for help for PH”.
Here we investigate DIF for gender.

Loading required package: lordif

Loading required package: rms

Loading required package: Hmisc

Loading required package: survival

Loading required package: Formula

Loading required package: ggplot2

Attaching package: 'Hmisc'

The following objects are masked from 'package:base':

    format.pval, units

Loading required package: SparseM

Attaching package: 'SparseM'

The following object is masked from 'package:base':

    backsolve

Attaching package: 'lordif'

The following object is masked from 'package:mokken':

    recode

Call:

lordif(resp.data = as.data.frame(data1agender[, 1:10]), group = data1agender$Gender,

    criterion = "R2", pseudo.R2 = "McFadden")

  Number of DIF groups: 2 

  Number of items flagged for DIF: 1 of 10 

  Items flagged: 1 

  Number of iterations for purification: 2 of 10 

  Detection criterion: R2 

  Threshold: R-square change >= 0.02 

   item ncat pseudo12.McFadden pseudo13.McFadden pseudo23.McFadden

1     1    2            0.0166            0.0306            0.0141

2     2    2            0.0029            0.0048            0.0019

3     3    2            0.0021            0.0021            0.0000

4     4    2            0.0044            0.0049            0.0004

5     5    2            0.0001            0.0039            0.0037

6     6    2            0.0011            0.0013            0.0002

7     7    2            0.0150            0.0185            0.0035

8     8    2            0.0034            0.0062            0.0029

9     9    2            0.0001            0.0013            0.0012

10   10    2            0.0052            0.0057            0.0005

McFadden’s pseudo R2 < 0.02 for all items but one - item 1. This also becomes visible in the
plots:

Apparently there is a big difference between men and women for the relation between latent trait
scores and chance to score the item correct (for DIF-item 1, and also for item 7 a little bit).

End of tutorial

IRT-tutorial

library(haven)

data1 <- read_sav("TenItemsProblematicHypersexualityN=360.sav")

names(data1)

require(knitr)

require(doBy)

df<-round(summaryBy(data1[,1] + data1[,2]  ~ 

                      Gender + ProblematicHypersexuality, 

          data = data1, na.rm=T,

          FUN = c(mean)          ),2)

#only first two items shown here

kable(df) 

require(lavaan)

model1 <- '

        w =~ OneorMoreOrgasmPerDay + PreoccupiedWithSex + FailToStop +

BadConsequences + Tolerance + UseSexToCope + LostControl + NoPleasure +

AshamedOfSexualBehavior + SexHampersRelationships    '

fit1 <- cfa(model = model1, data = data1,

           ordered = c("OneorMoreOrgasmPerDay" , "UseSexToCope" , "FailToStop" ,

                       "BadConsequences" , "Tolerance" , "PreoccupiedWithSex",

                       "LostControl" , "NoPleasure" , "AshamedOfSexualBehavior" ,

                       "SexHampersRelationships") ,std.lv=T)

fitMeasures(fit1, c("chisq", "df", "pvalue", "cfi","tli", "rmsea","srmr"))

data1a<-data1[,1:10]

library(mokken)

mono1<-coefH(data1a)

monomono<-check.monotonicity(data1a)

summary(monomono)#first column are the H-values of the items

mono1$H#H-value of whole scale

plot(monomono)

options(max.print=1000000)

LDcheck1<-residuals(fit1)

sum(LDcheck1$cov > 0.2)#1 itempair has a bigger covariance than 0.2 : 

                       #UseSexToCope with OneorMoreOrgasmPerDay

which(LDcheck1$cov > .2)

#output seems to give two itempairs: 6 and 51; this is actually the same pair

data1a<-data1[,1:10]#data limited to only the itemscores

require(mirt)

IRT1<-mirt(data1a,model=1,quadpts = 99, TOL = .00001,itemtype = "2PL",SE=T,

          technical=list(removeEmptyRows=TRUE, NCYCLES=10000))

coef(IRT1,simplify=T,IRTpars=T)

p<-plot(IRT1,type="trace")

p + latticeExtra::layer(panel.abline(v = 0))

p<- plot(IRT1,type="infotrace")

p + latticeExtra::layer(panel.abline(v = 0))

itemfit(IRT1)

thetasEAP <- fscores(IRT1, method="EAP", full.scores = TRUE, full.scores.SE = TRUE)

length(which(thetasEAP[,2]<.32))#only 58 have lower than .32 reliability

ah<-mean(thetasEAP[,2]);ah#mean reliabity SE = .46

latenttraitIRT1<-as.vector(fscores(IRT1))#the latent trait scores of N=360 particip

multi.proficiency <- data.frame(

  d1 = latenttraitIRT1[181:360],

  d2 = latenttraitIRT1[1:180])#divided in two samples

coefsIRT1<-coef(IRT1,simplify=T,IRTpars=T)#collect item characteristics

rasch2.sim.thresholds<-coefsIRT1$items[,2]

require(WrightMap)

wrightMap(multi.proficiency,rasch2.sim.thresholds,item.side = itemClassic,person.si

            personDens,dim.names = c("PH", "NH"))

require(lordif)

data1agender<-data1[,c(1:10,13)]

data1agender$Gender<-as.factor(data1agender$Gender)

DIFgender<-lordif(as.data.frame(data1agender[,1:10]), 

                  data1agender$Gender, 

                  criterion = "R2", 

                  pseudo.R2 = "McFadden")

DIFgender

plot.lordif(DIFgender, labels = c("1", "2"))#1=men


