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Abstract

:

The liquid argon time projection chamber provides high-resolution event images and excellent calorimetric resolution for studying neutrino physics and searching for beyond-standard-model physics. In this article, we review the main physics processes that affect detector response, including the electronics and field responses, space charge effects, electron attachment to impurities, diffusion, and recombination. We describe methods to measure those effects, which are used to calibrate the detector response and convert the measured raw analog-to-digital converter (ADC) counts into the original energy deposition.
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1. Introduction


The liquid argon time projection chamber (LArTPC) detector technology provides high-resolution event images and excellent calorimetric resolution for particle identification. The charged particles produce ionization electrons and scintillation light when they traverse liquid argon. The ionization electrons drift towards the anode planes under the electric field. In the single-phase design, the moving electrons produce current on the time projection chamber (TPC) wires at the anode. The wire signal is amplified and digitized by the electronics and then read out by the data acquisition system. The goal of detector calibration is to convert the raw signal into the original energy deposition by removing the detector and physics effects, which we will discuss in detail in this paper. The calorimetric information is crucial for particle identification in an LArTPC, such as separating minimum ionizing particles (muons and charged pions) from highly ionizing particles (kaons and protons) and separating electrons from photons, which is the basis for neutrino cross-section and oscillation measurements and the search for beyond-standard-model physics. This paper summarizes the common techniques used to calibrate the TPC signal. The calibration of the photon detector signal is not discussed in this paper.




2. TPC Signal Formation


The electron–ion pairs (  e −  , Ar   +  ) are produced from energy loss by charged particles in liquid argon through the ionization process:


   N i  =   Δ E   W ion   ,  



(1)




where   N i   is the number of electron–ion pairs,   Δ E   is the energy loss, and    W ion  = 23.6 ± 0.3   eV [1] is the ionization work function.



Some of the ionization electrons are recombined with surrounding molecular argon ions to form the excimer Ar   2 *  . The excimers from both argon excitation and electron–ion recombination undergo dissociative decay to their ground state by emitting a vacuum ultraviolet photon. The free electrons that escape electron–ion recombination drift towards the wire planes under the electric field. Several effects can affect the electron drift. The electrons can be attached to contaminants in the liquid argon, such as oxygen and water, which cause an attenuation of the signal on the TPC wires. The electron cloud is smeared both in the longitudinal and transverse directions by the diffusion effect. For an LArTPC located on the surface, there is a large flux of cosmic ray muons in the detector volume. Because of this, there is a significant accumulation of slow-moving argon ions (space charge) inside the detector, which leads to a position-dependent distortion to the electric field. The distorted electric field changes the electron–ion recombination rate and the trajectory of the free-drifting electrons.



In an LArTPC with one grid plane and three instrumented wire planes, the drifting electrons first pass the grid plane, then pass two induction planes, and are eventually collected by the wires on the collection plane. The electrons produce bipolar signals on the induction wires and unipolar signals on the collection wires. The wire signals are amplified by a preamplifier and then digitized by an analog-to-digital converter (ADC).




3. LArTPC Calibration


In order to measure the energy loss per unit length (  d E / d x  ) for particle identification, we need to convert the measured ADC counts into the energy deposition. The detector calibration procedure needs to remove all the instrument and physics effects following the reverse order of the signal formation described in Section 2. We discuss different ways to measure each effect and practical methods to remove them.



3.1. Electronics Response and Field Response


Many LArTPC experiments have an electronics calibration system that has the capability to inject a known charge into each of the amplifiers connected to the TPC wires. In the ProtoDUNE pulser calibration system [2], the injected charge Q is controlled by a six-bit-voltage digital-to-analog converter (DAC):


  Q = S  Q s  ,  



(2)




where S is the DAC setting (0–63) and the step charge   Q s   = 3.43 fC ∼ 21,400 electrons, which is roughly equivalent to the charge deposition of a minimum ionizing particle traveling parallel to the wire plane and perpendicular to that plane’s wire direction on a single wire. The charge calibration is expressed as a gain for each channel, normalized such that the product of the gain and the integral of the ADC counts over the pulse (pulse area A) in a collection channel gives the charge in the pulse, i.e.,   Q = g A  . Figure 1 shows the response of the ProtoDUNE electronics to an input charge of DAC setting 3.



Figure 2 shows the measured pulse area vs. DAC setting and the fit for a typical collection channel. The response is fairly linear over the DAC setting range (–5, 20) with a saturation setting outside this range. Typical track charge deposits are one to four times the step charge, and this saturation is only an issue for very heavily ionizing tracks. The gain for this channel is   g = 21.4   ke/909.4 [ADC*tick] = 23.5 e/[ADC*tick].



Figure 3 shows the distribution of these gains for all channels. Channels flagged as bad or especially noisy in an independent hand scan are shown separately. The gains for the remaining good channels are contained in a narrow peak with a root mean square (RMS) of 5.1%, reflecting the channel-to-channel response variation in the ADCs and the gain and shaping time variations in the amplifiers. The relatively large spread is a feature of the ADC used in ProtoDUNE. The final electronics design for DUNE is expected to have a smaller channel-to-channel response variation.



Ionization electrons follow the electric field lines as they pass through the wire planes, producing direct and induced signals on nearby wires. Based on the Shockley–Ramo theorem, the instantaneous electric current i on a particular electrode (wire) that is held at constant voltage is given by


  i = e ∇ ϕ ·   v →  e  ,  



(3)




where e is the charge in motion, and    v →  e   is the charge velocity at a given location, which is determined by the wire bias voltage settings. The weighting potential  ϕ  of a selected electrode at a given location is determined by virtually removing the charge and setting the potential of the selected electrode to unity while grounding all other conductors. For ProtoDUNE, the drift electric field and the weighting potential are calculated with Garfield [3], as shown in Figure 4. The weighting field determines the bipolar signal shape on the induction plane and the unipolar signal shape on the collection plane.



The electronics response and the field response are normally removed from the raw wire signal through deconvolution [4]. If we ignore the charge induction on the neighboring wires, the time-sampled wire signal read out by the data acquisition system, denoted   W ( t )  , is the convolution of the ionization charge approaching the wire plane,   Q ( t )  , with the field response   F ( t )   and the electronics response   E ( t )  , plus the noise   N ( t )  :


  W ( t ) = Q ( t ) * F ( t ) * E ( t ) + N ( t ) .  



(4)







The time-dependent ionization charge can be recovered by deconvolution:


   Q ′   ( t )  =  F  − 1      Φ ( f ) · F ( W ( t ) )   F ( F ( t ) ) · F ( E ( t ) )     



(5)




where  F  is the Fourier transform and   Φ ( f )   is a filter function that maximizes the signal-to-noise ratio. The integral of the filter function is usually normalized to 1, so it does not affect the charge reconstruction. The integral of the electronics response is set to the gain measured by the pulser calibration system. For the collection wires, the integral of the field response is normalized to 1. Therefore, the deconvolved signal    Q ′   ( t )    is the ionization charge at the wire. For the induction wires, the reconstruction of charge is more difficult because of the bipolar signal shape.



A more advanced signal reconstruction technique is a two-dimensional (2D) deconvolution involving both the time and wire dimensions. The 2D deconvolution takes into account charge induction on the neighboring wires, which gives more accurate ionization charge information. It was first developed for the MicroBooNE experiment [5], and was then successfully used by the ProtoDUNE experiment [2].




3.2. Space Charge Effects


In a large LArTPC located on the surface, space charge, i.e., the accumulation of positive argon ions (  A  r  2  +   ) produced by the cosmic rays, distorts the electric field significantly. Due to the ion mobility (   μ i  ∼   10    − 3   cm   2  V     − 1    s  − 1    ), which is much smaller than the free electron one (   μ e  ∼   320 cm   2  V    − 1   s    − 1    at 500 V/cm), positive ions can survive in the drift region of the TPC for several minutes before being neutralized on the cathode or on the field-shaping electrodes. In Ref. [6], the authors calculated the electric field  E  and space charge density   ρ +  , which we briefly summarize here. In the simplified model,  E  and   ρ +   are determined by the Maxwell and charge continuity equations:


    ∂ E   ∂ x   =   ρ +    ε r   ε 0    ,  



(6)






    ∂  ρ +    ∂ t   +   ∂ (  ρ +   v i  )   ∂ x   = J ,  



(7)




where x is the drift coordinate normal to the wire planes (  x = 0   and   x = D   define the anode and the cathode positions, respectively, and D is the distance between anode and cathode),    ε 0  = 8.854   pF/m is the permittivity of vacuum, and    ε r  = 1.504   is the relative permittivity (dielectric constant) of liquid argon. The parameter J is the average injected charge, which depends on the cosmic ray rate and the electric field applied through recombination. The ICARUS experiment measured   J =  ( 1.9 ± 0.1 )  ×  10  − 10     C m    − 3    s    − 1    at the nominal electric field of 500 V/cm [7]. The MicroBooNE experiment estimated   J = 1.6 ×  10  − 10     C m    − 3    s    − 1    at the lower nominal electric field of 273 V/cm [8]. The parameter    v i  =  μ i  E   is the ion drift velocity. There is an uncertainty in the value of the mobility of positive argon ions   μ i   (see the references in [9]). The measured mobility depends on several experimental conditions, such as the impurity level and temperature. A recent ICARUS measurement suggested that   μ i   is consistent with   0.9 ×  10  − 3     cm   2  V    − 1   s    − 1   . MicroBooNE showed a reasonable agreement between the model prediction and the measured electric field [8] if a   μ i   of   1.5 ×  10  − 3     cm   2  V    − 1   s    − 1   , as reported in [10], is used.



Equations (6) and (7) are a one-dimensional approximation that assumes symmetry in the y and z coordinates. Introducing the dimensionless variable  α :


  α =  D  E 0     J   ε r   ε 0   μ i     ,  



(8)




where    E 0  = V / D   is the nominal electric field in the absence of space charge produced by the high voltage V, Equations (6) and (7) can be solved to give:


  E  ( x )  =  E 0        E a   E 0    2  +  α 2    x 2   D 2     ,  



(9)






   ρ +   ( x )  =   J x    μ i  E  ( x )    ,  



(10)




where   E a   denotes the field at the anode and is determined by the integral:


   ∫  0  D  E  ( x )   d x = V .  



(11)







The space charge increases the electric field at the cathode (  E a  ) and decreases the electric field at the anode (  E c  ), as shown in Figure 5. When   α ≥ 2  , the electric field at the anode drops to 0 and the TPC stops working.



There are many other effects that could affect the electric field. If the liquid argon purity is low, the contribution of negative ions from electrons attaching to the electronegative contaminants, such as oxygen and water, is not negligible [11]. The fluid flow caused by the recirculation of liquid argon through the filter materials changes the space charge distribution, since the fluid flow velocity and the ion drift velocity are of the same order. The calculation described above assumes a constant average injected charge J. In reality, J depends on the electric field, which is not a constant in the TPC in the presence of space charge. This effect complicates the calculation and simulation of the space charge effects. More sophisticated calculation of the space charge effects is discussed in Refs. [6,9].



We now compare the electric field distortion in the three LArTPCs located on the surface: ICARUS, MicroBooNE, and ProtoDUNE. Table 1 shows the running conditions of the three experiments. The calculated electric field distortion is systematically higher than the measurements. The fact that MicroBooNE prefers a larger value of positive argon ion mobility   μ i   could be due to the different running conditions (e.g., argon purity and electric field). A careful treatment of detector-specific space charge effects is important for calibration.



Different schemes to measure and correct for the space charge effects were developed for the MicroBooNE [8,12] and ProtoDUNE [2] experiments. One first measures the spatial distortions using either the UV laser tracks [12] or the cosmic ray muon tracks [2,8]. Without the electric field distortion, the reconstructed laser track is straight in the liquid argon. By comparing the reconstructed track trajectory in the distorted electric field with the true laser trajectory, one can measure the spatial distortions. Even though the muon tracks are not straight because of multiple Coulomb scattering in the absence of space charge, one can still measure the average spatial distortion using many muon tracks. The most straightforward method is to use two tracks that nearly cross. The comparison of the true crossing point with the reconstructed crossing point gives the spatial distortion at that particular position. The crossing-track method was employed in Ref. [8]. It was not practical to use this method with MicroBooNE’s laser system because the set of locations in the detector where two laser beams can nearly cross is limited due to the limited motion of the reflecting mirrors. Instead, the authors developed an iterative method to measure the spatial distortions using single laser tracks [12]. In the first ProtoDUNE space charge measurement, the spatial distortions were measured at the front, back, top, and bottom surfaces of the TPC. The spatial distortions in the bulk of the TPC volume were obtained through interpolation of measurements at the surfaces and scaling of simulated spatial distortions [2].



Once the spatial distortion map is determined throughout the TPC volume, the electric field distortions caused by the space charge can be computed. First, the local electron drift velocity is calculated from the spatial distortion map [2]. Once the local drift velocity   v ( x , y , z )   is determined throughout the TPC volume, the electric field magnitude is obtained by using the relationship between the electric field and the drift velocity, which is a function of the liquid argon temperature.



Both the spatial distortion map and the electric field map are used to correct the reconstructed track trajectory and the calorimetric measurement. The space charge affects the charge and energy loss per unit length (  d Q / d x   and   d E / d x  ) measurements in two ways. First, the spatial distortion changes the apparent pitch   d x   between two adjacent track hits. One can correct for this effect by recalculating the pitch   d x   after correcting the two adjacent track hits using the spatial distortion map. Secondly, the distorted electric field changes the electron–ion recombination rate. One can correct for this effect by using the measured local electric field when converting   d Q / d x   into   d E / d x   using the recombination equation. More details on the recombination calibration will be discussed in Section 3.5.




3.3. Electron Attachment to Impurities


In the presence of electronegative impurities, the concentration of free electrons Q in liquid argon decreases exponentially with the drift time according to [13]:


    d Q   d t   = −  k s   [ S ]  Q ,  



(12)




which leads to


  Q =  Q 0   e  −  k s   [ S ]  t   =  Q 0   e  − t /  τ e    ,  



(13)




where   [ S ]   is the concentration of electronegative impurities,   k s   is the electron attachment rate constant, and    τ e  = 1 /  (  k s   [ S ]  )    is the drift electron lifetime.



The liquid argon received from the supplier typically has contaminants of water, oxygen, and nitrogen, with each at the parts per million (ppm) level. Water and oxygen capture drifting electrons and the concentration of these contaminants needs to be reduced by a factor of at least   10 4   and maintained at this level to allow operation of the TPC. The purification system normally contains two filters [2,14,15,16,17]. The first filter, which contains an absorbent molecular sieve, removes water contamination, but can also remove small amounts of nitrogen and oxygen. The second filter, which contains activated-copper-coated granules, removes oxygen and, to a lesser extent, water. The nitrogen contaminant cannot be effectively filtered, so the ultimate nitrogen concentration is set by the quality of the delivered argon. However, the nitrogen contaminant mainly suppresses the emission of scintillation photons and absorbs them as they propagate through the liquid argon [18], and its impact on the drifting electrons is negligible.



The attachment rate constants for oxygen have been measured as a function of the electric field strength [19]. For electric fields of less than a few 100 V/cm, the attachment constant is measured to be    k  O 2   = 9 ×  10 10     M   − 1     s   − 1   = 3.6    ppm   − 1   μ  s  − 1    , which corresponds to    τ e   ( μ s )  ≈ 300 /  [  O 2  ]   ( ppb )   . For increasing electric fields, the attachment rate constant decreases, as observed in several other measurements [20,21]. At an electric field of 1 kV/cm,    τ e   ( μ s )  ≈ 500 /  [  O 2  ]   ( ppb )   .



No direct measurement of attachment rate for water in liquid argon is reported in the literature. A direct relation between the water concentration in the vapor above the liquid argon and the electron drift lifetime in the liquid argon is observed: (Drift Lifetime) × (Water Concentration) = Constant, as reported in Ref. [22]. In the same measurement, the authors concluded that the concentration of water in the liquid argon effectively limits the drift electron lifetime.



The drift electron lifetime can be measured using the purity monitor [16,23,24,25,26]. A purity monitor is a double-gridded ionization chamber immersed in the liquid argon volume, as shown in Figure 6. The fraction of electrons generated via the photoelectric effect by the Xe lamp at the cathode that arrive at the anode    Q A  /  Q C    after the electron drift time, t, is a measure of the electronegative impurity concentration and can be interpreted as the electron lifetime,   τ e  , such that


   Q A  /  Q C  =  e  − t /  τ e    .  



(14)







The operation of a purity monitor is not affected by the space charge effects because the electrons are produced on the surface of the photocathode by the Xe lamp, and no ions are produced.



The drift electron lifetime can also be measured using cosmic ray muons recorded inside the TPC [2,25,27,28,29,30]. The charge deposition per unit length measured by the muons is a function of the electron drift time for a constant drift electron lifetime:


  d Q / d x =   ( d Q / d x )  0   e  − t /  τ e    ,  



(15)




where    ( d Q / d x )  0   is measured at the anode. For an LArTPC located on the surface, the space charge changes the measured   d Q / d x  , as discussed in Section 3.2. Without correcting for the space charge effects, the measured electron lifetime is larger than the true electron lifetime because of the charge-squeezing effect due to the spatial distortion and the change to the electron recombination due to the electric field distortion. ProtoDUNE developed a method to measure the drift electron lifetime using tracks tagged by the Cosmic-Ray Tagging (CRT) system [2]. The selected TPC tracks are parallel to wire planes and perpendicular to the collection wire direction. Only the track segment in the central part of the TPC is used to minimize the spatial distortion caused by the space charge in the direction transverse to the nominal electric field. The change to the   d Q / d x   measurement caused by the electric field distortion through recombination is small (less than 2%) and is corrected for using the measured electric field map. Figure 7 shows the lifetime measured in ProtoDUNE using the CRT-tagged muon tracks for two runs at different purity levels.



The two methods to measure the drift electron lifetime are complementary to each other. The purity monitors provide instant monitoring of the liquid argon purity, but they measure purity in only a few locations outside the TPC. The muon method provides a direct measurement of the argon purity inside the TPC. The two methods may give different results of electron lifetimes. The purity monitor normally operates at a much lower electric field (∼25 V/cm) compared with the electric field in the TPC volume (500 V/cm). The rate constant for the attachment of electrons to the oxygen contaminant depends on the electric field, which means that the lifetime measured using muons is higher than the one measured with the purity monitor if all contaminants are oxygen. The argon purity inside and outside the TPC can be different due to the fluid flow. The purity monitor measurement can be calibrated to provide the electron lifetime information inside the TPC, which is useful for the calibration of an LArTPC located deep underground (such as DUNE), where the cosmic flux is highly reduced.




3.4. Diffusion


During the drift, the ionization electron cloud spreads, which is an effect known as diffusion. The diffusion of electrons in strong electric fields is generally not isotropic. In general, the diffusion in the direction of the drift field (longitudinal diffusion) is smaller than the diffusion in the direction transverse to the field (transverse diffusion). The longitudinal and transverse sizes of an electron cloud are given by:


   σ  L  2   ( t )  =    2  D L    v  d  2    t ,  



(16)






   σ  T  2   ( t )  =    2  D T    v  d  2    t ,  



(17)




where   D L   and   D T   are longitudinal and transverse diffusion coefficients, t is the electron drift time, and   v d   is the electron drift velocity. The diffusion coefficients are given by the Einstein–Smoluchowski relation [31,32]:


  D =   ε e  e   μ e  ,  



(18)




where   ε e   is the mean electron energy, e is the electron charge, and   μ e   is the electron mobility, which is a function of the electric field. In relatively low electric fields, the electrons gain so little energy from the field between the elastic atomic collisions that they come to thermal equilibrium with the medium. In this case, we have    ε e  = k · T = 0.0075   eV for argon at the normal boiling point (T = 87.3 K), where k is the Boltzmann constant, and    μ e  ≈ 518   cm   2  /V/s [33]. The corresponding coefficient is   D ∼ 3.9   cm   2  /s, which is a lower limit to the diffusion coefficient. In strong electric fields, the mean longitudinal electron energy increases while the electron mobility decreases. Therefore, the longitudinal diffusion coefficient is nearly a constant up to   E = 1   kV/cm. The ratio of the longitudinal to transverse diffusion coefficient is expressed as [33]:


    D L   D T   = 1 +  E  μ e     ∂  μ e    ∂ E   .  



(19)




In low electric fields, the mobility is close to a constant, and we have    D L  /  D T  ≈ 1  .



The longitudinal diffusion broadens the signal waveforms as a function of drift time, while the transverse diffusion smears the signal between neighboring wires. A good understanding of the diffusion process is important because it can influence the event images and the accuracy of the drift coordinate measurement.



The ICARUS collaboration reported measurements of the longitudinal diffusion effect at four different electric fields (100, 150, 250, and 350 V/cm) using a three-ton LArTPC with a maximum drift distance of 42 cm [34]. The longitudinal diffusion coefficient   D L   was derived from the analysis of the rise time of the signal on the collection wires. The resulting coefficients at different fields are consistent within the errors, which gives an average measurement of    D L  = 4.8 ± 0.2   cm   2  /s. Li et al. from Brookhaven National Laboratory reported measurements of   D L   between 100 and 2000 V/cm using a laser-pulsed gold photocathode with drift distance ranging from 5 to 60 mm [33]. The ICARUS results show a good agreement with the prediction of Atrazhev and Timoshkin [35], while the BNL results are systematically higher than both.



Both MicroBooNE and ProtoDUNE measure the longitudinal diffusion coefficient   D L   by measuring the squared time width of a signal pulse,   σ  t  2  , as a function of drift time t:


   σ  t  2   ( t )  ≈  σ  0  2  +    2  D L    v  d  2    t ,  



(20)




where   σ 0   is the signal width at the anode, mostly determined by the electronics response discussed in Section 3.1. The results are expected to be published soon.



The diffusion process does not affect the charge reconstruction if hits are reconstructed with a variable time width and if the hit integral, rather than the peak amplitude, is used to measure the deposited charge, since drift electrons are not lost by this process.




3.5. Recombination


Electrons emitted by ionization are thermalized by interactions with the surrounding medium, after which time they may recombine with nearby ions [36,37]. Electron–ion recombination introduces a non-linear relationship between   d E / d x   and   d Q / d x  . The recombination effect can be measured using the stopping particles (muons or protons), which cover a wide range of   d E / d x   values. For each point on a stopping track,   d E / d x   is calculated from the distance to the track end (residual range) [38], and   d Q / d x   is calculated by converting the measured ADC counts into the number of electrons (discussed in Section 3.1). The recombination effect can be parameterized by two empirical models. One is Birks’ model (Birks’ law describes the effect of quenching of the light yield for highly ionizing particles, which relates the light yield per unit length (  d L / d x  ) to the energy loss per unit length (  d E / d x  ) for a particle traversing a scintillator [39]; it turned out to describe the quenching of charge in liquid argon well.) developed by the ICARUS collaboration [40]:


    d Q   d x    ( e / c m )  =   A B   W ion       d E   d x    1 +   k B   ρ E     d E   d x      ,  



(21)




where   A B   and   k B   are the two model parameters,    W ion  = 23.6   eV is the ionization work function of argon,  E  is the drift electric field, and  ρ  is the liquid argon density. The other model is the modified Box model developed by the ArgoNeuT collaboration [38]:


    d Q   d x    ( e / c m )  =   ln (   d E   d x     β ′   ρ E   + α )     β ′   ρ E    W ion    ,  



(22)




where  α  and   β ′   are the two model parameters, and the other parameters are the same as in Birks’ model. In the detector calibration,   d E / d x   is calculated by inverses of Equations (21) and (22):


    d E   d x   =   d Q / d x    A B  /  W ion  −  k B   ( d Q / d x )  /  ( ρ E )    ,  



(23)




or


    d E   d x   =   ρ E   β ′    ( exp  (  β ′   W ion   ( d Q / d x )  /  ( ρ E )  )  − α )  .  



(24)







The modified Box model describes data more accurately at higher   d Q / d x  . For   d Q / d x >  (  A B  ρ E )  /  (  W ion   k B  )   ,   d E / d x < 0   according to Equation (23). The LArIAT experiment combines both models for different ionization densities in the Michel electron measurement [41].



The recombination effects have been measured by the ICARUS [40], ArgoNeuT [38], and MicroBooNE [42] experiments in different electric fields. Table 2 summarizes the recombination model parameters measured by the three experiments. We would like to point out that the two models with the best fit parameters are only valid in a given range of electric fields and   d E / d x   values. Note that the   k B   and   β ′   parameters measured by the MicroBooNE experiment are lower than the ones measured by the other two experiments. Furthermore, the MicroBooNE recombination measurement was performed before the correction for the space charge effects was available. More details can be found in Ref. [42].




3.6. Stopping Muon Calibration


There are generally two steps in converting the measured raw ADC counts into energy. The first step is to convert    d Q   d x    (ADC/cm) into    d Q   d x    (e/cm). This step employs the measured electronics gain and removes effects that cause non-uniformities in the detector response, including the space charge effects and the free electron attenuation. The second step converts    d Q   d x    (e/cm) into    d E   d x    (MeV/cm) using either the Birks or modified Box recombination model. However, there could be uncertainties in each step of calibration that affect the final calibrated   d E / d x   quantity. One can introduce a calibration constant to correct the calibrated charge. This calibration constant is a scaling factor that applies to    d Q   d x    (e/cm), which can be fine-tuned using the stopping muons. The kinetic energy of the muon at each track hit can be determined by the residual range. A portion of the track can be selected that corresponds closely to a minimum ionizing particle, for which   d E / d x   is very well theoretically understood to be better than 1%. The calibration constant ensures that the measured   d E / d x   agrees with the prediction made by the Landau–Vavilov function [43] for the minimum ionizing particles. Figure 8 shows the measured   d E / d x   values in MicroBooNE data after tuning the calibration constant, which shows a good agreement with the prediction in the region of kinetic energy between 250 and 450 MeV. This universal calibration constant can be used to calibrate the detector response to all particles.



In principle, if the electronics gains are correctly measured by the pulser calibration system and all the effects that cause non-uniformities in the detector response are properly corrected for, the calibration constant derived using stopping muons should be exactly 1. The goal of the LArTPC calibration is to understand all the detector and physics effects in order to achieve an accurate and robust calorimetric measurement.



Another “standard candle” for calorimetric calibration of the TPC is the energy spectrum of Michel electrons from the decay of muons [44,45]. This sample is useful for validating the energy reconstruction of low-energy electrons.





4. Conclusions


In this article, we review the major effects that affect calorimetric reconstruction in an LArTPC: electronics and field responses, space charge effects, electron attachment to impurities, diffusion, and recombination. We also summarize the general methods for measuring those effects and the results from different LArTPC experiments. Precise measurements of those effects improve the understanding of detector response and energy resolution, which are crucial for reaching physics sensitivity in current and future LArTPC experiments.







Funding


This research received no external funding.




Institutional Review Board Statement


Not applicable.




Informed Consent Statement


Not applicable.




Data Availability Statement


No new data were created or analyzed in this study. Data sharing is not applicable to this article.




Acknowledgments


The author thanks Bruce Baller, David Caratelli, Flavio Cavanna, Tom Junk, and Stephen Pordes from Fermilab for their careful reading of the paper and for their helpful comments. The author thanks Yifan Chen from the University of Bern and Shanshan Gao from Brookhaven National Laboratory for the useful discussions. This work was supported by the Fermi National Accelerator Laboratory, managed and operated by Fermi Research Alliance, LLC under Contract No. DE-AC02-07CH11359 with the U.S. Department of Energy. The U.S. Government retains and the publisher, by accepting the article for publication, acknowledges that the U.S. Government retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or allow others to do so, for U.S. Government purposes.




Conflicts of Interest


The author declares no conflict of interest.




References


	



Miyajima, M.; Takahashi, T.; Konno, S.; Hamada, T.; Kubota, S.; Shibamura, H.; Doke, T. Average energy expended per ion pair in liquid argon. Phys. Rev. A 1974, 9, 1438–1443. [Google Scholar] [CrossRef]

	



Abi, B.; Abud, A.A.; Acciarri, R.; Acero, M.A.; Adamov, G.; Adamowski, M.; Adams, D.; Adrien, P.; Adinolfi, M.; Ahmad, Z.; et al. First results on ProtoDUNE-SP liquid argon time projection chamber performance from a beam test at the CERN Neutrino Platform. JINST 2020, 15, P12004. [Google Scholar] [CrossRef]

	



Veenhof, R. GARFIELD, recent developments. Nucl. Instrum. Meth. 1998, A 419, 726. [Google Scholar] [CrossRef]

	



Baller, B. Liquid argon TPC signal formation, signal processing and reconstruction techniques. JINST 2017, 12, P07010. [Google Scholar] [CrossRef]

	



Adams, C.; An, R.; Anthony, J.; Asaadi, J.; Auger, M.; Bagby, L.; Balasubramanian, S.; Baller, B.; Barnes, C.; Barr, G.; et al. Ionization electron signal processing in single phase LArTPCs. Part I. Algorithm Description and quantitative evaluation with MicroBooNE simulation. JINST 2018, 13, P07006. [Google Scholar] [CrossRef]

	



Palestini, S.; Barr, G.; Biino, C.; Calafiura, P.; Ceccucci, A.; Cerri, C.; Chollet, J.; Cirilli, M.; Cogan, J.; Costantini, F.; et al. Space charge in ionization detectors and the NA48 electromagnetic calorimeter. Nucl. Instrum. Meth. A 1999, 421, 75–89. [Google Scholar] [CrossRef]

	



Antonello, M.; Baibussinov, B.; Bellini, V.; Boffelli, F.; Bonesini, M.; Bubak, A.; Centro, S.; Cieslik, K.; Cocco, A.; Dabrowska, A.; et al. Study of space charge in the ICARUS T600 detector. JINST 2020, 15, P07001. [Google Scholar] [CrossRef]

	



Abratenko, P.; Alrashed, M.; An, R.; Anthony, J.; Asaadi, J.; Ashkenazi, A.; Balasubramanian, S.; Baller, B.; Barnes, C.; Barr, G. Measurement of Space Charge Effects in the MicroBooNE LArTPC Using Cosmic Muons. arXiv 2020, arXiv:2008.09765. [Google Scholar]

	



Palestini, S.; Resnati, F. Space charge in liquid argon time-projection chambers: A review of analytical and numerical models, and mitigation method. arXiv 2020, arXiv:2008.10472. [Google Scholar]

	



Gee, N.; Floriano, M.A.; Wada, T.; Huang, S.S.; Freeman, G.R. Ion and electron mobilities in cryogenic liquids: Argon, nitrogen, methane, and ethane. J. Appl. Phys. 1985, 57, 1097–1101. [Google Scholar] [CrossRef]

	



Luo, X.; Cavanna, F. Ion transport model for large LArTPC. JINST 2020, 15, C03034. [Google Scholar] [CrossRef]

	



Adams, C.; Alrashed, M.; An, R.; Anthony, J.; Asaadi, J.; Ashkenazi, A.; Balasubramanian, S.; Baller, B.; Barnes, C.; Barr, G.; et al. A method to determine the electric field of liquid argon time projection chambers using a UV laser system and its application in MicroBooNE. JINST 2020, 15, P07010. [Google Scholar] [CrossRef]

	



Marchionni, A. Status and New Ideas Regarding Liquid Argon Detectors. Ann. Rev. Nucl. Part. Sci. 2013, 63, 269–290. [Google Scholar] [CrossRef]

	



Cennini, P.; Cittolin, S.; Dumps, L.; Placci, A.; Revol, J.; Rubbia, C.; Fortson, L.; Picchi, P.; Cavanna, F.; Mortari, G.P.; et al. Argon purification in the liquid phase. Nucl. Instrum. Meth. A 1993, 333, 567–570. [Google Scholar] [CrossRef]

	



Curioni, A.; Fleming, B.; Jaskierny, W.; Kendziora, C.; Krider, J.; Pordes, S.; Soderberg, M.P.; Spitz, J.; Tope, T.; Wongjirad, T. A Regenerable Filter for Liquid Argon Purification. Nucl. Instrum. Meth. A 2009, 605, 306–311. [Google Scholar] [CrossRef]

	



Adamowski, M.; Carls, B.; Dvorak, E.; Hahn, A.; Jaskierny, W.; Johnson, C.; Jostlein, H.; Kendziora, C.; Lockwitz, S.; Pahlk, B.; et al. The Liquid Argon Purity Demonstrator. JINST 2014, 9, P07005. [Google Scholar] [CrossRef]

	



Acciarri, R.; Adamsa, C.; An, R.; Aparicio, A.; Aponte, S.; Asaadi, J.; Auger, M.; Ayoub, N.; Bagby, L.; Baller, B.; et al. Design and Construction of the MicroBooNE Detector. JINST 2017, 12, P02017. [Google Scholar] [CrossRef]

	



Jones, B.; Chiu, C.; Conrad, J.; Ignarra, C.; Katori, T.; Toups, M. A Measurement of the Absorption of Liquid Argon Scintillation Light by Dissolved Nitrogen at the Part-Per-Million Level. JINST 2013, 8, P07011, Erratum in 2013, 8, E09001. [Google Scholar] [CrossRef]

	



Bakale, G.; Sowada, U.; Schmidt, W.F. Effect of an electric field on electron attachment to sulfur hexafluoride, nitrous oxide, and molecular oxygen in liquid argon and xenon. J. Phys. Chem. 1976, 80, 2556–2559. [Google Scholar] [CrossRef]

	



Swan, D. Electron Attachment Processes in Liquid Argon containing Oxygen or Nitrogen Impurity. Proc. Phys. Soc. 1963, 82, 74–84. [Google Scholar] [CrossRef]

	



Bettini, A.; Braggiotti, A.; Casagrande, F.; Casoli, P.; Cennini, P.; Centro, S.; Cheng, M.; Ciocio, A.; Cittolin, S.; Cline, D.; et al. A Study of the factors affecting the electron lifetime in ultrapure liquid argon. Nucl. Instrum. Meth. A 1991, 305, 177–186. [Google Scholar] [CrossRef]

	



Andrews, R.; Jaskierny, W.; Jostlein, H.; Kendziora, C.; Pordes, S.; Tope, T. A system to test the effects of materials on the electron drift lifetime in liquid argon and observations on the effect of water. Nucl. Instrum. Meth. A 2009, 608, 251–258. [Google Scholar] [CrossRef]

	



Carugno, G.; Dainese, B.; Pietropaolo, F.; Ptohos, F. Electron lifetime detector for liquid argon. Nucl. Instrum. Meth. A 1990, 292, 580–584. [Google Scholar] [CrossRef]

	



Amerio, S.; Amoruso, S.; Antonello, M.; Aprili, P.; Armenante, M.; Arneodo, F.; Badertscher, A.; Baiboussinov, B.; Ceolin, M.B.; Battistoni, G.; et al. Design, construction and tests of the ICARUS T600 detector. Nucl. Instrum. Meth. A 2004, 527, 329–410. [Google Scholar] [CrossRef]

	



Amoruso, S.; Antonello, M.; Aprili, P.; Arneodo, F.; Badertscher, A.; Baiboussinov, B.; Ceolin, M.B.; Battistoni, G.; Bekman, B.; Benetti, P.; et al. Analysis of the liquid argon purity in the ICARUS T600 TPC. Nucl. Instrum. Meth. A 2004, 516, 68–79. [Google Scholar] [CrossRef]

	



Measurement of the Electronegative Contaminants and Drift Electron Lifetime in the MicroBooNE Experiment. 2016. Available online: https://www.osti.gov/biblio/1573040/ (accessed on 20 December 2020).

	



Bromberg, C.; Carls, B.; Edmunds, D.; Hahn, A.; Jaskierny, W.; Jostlein, H.; Kendziora, C.; Lockwitz, S.; Pahlka, B.; Pordes, S.; et al. Design and Operation of LongBo: A 2 m Long Drift Liquid Argon TPC. JINST 2015, 10, P07015. [Google Scholar] [CrossRef]

	



Anderson, C.; Antonello, M.; Baller, B.; Bolton, T.; Bromberg, C.; Cavanna, F.; Church, E.; Edmunds, D.; Ereditato, A.; Farooq, S.; et al. The ArgoNeuT Detector in the NuMI Low-Energy beam line at Fermilab. JINST 2012, 7, P10019. [Google Scholar] [CrossRef]

	



A Measurement of the Attenuation of Drifting Electrons in the MicroBooNE LArTPC. 2017. Available online: https://www.osti.gov/biblio/1573054/ (accessed on 20 December 2020).

	



Acciarri, R.; Adams, C.; Asaadi, J.; Backfish, M.; Badgett, W.; Baller, B.; Rodrigues, O.B.; Blaszczyk, F.; Bouabid, R.; Bromberg, C.; et al. The Liquid Argon In A Testbeam (LArIAT) Experiment. JINST 2020, 15, P04026. [Google Scholar] [CrossRef]

	



Einstein, A. Über die von der molekularkinetischen Theorie der Wärme geforderte Bewegung von in ruhenden Flüssigkeiten suspendierten Teilchen. Ann. Phys. 1905, 322, 549–560. [Google Scholar] [CrossRef]

	



von Smoluchowski, M. Zur kinetischen Theorie der Brownschen Molekularbewegung und der Suspensionen. Ann. Phys. 1906, 326, 756–780. [Google Scholar] [CrossRef]

	



Li, Y.; Tsang, T.; Thorn, C.; Qian, X.; Diwan, M.; Joshi, J.; Kettell, S.; Morse, W.; Rao, T.; Stewart, J.; et al. Measurement of Longitudinal Electron Diffusion in Liquid Argon. Nucl. Instrum. Meth. A 2016, 816, 160–170. [Google Scholar] [CrossRef]

	



Cennini, P.; Cittolin, S.; Revol, J.-P.; Rubbia, C.; Tian, W.-H.; Picchi, P.; Cavanna, F.; Mortari, G.P.; Verdecchia, M.; Cline, D.; et al. Performance of a 3-ton liquid argon time projection chamber. Nucl. Instrum. Meth. A 1994, 345, 230–243. [Google Scholar] [CrossRef]

	



Atrazhev, V.M.; Timoshkin, I.V. Transport of electrons in atomic liquids in high electric fields. IEEE Trans. Dielectr. Electr. Insul. 1998, 5, 450–457. [Google Scholar] [CrossRef]

	



Onsager, L. Initial Recombination of Ions. Phys. Rev. 1938, 54, 554–557. [Google Scholar] [CrossRef]

	



Jaffé, G. Zur Theorie der Ionisation in Kolonnen. Ann. Phys. 1913, 347, 303–344. [Google Scholar] [CrossRef]

	



Acciarri, R.; Adams, C.; Asaadi, J.; Baller, B.; Bolton, T.; Bromberg, C.; Cavanna, F.; Church, E.; Edmunds, D.; Ereditato, A.; et al. A Study of Electron Recombination Using Highly Ionizing Particles in the ArgoNeuT Liquid Argon TPC. JINST 2013, 8, P08005. [Google Scholar] [CrossRef]

	



Birks, J.B. Scintillations from Organic Crystals: Specific Fluorescence and Relative Response to Different Radiations. Proc. Phys. Soc. A 1951, 64, 874–877. [Google Scholar] [CrossRef]

	



Acciarri, R.; Adams, C.; Asaadi, J.; Baller, B.; Bolton, T.; Bromberg, C.; Cavanna, F.; Church, E.; Edmunds, D.; Ereditato, A.; et al. Study of electron recombination in liquid argon with the ICARUS TPC. Nucl. Instrum. Meth. A 2004, 523, 275–286. [Google Scholar] [CrossRef]

	



Foreman, W.; Acciarri, R.; Asaadi, J.A.; Badgett, W.; Blaszczyk, F.D.M.; Bouabid, R.; Bromberg, C.; Carey, R.; Cavanna, F.; Aleman, J.I.C.; et al. Calorimetry for low-energy electrons using charge and light in liquid argon. Phys. Rev. D 2020, 101, 012010. [Google Scholar] [CrossRef]

	



Adams, C.; Alrashed, M.; An, R.; Anthony, J.; Asaadi, J.; Ashkenazi, A.; Balasubramanian, S.; Baller, B.; Barnes, C.; Barr, G. Calibration of the charge and energy loss per unit length of the MicroBooNE liquid argon time projection chamber using muons and protons. JINST 2020, 15, P03022. [Google Scholar] [CrossRef]

	



Bichsel, H. Straggling in Thin Silicon Detectors. Rev. Mod. Phys. 1988, 60, 663–699. [Google Scholar] [CrossRef]

	



The ICARUS Collaboration. Measurement of the mu decay spectrum with the ICARUS liquid argon TPC. Eur. Phys. J. C 2004, 33, 233–241. [Google Scholar] [CrossRef]

	



Acciarri, R.; Adams, C.; An, R.; Anthony, J.; Asaadi, J.; Auger, M.; Bagby, L.; Balasubramanian, S.; Baller, B.; Barnes, C.; et al. Michel Electron Reconstruction Using Cosmic-Ray Data from the MicroBooNE LArTPC. JINST 2017, 12, P09014. [Google Scholar] [CrossRef]








[image: Instruments 05 00002 g001 550] 





Figure 1. Response of the ProtoDUNE electronics to an input charge of DAC setting 3. The red curve is fit to a simulated function of electronics response. Plot courtesy of David Adams (Brookhaven National Laboratory) and the DUNE collaboration. 
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Figure 2. Measured pulse area vs. digital-to-analog converter (DAC) setting for a typical collection channel. The red line shows the fit used to extract the gain. This figure is from [2]. 
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Figure 3. Distribution of fitted gains for good (blue) and bad/noisy (red) channels. The legend indicates the number of channels in each category and gives the mean (23.4 e/(analog-to-digital converter (ADC) count)/tick)) and RMS/mean (5.1%) for the good channels. This figure is from [2]. 
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Figure 4. Garfield simulation of electron drift paths (yellow lines) in a 2D ProtoDUNE-SP time projection chamber (TPC) scheme and the equal weighting potential lines (green) for a given wire in the first induction plane, where the latter is shown as a percentage from 1% to 45%. This figure is from [2]. 
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Figure 5. Normalized electric field at the anode    E a  /  E 0    and cathode    E c  /  E 0    as a function of the parameter  α , reproduced from Ref. [6]. 
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Figure 6. A drawing of a liquid argon purity monitor. This figure is from [16]. 
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Figure 7. Plot of the most probable value of the   d Q / d x   distribution in ProtoDUNE as a function of the hit time, fit to an exponential decay function during a period of lower purity (left:   τ e   = 10.4 ms) and during a period of higher purity (right:   τ e   = 89 ms). This figure is from [2]. 
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Figure 8. Comparison between the predicted and the measured most probable value of   d E / d x   for stopping muons in MicroBooNE data. This figure is from [42]. 
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Table 1. Running conditions of the ICARUS, MicroBooNE, and ProtoDUNE experiments and the calculated electric field distortions in comparison with the measurements.
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	ICARUS
	MicroBooNE
	ProtoDUNE





	HV (kV)
	75
	70
	180



	D (m)
	1.5
	2.56
	3.6



	  E 0   (V/cm)
	500
	273
	500



	J (  10  − 10    C m    − 3    s    − 1   )
	1.9
	1.6
	1.9



	  μ i   (  10  − 3    cm   2  V    − 1   s    − 1   )
	0.9
	1.5
	0.9



	  α  
	0.378
	0.839
	0.907



	   E c  /  E 0  − 1   (calculated)
	4.7%
	21.6%
	25.0%



	   E c  /  E 0  − 1   (measured)
	4% [7]
	16% [8,12]
	19% ± 4% [2]



	  1 −  E a  /  E 0    (calculated)
	2.4%
	11.9%
	14.0%



	  1 −  E a  /  E 0    (measured)
	2% [7]
	8% [8,12]
	11% ± 2% [2]
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Table 2. The Birks and modified Box model parameters measured by the ICARUS, ArgoNeuT, and MicroBooNE experiments.
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	ICARUS
	ArgoNeuT
	MicroBooNE





	 E  (V/cm)
	200, 350, 500
	481
	273



	Sample
	Stopping muons
	Stopping protons
	Stopping protons



	Birks   A B  
	   0.800 ± 0.003   
	   0.806 ± 0.010   
	   0.816 ± 0.012   



	Birks   k B   ((kV/cm)(g/cm   2  )/MeV)
	   0.0486 ± 0.0006   
	   0.052 ± 0.001   
	   0.045 ± 0.001   



	Box  α 
	-
	   0.93 ± 0.02   
	   0.92 ± 0.02   



	Box   β ′   ((kV/cm)(g/cm   2  )/MeV)
	-
	   0.212 ± 0.002   
	   0.184 ± 0.002   
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