
Citation: Chen, A.; Lv, Z.; Zhang, J.;

Yu, G.; Wan, R. Review of the

Accuracy of Satellite Remote Sensing

Techniques in Identifying Coastal

Aquaculture Facilities. Fishes 2024, 9,

52. https://doi.org/10.3390/

fishes9020052

Academic Editor: Zhangying Ye

Received: 19 December 2023

Revised: 18 January 2024

Accepted: 24 January 2024

Published: 27 January 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fishes

Review

Review of the Accuracy of Satellite Remote Sensing Techniques
in Identifying Coastal Aquaculture Facilities
Ao Chen 1, Zehua Lv 1,2,3,*, Junbo Zhang 1,2, Gangyi Yu 1 and Rong Wan 1,2,*

1 Colloge of Marine Living Resource Sciences and Management, Shanghai Ocean University,
Shanghai 201306, China; zhangjunbo1985@gmail.com (J.Z.)

2 National Engineering Research Center for Oceanic Fisheries, Shanghai Ocean University,
Shanghai 201306, China

3 Zhoushan Branch of National Engineering Research Center for Oceanic Fisheries, Zhoushan 316014, China
* Correspondence: zhlv@shou.edu.cn (Z.L.); rongwan@shou.edu.cn (R.W.)

Abstract: The predominant form of aquaculture is the facility fishery, which is also subject to
significant impacts from marine disasters. Conducting research on the extraction of facility fishery
areas based on remote sensing technology is crucial to efficiently comprehending the configuration of
coastal culture patterns and to establishing scientifically sound plans for managing and administering
these areas. The extensive dispersion of facility fishery areas in coastal regions poses a challenge to
the conduction of comprehensive field surveys. The utilization of satellite remote sensing images for
information extraction has emerged as a significant area of research in the fields of coastal fishery and
ecological environment. This study provides a systematic description of the current research status of
coastal fishery area extraction methods using remote sensing technology from 2000 to 2022 reported in
the literature. The methods discussed include the visual interpretation method, image element-based
classification, object-based classification, supervised classification, unsupervised classification, and
neural network classification. The extraction accuracy of each method in the coastal facility fishery
area is evaluated, and the advantages and disadvantages of these methods, as well as their limitations
and existing problems, are analyzed in detail, to construct a reference framework for the investigation
of the high-precision extraction of facility fishery areas from satellite remote sensing images.

Keywords: satellite remote sensing image; coastal facility fishery area; target recognition; information
extraction

Key Contribution: A systematic analysis of the current research status of coastal fishery area extrac-
tion methods using remote sensing technology from 2000 to 2022 is conducted, and six information
extraction methods for coastal facility fishery area based on optical satellite remote sensing images
are reviewed. The selection suggestions of optical satellite data and information extraction methods
of coastal facility fishery area are provided.

1. Introduction

The swift advancement of facility fisheries has generated considerable economic bene-
fits, particularly in China. The widespread distribution of facility fishery areas presents an
obstacle for efficient and precise monitoring using conventional management approaches,
thereby impeding the sustainable and systematic growth of aquaculture [1,2]. Facility
fisheries are also susceptible to impairment from marine disasters, such as storm surges,
waves, and sea ice [3]. The implementation of scientific planning is therefore advantageous
in comprehending the spatial arrangement of aquaculture areas, regulating and overseeing
fishery facilities, and efficiently averting and alleviating the adverse consequences of ma-
rine calamities. However, the dispersion of fishery facilities and inadequate development of
surrounding road infrastructures present certain challenges in conducting comprehensive
field surveys [1]. The use of image recognition techniques based on satellite remote sensing
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imagery confers a distinctive benefit in providing precise, uninterrupted and cost-effective
feature data for the monitoring and administration of facility fishery areas [4].

The remote sensing image recognition technique provides important technical sup-
port for the study of fishery information extraction, and is widely employed in various
domains, e.g., marine planning and coastal development [5], topographic and geological
exploration [6], disaster prevention and mitigation [7], and ecological protection [8]. The
applications of this technology in the field of fisheries mainly pertain to the information
extraction of aquaculture areas [9], environmental studies of fishing grounds [10], and the
habitat analysis of fish species [11]. Extensive research related to the information extraction
of fishery facilities has been conducted using a combination of remote sensing imagery and
image recognition techniques, and has yielded noteworthy scientific achievements.

A facility fishery, remote sensing satellite data sources and spatial feature information
extraction methods are overviewed, focusing on the research progress of remote sensing
image recognition technology in the past 20 years. This study aims to provide scientific
support for research on the extraction method of satellite remote sensing image recognition
with broad applicability and high extraction precision. To achieve this objective, a systemat-
ically analysis of extraction accuracy and the features of the existing recognition algorithms
has been conducted.

2. Fishery Facilities and Remote Sensing Images
2.1. Fishery Facilities

Coastal facility fisheries are a sustainable mode of marine aquaculture that can play a
crucial role in meeting the growing demand for seafood [12]. The two primary forms of
coastal facility fisheries are cage-based and raft-based aquaculture. Cage aquaculture can be
classified into nearshore and deep-sea cage culture. Nearshore cages are characterized by
their simplicity of construction and limited resistance to wind and waves [13]. These cages
are primarily utilized for the cultivation of various types of aquatic creatures, such as small
yellow croaker (Larimichthys polyactis), puffer fish (Takifugu rubripes), and Japanese seabass
(Lateolabrax japonicus) [14]. Deep-sea cages are highly equipped and possess robust wind
and wave resilience, serving as a means for cultured species such as Atlantic salmon (Salmo
salar) and pompano (Trachinotus ovatus) [1]. Raft facilities, involving the culture of seaweed
(e.g., kelp Laminaria japonica) and shellfish (e.g., pacific oyster Crassostrea gigas), consist of
raft frames, floats, and ropes, and are anchored to the seabed with cables [15]. Remote
sensing images of these fishery facilities in a coastal area are represented in Figure 1.
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2.2. Satellite Remote Sensing

High-resolution images are obtained from remote sensing satellites, which can be
classified into two main categories based on the sensors utilized by the acquiring satellites:
optical satellites and synthetic aperture radar satellites [16]. Optical satellites provide
high-resolution multispectral remote sensing images with rich information on the spatial
distribution and spectral characteristics of the Earth’s surface, making them a widely used
data source for studies involving the extraction of information from facility fishery areas [17].
As shown in Table 1, the optical satellite data sources used for feature information extraction
since the 1980s primarily comprise Landsat 8, Sentinel-2, GaoFen-2, etc. The process of
selecting appropriate remote sensing satellite images necessitates a careful consideration of
various factors, including but not limited to research objectives, the geographical location,
and temporal constraints. The Landsat 8 and Sentinel-2 satellites are capable of achieving
a minimum spatial pixel size of 15 and 10 m, respectively. This level of resolution is
sufficient to provide comprehensive information and facilitate the precise classification
and quantitative analysis of measuring facility fishery areas. When conducting research
within a restricted scope, such as when analyzing a specific facility fishery area, it is
recommended to select a satellite image with a higher resolution, such as GaoFen-2. In
order to investigate the development of fishery facilities, it is imperative to opt for satellite
imagery that spans extended durations, such as Landsat 5 and Landsat 7. Satellite imagery
with a reduced temporal resolution can provide extensive historical image data spanning
several decades, which can be leveraged to investigate the evolutionary patterns of fishery
areas associated with facilities. Such a meticulous approach is essential for obtaining precise
and all-encompassing research outcomes. The most frequently cited research works in
the field of facility fishery area extraction based on remote sensing data within the past
decade are listed in Table 2, where the most commonly used satellite data types are from
the GaoFen and Landsat series.

Table 1. List of most relevant optical satellites for the observation of aquaculture sites.

Platform Senor/Instrument Spatial
Resolution (m)

Minimum Local
Revisit Time (day)

Maximum Swath
Width (km) Launch Data Status

Landsat TM TM 30, 120 16 185 1982.3 Inactive

Terra ASTER, CERES,
MISR, MODIS 15, 30, 90 1–2 2330 1999.12 Operational

Landsat 7 ETM+ 15–60 16 185 1999.4 Operational
IKONOS PAN, MS 0.82, 4 3–5 11 1999.9 Inactive

QuickBird PAN, MS 0.61, 2.44 1.6 16.5 2001.10 Inactive
SPOT 5 HRG 2.5, 5 5 60 2002.5 Inactive

WorldView-1 WV60 0.46 1.7 17.6 2007.9 Operational
RapidEye REIS 5 5 77 2008.8 Inactive

HJ-1A/HJ-1B CCD 30 2 700 2008.9 Operational
GeoEye-1 GeoEye 0.41 3 15.2 2008.9 Operational

WorldView-2 WV110 0.46 1.1 16.4 2009.10 Operational
Pleiades-1A PHS 0.5 1 20 2011.12 Operational

ZY-3 ZY-3 MUX,
ZY-3 PAN 5, 10 3–5 60 2012.1 Operational

HJ-1C SAR 10 3 1000 2012.11 Operational
Pleiades-1B PHS 0.5 1 20 2012.12 Operational

SPOT 6 HRG-1 1.5–6 1–3 60 2012.9 Operational
Landsat 8 OLI, TIRS 15–100 16 185 2013.2 Operational
Gaofen-1 PMS, WFV 2–8 2–4 60 2013.4 Operational
CBERS-4 PAN, MUX, WFI 5–80 26 720 2014.12 Operational
SPOT 7 HRG-1 1.5–6 1–3 60 2014.6 Operational

Gaofen-2 PMS, WFV, SAR 0.8–3.2 2–4 20 2014.8 Operational
WorldView-3 WV110 0.31 1.1 13.1 2014.8 Operational
Sentinel-2A MSI 10–60 5 290 2015.6 Operational

WorldView-4 WV110 0.31 1.1 13.1 2016.11 Operational

Sentinel-3 OLCI, SRAL,
SLSTR 300, 1.2 27 1270 2016.2 Operational

Sentinel-2B MSI 10–60 5 290 2017.3 Operational
Gaofen-5 GFS 8–16 4 2000 2018.5 Operational
Landsat 9 OLI-TIRS 30, 15, 10 16 185 2021.9 Operational
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Table 2. Use of optical remote sensing data in papers related to aquaculture area classification studies.

Type of Senor Name of Satellite References

Optical satellite

GF-1, GF-2 [18–23]
Landsat 8, Landsat 9, Landsat TM [24–27]

SPOT 5, SPOT 6, SPOT 7 [28,29]
WorldView-1, WorldView-2,
WorldView-3, WorldView-4 [30,31]

Terra [32]
Sentinel-2, Sentinel-3 [33]

RapidEye [34]
QuickBird [35]

3. Data Sources

The literature reviewed in this paper includes studies on the use of remote sensing
images to extract facility fishery area. Both Chinese and English databases were selected for
the literature search. The primary data source for the English literature was derived from
the fundamental collection of Web of Science (WOS), a globally recognized and authoritative
citation index database that encompasses SCIE, SSCI, A&HCI and other sub-collections.
The corpus of the Chinese literature was obtained from the China Knowledge Network
(CNKI) database, which covers prominent Chinese journals featured in Peking University,
and CSCD and CSSCI databases. The keywords “extract* or detect*”, “satellite image*
or remote* sens* or hyper spectral” and “facility fishery or aquaculture” were selected,
and the query was conducted using these keywords from January 1994 to December 2022.
In total, 853 publications were retrieved from the WOS database, including 36 review
papers. An additional exploration of research avenues pertaining to the field of “Fisheries”
yielded 296 publications in total, which encompassed 11 review papers. Using the same
keywords, 34 publications on CNKI were obtained. The aforementioned 330 publications
were thoroughly examined and subsequently used for CiteSpace citation analysis. In total,
22 pertinent publications elucidating diverse classification methods for the classification
of coastal facility fishery areas were selected and employed in the analysis section of the
classification methodologies.

According to previous research, the occurrence of citation bursts associated with
specific keywords could reflect the emergence of research hotspots in a particular field
during a given time period [36]. Based on the mutation analysis module of the CiteSpace
5.1.R6 software, the research field experienced a period of stagnation between 2000 and
2005 (Table 3). From 2005 to 2017, there was a gradual increase in research activities, with a
concentration of keywords such as “geospatial information” and “environmental impact”.
There was a surge in the usage of certain keywords such as “classification”, “algal bloom”,
and “aquaculture” in recent years. Notably, “aquaculture” gained significant attention with
a strength value of 3.29, indicating that it became the current research hotspot.

Table 3. Keywords with the strongest citation bursts.

Keyword Strength Time Series/Year

Geospatial information 1.70 2005–2009
Model 1.77 2010–2012

Environmental impact 1.63 2010–2016
Management 1.69 2013–2017
Classification 2.19 2019–2020

Bloom 1.64 2019–2022
Aquaculture 3.29 2020–2022

The geographical distribution of research institutions that published literature pertain-
ing to the utilization of remote sensing images for the purpose of extracting research from
facility fishery areas was primarily concentrated in Asia and the Americas. The countries
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that had a publishing count surpassing 15 were China, USA, Germany, and Vietnam. The
articles were obtained from 64 nations or regions, with the involvement of 274 research
institutions globally. Among these institutions, the 15 mentioned by name demonstrate
the highest level of interconnection, and the 3 leading organizations were the Chinese
Academy of Sciences (CAS), the University of Chinese Academy of Sciences (UCAS), and
Jiangsu Center for Collaborative Innovation in Geographical Information Resource. CAS
was mostly associated with research conducted in other academic institutions.

Centrality is one of the indicators with which to evaluate the importance of nodes in a
network, where nodes with a centrality exceeding 0.1 are considered central, with higher
values indicating greater academic influence and importance [36]. In total, 433 journals
published research results in related fields. The journal “Remote Sensing of Environment”
had the highest number of citations, totaling 136, but its node centrality was only 0.02,
indicating that despite the abundance of research related to the journal, its academic impact
was relatively low. “Marine Pollution Bulletin” and “Aquaculture” had a comparatively
lower count of overall citations; their node centralities were recorded to be 0.12 and 0.16,
respectively, therefore meeting the criterion for central node status and consequently
indicating a high academic impact.

Since 2002, there has been an overall increase in the number of relevant papers pub-
lished in journals (Figure 2). Over the course of the previous half-decade, there was a
notable surge in the quantity of articles pertaining to WOS, which corresponded with an
increase in research interest. Since 2017, the number of articles published in core journals
gradually increased, and many domestic scientific research institutions focused on related
research based on the remote sensing extraction of aquaculture areas.
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4. Classification and Extraction of Information on Coastal Facilities and Fishery Areas
4.1. Preprocessing

Preprocessing is a widely adopted technique in remote sensing that aims to standard-
ize images to reduce the errors caused by imaging and to enhance the correspondence
between images and actual features. The main procedures comprise five steps, namely
radiometric calibration, atmospheric correction, distortion correction, georeferencing, and
image fusion [37].

Radiation correction removes errors due to external environmental factors such as
solar radiation and the sensor itself, which can blur the image and reduce the image resolu-
tion [38]. During the transmission process, the spectrum of the ground object undergoes
scattering, absorption, and refraction because of the presence of water vapor, oxygen,
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carbon dioxide, and aerosol particles. This results in a reduction in spectrum energy and a
modification of the spectrum distribution. Atmospheric correction involves the adjustment
of the spectral distribution in order to derive real physical model parameters [39]. Distor-
tion correction removes any geometric distortion, which may arise due to various factors
such as the curvature of the Earth’s surface or the optics of the sensor [40]. Georeferencing
is the process of assigning spatial coordinates to an image, thereby enabling a precise carto-
graphic representation of the Earth’s surface features [41]. Image fusion integrates images
with different resolutions into a singular image [42], where low-resolution multispectral
remote sensing images are merged with high-resolution monospectral images of the same
region to produce high-resolution multispectral images.

4.2. Methods of Classification

Remote sensing image classification is an important methodology that utilizes remote
sensing data and computer technology to analyze and manipulate remote sensing images,
the purpose of which is to categorize the pixels in remote sensing images into different
categories to achieve the identification, classification, and monitoring of ground objects.

Remote sensing image classification methodologies are usually classified into manual
visual classification, pixel-based image analysis (PBIA) classification, object-based image
analysis (OBIA) classification, supervised classification, unsupervised classification and
neural network classification [43].

4.2.1. Manual Visual Classification

Manual visual classification relies on the identification of feature information pertain-
ing to the target features (color, shape, texture, location, etc.) [44]. Recognition is achieved
through comparative analysis, including the steps of preliminary interpretation, a field
survey of the target area, detailed interpretation, a field inspection of the target area, and
the mapping of the results. This classification method is appropriate for processing small
batches of data, and its extraction results are primarily employed for image verification.

4.2.2. PBIA/OBIA Classification

The PBIA classification method has been widely utilized in the automated extraction
of remote sensing pictures, representing one of the earlier approaches in this field [45],
which facilitates the analysis of spectral feature values among pixels and enhances feature
information to optimize the extraction of target characteristics. The OBIA classification
method takes into account several factors such as the target’s structure and texture, and the
association between neighboring image elements, which involves the transformation of
individual image elements into image objects, incorporating spatial information about these
objects as well as their semantic characteristics [46]. The detailed classification processes
are represented in Figure 3.

(a) PBIA classification
The fundamental concept underlying the feature index is the mitigation of the influence

of background information and accentuation of the contrast between the target region
and surrounding areas. This is achieved via inter-spectral operations, such as ratio and
difference, which serve to emphasize the distinctive characteristics of the target region.
The initial application of the method involved the extraction of land targets, namely the
utilization of the normalized difference vegetation index (NDVI) to assess crop growth and
nutrient levels, as well as the use of the normalized difference water index (NDWI) for the
identification of river regions [47]. By utilizing the aforementioned characteristic indices as
benchmarks and incorporating the distinctive spectral data of fishery establishments, we
choose to employ ratio indices from various sensitivity bands to delineate the fishery areas
of coastal facilities [27,34].
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The PBIA classification method is frequently employed for demarcating fishery zones
in coastal facilities, as evidenced in Table 4. Ma et al. [32] conducted a study in which they
utilized ASTER remote sensing images and employed the index construction approach to
create the normalized difference aquaculture index (NDAI), which was developed based
on the spectral characteristics of the region and proven to be effective in identifying and
delineating the coastal aquaculture area in Yantai City, situated in the Shandong Province
of China. Cheng et al. [22] introduced an innovative band set that incorporates the NDAI
extraction index, utilizing a multi-source feature fusion technique to extract marine raft
and coastal cage culture areas.

Nevertheless, this approach exhibits constraints in terms of information collecting
and fails to comprehensively demonstrate the benefits offered by high-resolution remote
sensing imagery. The advancement in spectral resolution and spatial resolution has led
to an increased amount of information contained inside a single pixel, which poses chal-
lenges when attempting to extract correlation information between pixels, such as spatial
relationships and texture shape aspects. Furthermore, the classification of PBIA is funda-
mentally insufficient in addressing the problem of noise [48,49]. One of the current areas of
research focus involves strategies aimed at preventing or reducing the adverse effects of
the aforementioned issues on the results of extraction processes.

(b) OBIA classification
The phase of OBIA classification typically encompasses three sequential steps, namely

segmentation, feature extraction, and classification. Image segmentation refers to the pro-
cess of dividing an image into distinct objects or regions, which is achieved by considering
many factors such as spectral, spatial, and background features. The process of feature
extraction involves extracting a certain collection of features from each item that has been
split into individual objects. The aforementioned characteristics may encompass the spec-
tral, textural, and shape-based properties of the object. The classification process involves
the utilization of a classification algorithm to analyze a set of extracted features, with the
aim of assigning each object to a distinct class or category.
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Table 4. Application of PBIA classification in coastal facility fishery area.

Method Object Result References

Feature source feature fusion

Raft
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4.2.3. Supervised/Unsupervised Classification

Supervised and unsupervised classifications of remote sensing image are derived from
the domain of machine learning, and the flowcharts of these two methods are shown in
Figure 4. Supervised classification employed labeled training examples to classify remote
sensing data. The process is characterized by a high level of automation, encompassing
the delineation of information categories, the assessment of their spectral distinctiveness,
the identification of suitable classification algorithms, and the subsequent application of
these algorithms for data categorization. However, the use of this approach necessitates
a substantial amount of precisely annotated training samples, a process that can be both
time-consuming and costly to obtain. For example, Zhong et al. [52] effectively used an
integration-enhanced gradient descent (IEGD) technique based on supervised classification
to extract feature information from port aquaculture areas.
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On the other hand, unsupervised classification [53] is a technique that does not rely
on pre-defined classes and that entails the application of clustering algorithms to group
pixels with comparable spectral characteristics into classes that are subsequently defined
based on their spectral features. The classes that emerge from this process can be used
for the purpose of identifying specific areas of interest, which can then be subjected to
further categorization through the application of supervised methods. Liu et al. [26]
extracted and created thematic maps of fish cage and raft culture regions in the coastal
provinces of China. Although unsupervised classification does not require labeled training
samples, it can present difficulties in terms of the interpretation and validation of the
resulting classifications.

4.2.4. Neural Network Classification

Convolutional neural networks (CNN) have demonstrated remarkable accuracy in
various domains, including image classification, target recognition, and semantic segmen-
tation [22,25]; the process of CNN classification is presented in Figure 5. Common metrics
used to evaluate accuracy in classification tasks include classification accuracy, precision,
and recall [54,55]. The CNN algorithm has been found to require a reasonably large quantity
of training data for remote sensing images and is capable of processing many types of input
data [56]. Currently, multidimensional neural networks are being employed in conjunction
with enhanced algorithms to enhance the efficiency of recognition and extraction processes.
Jiang et al. [21] developed a 3D CNN model with an optimized cross-entropy loss func-
tion to extract aquaculture area information through classification using a support vector
machine classifier. The widespread application of algorithmic models for aquaculture
information extraction is facilitated by the continuous advancement of neural network
technology (Table 6).

Table 6. Neural network classification in the coastal facility fishery area application.

Method Object Result References

UPS-Net Raft
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Figure 5. The diagram structure of CNN extracting features from images using convolution and pooling.

4.3. Accuracy Assessment

The precision of remote sensing images can be evaluated using the confusion matrix,
which enables and assessment to be conducted by analyzing all pixels across different
categories and presenting a concise overview of the degree of misclassification between the
classified categories and the actual categories [57]. The calculation of several performance
metrics such as overall accuracy, the Kappa coefficient, the producer’s accuracy, the user’s
accuracy, the misclassification error, and the missed classification error can be conducted
in the aquaculture area [17]. Several techniques are also employed, including comparison
analysis [58], statistical approaches [59], and spatial consistency tests [60], in addition to
confusion matrices.

At present, there is a lack of a universally applicable approach for the comprehensive
extraction of all aquaculture sites. It is imperative to be prudent while picking an extraction
method, as each method possesses distinct advantages and disadvantages. Therefore,
careful consideration of the specific conditions is warranted. Table 7 presents a complete
analysis of the strengths and weaknesses associated with six distinct extraction methods.



Fishes 2024, 9, 52 12 of 16

Table 7. Comparison of advantages and disadvantages of different classification methods.

Method Advantages Disadvantages

Visual
classification • Fast classification of small areas • Strong subjectivity

PBIA classification
• High classification accuracy
• Extensible algorithm
• High data processing efficiency

• Limited information acquisition
• Unable to avoid “Salt and Pepper Noise”

OBIA classification

• Better object recognition
• Better compatibility
• Suitable for extraction from large

aquaculture areas

• Higher data requirements
• High computational complexity
• Need for parameter optimization

Supervised classification
• More purposeful sample selection
• Avoidance of re-classification of spectral

cluster groups

• Requires large number of training samples
• Can only recognize trained feature types

Unsupervised classification
• All feature types in the image can

be classified
• Less human error

• Some results are not easy to categorize
• Spectral characteristics of features in each

image are different

Neural network
classification

• High degree of automation
• Highly expandable algorithms

• High quality requirements of data sources
• Requires large number of training samples

Table 8 summarizes a comprehensive overview of the performance of various extrac-
tion methods, as reported in relevant studies conducted between 2010 and 2022. Among
the aforementioned methods, the average extraction accuracy of the raft farming area is
recorded at 91.3%, while the fish cages exhibit an average extraction accuracy of 92.7%.
The table reveals a notable concentration of studies focused on image elements or object
classification, with extraction accuracy consistently surpassing the average. Conversely,
there is a scarcity of studies exploring supervised, unsupervised, and neural network
classification, and in these cases, the extraction accuracy tends to be comparatively lower.

Table 8. Extraction accuracy of different aquaculture zone classification methods from 2010 to 2022.

Classification Method
Accuracy

References
Raft Cage

PBIA classification

• Construction of ratio index 83.0% [32]
• Combination of spectral and

textural information
94.9% [25]

• Association rules 83.7% [61]
• Multi-feature analysis 86.0% 96.2% [34]
• Multi-source feature fusion 91.6% 93.3% [22]

OBIA classification

• Multi-feature analysis 98.8% [45]
• Object proximity features 96.0% 96.5% [31]
• Object-oriented classification 88.1% [62]

Supervised classification

• Semi/weakly supervised
semantic segmentation

95.0% [23]

• Supervised classification 95.4% [52]
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Table 8. Cont.

Classification Method
Accuracy

References
Raft Cage

Unsupervised classification • Unsupervised classification 87.4% 87.4% [26]

Convolutional
Neural Networks

• Semantic segmentation 92.0% 94.5% [35]
• Semi/weakly supervised

semantic segmentation
95.0% [23]

• Deep learning 88.5% [63]
• Fully convolutional neural network 90.7% [18]

5. Conclusions and Prospects

Implementing intelligent management approaches enables the efficient and exact
monitoring of fisheries areas in order to support the sustainable and methodical expansion
of aquaculture facilities. This study provides a comprehensive overview of the application
of remote sensing imagery to the information extraction of aquaculture areas, where the
structure, advantages and limitations of six methods are analyzed. On this basis, we
proposed potential solutions addressed to the existing challenges.

The significance and relevance of extracting information from remote sensing images
of coastal fishery facilities, particularly using GF and Landsat satellite data, are steadily
increasing as evidenced by citation analysis. It is difficult to utilize spatial relations in
PBIA, which could be solved via spatial correlation analysis, and it has noise problems that
could be solved using hyperspectral data. OBIA is more suitable for extracting aquaculture
regions as it simplifies post-classification editing and improves spatial accuracy by reducing
spectral confusion between classes, but still has challenges in rule set construction. A
potential way, such as data mining, is suggested to automate rule association to improve
the efficiency and accuracy of rule set construction. Since supervised classification requires a
large number of samples, we suggest using semi-supervision or weak supervision to reduce
the number of samples. For the problem in which the results of unsupervised classification
are difficult to interpret, other data sources could be used to help with interpretation.
Although CNN requires a large amount of training data to improve accuracy, it can be
combined with migration learning or data augmentation to compensate for the lack of
training data. CNN exhibits significant promise for further advancement, excelling in the
extraction of multidimensional characteristics and management with multiple input data.

Therefore, OBIA and CNN could be prioritized for the extraction of aquaculture areas.
In addition, advances in remote sensing and image recognition technology may allow for
improved extraction performance and generalizability through model coupling.
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