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Variable Notation

Source domain XS
Target domain XT
Image in the source domain xs
Image in the target domain xt
Source labels YS
Target labels YT
Marginal source label distribution DY

S
Marginal target label distribution DY

T
Feature extractor φ()
Probability distribution P()
Generator G
Discriminator D
Regressor R
Generator parameters Θ
Discriminator parameters Ψ

Table S1: Notation adopted in the paper.

Fine-tuning Comparisons against Giuffrida et al. [1]1

As our approach includes a semi-supervised training step, the following question2

arises: would the method in [1] benefit from a handful of annotations taken from the target3

dataset? Therefore, we trained the method in [1] with the pedestrian [2] and leaf counting4

[3–6] datasets (as described in Section 4.3.2 and 4.3.3 in the main paper) and then we5

fine-tuned the regressor with a ranging numbers of labelled images taken from the target6

datasets, as we did for our method in Section 4.5 in the main paper. We compared the7

results obtained with the fine-tuned regressor of [1] with ours and we show the results8

in Figure S1.9

Overall, the approach in [1] does benefit from this fine-tuning, reducing the MSE on10

all the 3 experimental setups, compared with the results obtained without fine-tuning,11

(c.f. Tables 3 and 4 in the main paper). However, the method in [1] never outperforms12

ours (only for the intra-species case the MSE is closer to ours, although still higher – c.f.13

Figure S1 (b)), demonstrating that the additional supervision provided to their method14

is still not enough to address the label gap problem, especially for the pedestrian (c.f.15

Figure S1 (a)) and inter-species (c.f. Figure S1 (c)) cases.16
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Hyperparameter Value

Pretraining Step

Batch Size 64
Optimiser Adam
Learning Rate 0.0001
Weight Decay 0.01

Adversarial Adaptation Step

Batch Size 32
Optimiser Generator Adam
Optimiser Discriminator SGD
Learning Rate 0.0001
Weight Decay 0.01
Variance Regulariser 0.01

Regressor Fine-tuning Step

Batch Size 64
Optimiser Adam
Learning Rate 0.0001

Table S2: Hyperparameters used in the experiments.
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(a)

(b)

(c)
Figure S1. Fine-tuning performance comparisons of our method
against [1] on all the real-world datasets utilised in this work (c.f.
Section 4.3.2 and 4.3.3 in the main paper). We report the MSE wrt a
variable number of annotated images taken from the target domains.
(a) Pedestrian dataset [2] fine-tuning experiment; (b) Intra-species
leaf counting fine-tuning experiment; (c) Inter-species leaf counting
fine-tuning experiment.
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