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Abstract: This paper is an investigation in the field of personalized image quality assessment with
the focus of studying individual contrast preferences for natural images. To achieve this objective, we
conducted an in-lab experiment with 22 observers who assessed 499 natural images and collected
their contrast level preferences. We used a three-alternative forced choice comparison approach
coupled with a modified adaptive staircase algorithm to dynamically adjust the contrast for each new
triplet. Through cluster analysis, we clustered observers into three groups based on their preferred
contrast ranges: low contrast, natural contrast, and high contrast. This finding demonstrates the
existence of individual variations in contrast preferences among observers. To facilitate further
research in the field of personalized image quality assessment, we have created a database containing
10,978 original contrast level values preferred by observers, which is publicly available online.
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1. Introduction

Personalized approaches are gaining increasing popularity not only in the field of
Image Quality Assessment (IQA) [1] but also in various other domains [2]. For years,
subjective experiments have delivered results in the form of Mean Opinion Scores (MOSs).
An MOS is defined by the International Telecommunication Union as a measurement of
the voice quality of an interaction: the mean of individual “values on a predefined scale
that a subject assigns to his opinion of the performance of a system quality” [3]. There exist
recommendations and guidelines for several aspects related to subjective experiments, such
as the number of observers [4,5], the number of stimuli [6], the type of stimuli [6], the size
of the experiment [5], outlier removal [5], etc. Currently, most of the largest databases in
the field of IQA, such as [7–9], only provide MOSs. This is mainly due to their convenience
for use in quality prediction and image enhancement. Predicting quality based on MOS
values is cost-effective and time-efficient and thus fulfills the needs of most observers: that
is, if their opinion follows a normal distribution around the mean. However, considering
different distributions, for example binomial or homogeneous, will lead to weak correlation
with the MOS and an inaccurate representation of observer opinions.

Natural variation in human perception is an established phenomenon characterized
by unique individual variations. Variances extend beyond color blindness, visual acuity,
and pathological conditions to include variations in perceptual experiences of healthy
individuals [10]. Contrast sensitivity is also different for individuals and changes with
age [11]. “The state of the observer plays a fundamental role in determining the things
he sees” [12] and depends on many biological and psychological factors. Although the
existence of these differences in addition to personal preferences is widely acknowledged,
for the sake of simplicity, it is often overlooked in practical applications such as image
quality assessment. An MOS not only serves as a representation of all scores given to
the same image in subjective quality experiments but is also used when evaluating the
performance of different objective Image Quality Metrics (IQMs). The accuracy of different
IQMs is often calculated in accordance with the correlation it provides with the MOS and
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leaves aside individual differences. Therefore, we are taking a step forward in another
direction by proposing the use of a more complex, but yet more accurate, personalized IQA.
Although personalized IQAs are a vast field in themselves, our initial focus is to analyze
individual differences in one of the influencing factors in image quality [13]: the contrast
image attribute.

In this work, we focus on contrast, a specific image attribute that not only influences
the perception of image quality [14] but also causes one of the largest variabilities among
observers when used as a type of distortion in testing image quality preferences [1]. Ex-
ploring this particular attribute, our objective is to identify distinctive observer preferences
in order to use this information to improve personalized image quality in the future. Our
aim is to uncover potential groups with similar preferences in the level of contrast in the
image. Unfortunately, major databases used in IQA only provide MOSs, leading to the
inability to test existing and develop new IQMs customized to personalized preferences.
Therefore, there exists a need for a dataset that provides individual preference values for
contrast. To accomplish this, we collected a dataset containing contrast preferences given
by 22 observers for 499 natural landscape images.

This paper is organized as follows. Section 2 presents an overview of personalized
IQA methods and findings in the literature. Section 3 provides details about the database
collection and subjective experiment procedure. The results are provided in Section 4,
followed by a conclusion of the work and possible future directions in Section 5.

2. Background

In this paper, we evaluate individual preferences at different contrast levels for a wide
range of images that all can be classified as images taken from natural landscapes (Table 1).
This attribute was chosen among others, such as lightness, sharpness, colorfulness, etc., be-
cause it leads to one of the largest variabilities between observer opinions when evaluating
image quality [1]. Cherepkova et al. [15] show that observers have distinguishable patterns
with regard to contrast distortion when judging image quality, where some observers rate
images with higher contrast to have higher quality and vice versa. Contrast is a fundamen-
tal image attribute that can influence how the image is perceived by observers and has a
significant impact on IQA [16] and enhancement [17]. The effect of contrast on perceived
image quality was discovered in early works; an example of such a subjective experiment
was reported in the work of Roufs and Goossens in 1988 [13] and by Roufs et al. in 1994 [18].
Contrast as a feature is used in different no-reference IQMs that predict perceived image
quality: for example, in the IQM based on global statistical features proposed by Varga [19]
or the histogram equalization algorithm proposed by Chen [20]. Other metrics have been
developed based on contrast as a distortion type: for example, the no-reference IQMs
presented by Ziaei Nafchi [21], Liu [22], and Fang [23].

Contrast is often measured using different mathematical measures and metrics [14],
such as the Michelson contrast [24], RMS contrast, Weber contrast [25], Local contrast [26],
and contrast-to-noise ratio [27]. However, these metrics are less susceptible to individual
preferences as they are based on objective measures of image contrast rather than subjective
perception.

Personal preferences have also been explored in studies that have investigated rela-
tionships between different image attributes. For example, Calabria and Fairchild [28]
studied the relationship between perceived contrast and observer preferences using a
paired comparison of five pictorial images. They also investigated the role of other image
attributes, such as lightness, chroma, and sharpness, in determining the perceived image
contrast. They found a non-linear relationship between perceived contrast and preferred
images that resulted in a reversed U-shaped form and highlighted an optimal point of
preferred contrast for each type of content. They developed a model that, independent of
image content, predicts the preferred image contrast. Kadyrova et al. [29] carried out a
subjective experiment wherein a group of users adjusted images according to sharpness,
saturation, warmth, brightness, and contrast. The adjustments changed between observers,
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which indicated individual differences. The contrast attribute had a large difference in the
adjustments made by the users. These images were further evaluated by observers and
showed that content plays a role in what was preferred by observers.

Table 1. Examples of images in the database with different degrees of RMS contrast, busyness [30],
colorfulness [31], lightness [32], and complexity [32] with their corresponding values presented below
each image.

RMS Contrast 0.05 0.06 0.21 0.35 0.37

Busyness 0.08 0.16 51.27 99.93 99.95

Colorfulness 0.008 2.1 18.04 45.14 45.45

Lightness 4.83 8.06 52.8 90.11 93.4

Complexity 0.06 0.07 1.15 3.84 3.88

Individual preferences in general have been studied more in the area of aesthet-
ics [33,34]. Such studies explore the influence of aesthetic-related, high-level, or describable
visual image characteristics (the rule of thirds, golden ratio, visual balance, composition,
illumination, etc.) [35–37], use of personality traits and individual characteristics [38–40],
emotions [41], and a combination of image- and individual-related information [42,43] to
build a personalized aesthetics assessment model. Other works use machine learning [44]
and deep learning [2,40,45–47] techniques to predict individual preferences based on the
features of the image and the viewer him/herself.

Individual preferences are also used to adjust image parameters and enhance images
to provide a better experience for each viewer. Kim et al. [48] recorded user preferences in
preference vectors, which were then used to train a deep learning model that changes new
image attributes according to user preferences collected from other images. A similar two-
stage approach was used by Kang et al. [49] and Bianco et al. [50], whereby they employed
a training set of images for users to evaluate and a machine learning algorithm to learn the
individual’s preferences and adjust the new images accordingly. Caicedo et al. [51] added
another stage, where users give collaborative feedback to the enhanced images based on
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their personal preferences. These ratings are then used to learn a personalized enhancement
operator for each user with a collaborative filtering approach. These studies demonstrate
the potential of the use of individual preferences to advance the media quality industry.

Differences in perception between observers have been assessed in other areas.
Gigilashvili et al. [52] reported variability in glossiness perception between participants af-
ter conducting a series of psychophysical experiments. A group-based analysis of the
data was then used to find similar behaviors between observers to assess glossiness.
Engelke et al. [53] focused on observer differences in multimedia quality assessment and
proposed a framework for inter-observer variability analysis. Zhang et al. [54] investigated
the preferred level of sharpness for different image content using a rank-order test.

In general, these studies work toward developing methods that account for individual
preferences in various domains. This study focuses on identifying individual preferences
for a single image attribute and grouping observers with similar preferences.

3. Experiment

In this section, we present an overview of our subjective experiment, which was
conducted in a controlled laboratory environment. We provide detailed information on the
dataset used, the design of the experiment, and the procedure. This includes information
on how the images were presented to the participants, the methodology for selecting the
initial contrast, the process of adjusting the contrast, and the criteria employed as the
stopping rule.

3.1. Dataset Preparation

To create the dataset for this work, we used images from the Pixabay website [55],
which are distributed under the Simplified Pixabay License allowing non-commercial use
without attribution. The minimum resolution of the downloaded images was
1920 × 1080 pixels. The images were then resized and cropped to 600 × 600 pixels to
ensure that three images could fit the width of the full HD-resolution screen used in our
experiments without further rescaling. The images were cropped to ensure that they fea-
tured a main object or a simple scene, and we avoided images with many details that
could distract observers and cause their attention to be divided. This was done to avoid
variability in the evaluation results due to different points of attention while judging the
contrast of different objects within an image. The frequency-tuned salient region detection
method [56] was used to identify the salient region of the image and crop around it. Sub-
sequently, the results were manually verified and, if necessary, the region was adjusted.
This approach aimed to direct the focus of the observers to similar region(s) or object(s)
while minimizing saliency-based variability as much as possible. It is important to note
that this factor inevitably influences the judgment to some degree, but the effect is tolerable
compared to using complex scenes.

To avoid any bias that may arise from the content of the images, 499 images with the
tag “mountain” were randomly selected from thousands of downloaded images. This was
done to ensure that the images used in the experiment are representative of a wide variety
of images taken from nature while at the same time minimizing the influence of content
variability on the research results. However, the images still contained buildings, memory
colors such as green grass or blue sky, snow, day and night images, sunsets, and sunrises.

The selected images were then analyzed to ensure that the dataset used in the experi-
ment represented a diverse range of image attributes and was suitable for evaluation at
different levels of these attributes. The distribution of selected image attributes is presented
in Figure 1. The presented attributes include the original contrast values, which were
calculated according to RMS contrast formula and that demonstrate the extent to which
pixels deviate from the mean luminance; this is calculated as

RMS Contrast =

√√√√ 1
MN

N−1

∑
i=0

M−1

∑
j=0

(Iij − Ī)2, (1)
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where Iij: intensity of ith and jth pixel, Ī: average intensity of all pixels, M and N: total
number of image pixels. Pixel intensities are normalized in the range [0, 1]. Included
attributes also present busyness [30] (indicating the presence of high frequencies and
based on the Sobel edge detector), colorfulness (captures intensity and variations in color
using deviations and means of the a and b color channels in the CIELAB color space) [31],
lightness (average of the L channel in the CIELAB color space), and complexity [32] (average
of the maximum gradient value in the LAB channels). As can be seen in Figure 1, the images
presented in the collected dataset are diverse and normally or homogeneously distributed
in terms of contrast, lightness, busyness, colorfulness, and complexity. We also checked
the distribution of the images’ attributes in each subset, and they show similar results. The
results of such a distribution for the RMS contrast attribute is presented in Figure 2, and an
example of a relationship between two of the most representative attributes is illustrated in
Figure 3. Sample images from the dataset with high and low values for each attribute are
shown in Table 1.
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Figure 1. Characteristics of the attributes for images in our dataset.

3.2. Experimental Design

In this study, our objective is to determine the optimal contrast level for natural images
that is preferred by individual observers. To achieve this, we utilize an adaptive staircase
algorithm and tailor it to our specific requirements. The adaptive staircase algorithm is a
widely used [57,58] method to estimate sensory thresholds and adjusts the difficulty level
of a task based on the performance of the participant. Adaptive staircase methods are
generally considered more efficient and flexible and less reliant on restrictive assumptions
than fixed or simple staircase algorithms [57]. While Parameter Estimation by Sequential
Testing (PEST) [59] and Quick Estimate of Sensitivity Threshold (QUEST) [60] methods
adjust the stimuli intensity based on the observer’s previous correct and incorrect responses,
in our case, we the lack ground-truth data and the stimuli threshold that make such
adjustment impossible. Although QUEST has a fast convergence time, it relies on many
prior assumptions, including knowledge of the stimuli threshold and the use of all previous
observer responses to update the prior probability distribution of the threshold, thus
limiting its flexibility for our experiment. Instead, we designed our algorithm to be more
similar to the PEST procedure, which adjusts the stimulus intensity based on the observer’s
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previous response, reduces the step size after every response reversal, and increases the
step size after four successive choices in the same direction. However, PEST is slower to
converge and is sensitive to response biases and sensitive to observers’ correct and incorrect
responses, which is not applicable in our case.
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Figure 2. Original RMS contrast distribution in each of the five subsets.
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Figure 3. Colorfulness vs. complexity of the images in our dataset.

To achieve fast convergence while maintaining precision and flexibility, we developed
an adaptive algorithm based on a Three-Alternative Forced Choice (3-AFC) procedure. A
3-AFC procedure is more efficient, stable, and precise compared to 2-AFC [61–63]. The
algorithm used to change the contrast in the image was selected based on the findings
of [1,15] and was adopted from the Kadid10K dataset [7]. (The contrast-changing al-
gorithm MATLAB source code can be downloaded from the KADID-10k IQA database
webpage:http://database.mmsp-kn.de/kadid-10k-database.html (accessed on 1 Novem-
ber 2021). The name of the function is imcontrastc.m). This algorithm involves adjusting
the Sigmoid tonal curve of the RGB image, which influences the luminance and color of the

http://database.mmsp-kn.de/kadid-10k-database.html
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brightness and darkness of different areas. Increasing the contrast makes the bright areas
brighter and the dark areas darker, while decreasing the contrast reduces the difference
between the brightest and darkest areas.

At the beginning of the experiment, the observer was presented with three randomly
shuffled images of low, medium, and high contrast levels (Figure 4), and each subsequent
stimulus level was determined based on the previous response. An example of how the
algorithm works is illustrated in Figure 5. The starting level for the medium contrast image
was selected from a normally distributed probability range between the minimum and
maximum levels of contrast [−1; 1] and had no further impact on algorithm behavior. For
the first triplet, the initial difference between low-, medium-, and high-contrast images was
set to 0.25. This contrast level was selected to enable easy differentiation between images
while avoiding any annoyance forcing the observer to choose the middle contrast level
in the first trial. The number of trials ranged from a minimum of 10 to a maximum of
30. During each step, the difference between contrast levels was reduced twice after each
choice of the middle contrast, making it more challenging for each subsequent round, and
it increased twice after two successive choices of higher or lower contrast. The goal was to
reach a level where the observer does not see the difference between images anymore and
is satisfied with the contrast level of the three images being displayed. The stopping rule
examined the visual difference between the last four chosen images and concluded when
Delta-E 2000 [64] remained less than 1, which corresponds to the Just-Noticeable Difference
(JND) in color perception as reported by the CIE standard [65]. Although Delta-E 2000 was
primarily designed for use with solid colors, it is also used to work with images, and it
works well in the design of a stopping rule. An example of the work of this algorithm is
shown in Figure 6, wherein 22 trials were done before the stopping rule was enforced. In the
first trial, the higher-contrast image was chosen, then in the second trial, the higher-contrast
image was chosen; however, the middle-contrast image was selected in the third trial. We
can see that when the middle-contrast image was selected, the range for the next trial was
reduced to half. Later, for the sixth trial, the lower-contrast image was selected and the
range was then further increased.

Figure 4. A set of presented images for the first triplet of a trial session to illustrate the initial
difference between low-, medium-, and high-contrast images.
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STEP,  in other cases

Figure 5. The methodology of our contrast-changing algorithm. Squares correspond to shown images
of low, middle, and high contrast, and rows correspond to each trial, for which the chosen image
is represented by an orange background. The formulas represent how other images were derived
from the chosen one. The step change (contrast difference between images) and stopping rule are
also represented.
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Figure 6. An example of evaluating an image triplet and selecting the preferred contrast by an
observer for one image. This is a visualization of the modified adaptive staircase used in this work.
Colored asterisks represent displayed images (blue for higher contrast, green for medium contrast,
and red for lower contrast). Chosen images are connected with a single line. The step decreases twice
after medium contrast is chosen and increases twice after two consecutive choices of higher or lower
contrast to avoid a local minimum problem.

3.3. Experimental Procedure

The experiment was carried out in a controlled environment in a room with ambient
illumination of 20 lux at the observer’s location according to ITU [4,66]. An Eizo ColorEdge
CG2428 monitor with a resolution of 1920 × 1080 calibrated to sRGB was utilized. To
ensure consistency in the experimental conditions, the viewing distance was set to 50 cm:
equivalent to a 23-degree viewing angle. In addition, Snellen’s visual acuity and Ishihara’s
color blindness tests were administered to each observer.

The entire dataset of 499 images was divided into five subsets, each consisting of
100 images (with the exception of the subset containing 99 images), to allow the observers
to finish each subset in an acceptable amount of time. For consistency checks, 20 repeated
images were added to each subset (Figure 7). Ten of these images were chosen randomly
from the same subset and 10 other images were repeated globally in each subset to check
intra-observer variability. In total, 599 (499 unique plus 100 that were repeated in the same
or another subset) images were evaluated by each participant. Observers were given the
choice to complete as many subsets as they wanted. On average, it took around 1.5 h to
complete each subset of images for an observer (not including the rest time). Participants
could exit the experiment after any number of completed images and return and continue
where they left.

+10 repeated images

+10 
repeated 
images

+10 
repeated 
images

+10 
repeated 
images

+10 
repeated 
images

+10 
repeated 
images

Dataset
499 original 

images

Part 1 

Part 2

Part 3

Part 4

Part 5

(100 images)

(99 images)

(100 images)

(100 images)

(100 images)

Figure 7. The whole dataset consists of 499 original images split into 5 parts. For consistency checks,
10 images were duplicated inside each part, and 10 images from the first part were repeated in other
parts as well.
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A total of 37 participants (20 male and 17 female) completed at least one subset of
images. The participants were 20 to 40 years of age and had normal or corrected normal
vision with no color deficiency. The majority of participants (25 people) had a background
in either image processing or photography. After the instructions, the observers were
presented with a series of three images with varying contrast levels. Participants were in-
structed to “choose the image you prefer” out of the three images displayed simultaneously.
Before the experiment began, observers participated in a brief tutorial session that consisted
of completing the entire process for an image. The order of the images was randomized
for each participant to minimize any potential order effects. An example showing how
the images were presented is illustrated in Figure 4. Out of the 37 observers, 25 finished
evaluating all 599 images in the dataset. Observers were given the opportunity to partici-
pate in the experiment whenever possible, resulting in the completion time varying from a
week to a month for different observers. The data-collection phase of the experiment lasted
approximately three months.

4. Results and Discussion
4.1. Intra-Observer Reliability

To test the reliability of the observers, we included repeated images in our dataset.
Each of the five parts of the experiment contained 100 original images (except one part with
99 images) with 10 added images repeated locally in each subset and 10 images repeated
across all subsets, which we refer to as locally and globally repeated images, respectively.
Therefore, we have 100 contrast values for locally repeated images (10 originals × 5 parts
× 2 times) and 50 values for globally repeated images (10 originals × 5 parts) for each
observer.

To analyze intra-observer reliability, we use the Intraclass Correlation Coefficient
(ICC) [67,68]. ICC is often used to determine correlations within a specific class or cluster of
data. It represents both the level of correlation and agreement between the measurements
and, therefore, is widely used to measure the reliability of the results. Following the
guidelines in [69], we used ICC with 95% confidence intervals based on mean-rating,
absolute-agreement, and two-way mixed-effects (A − k):

ICC(A − k) =
MSR − MSE

MSR + MSC−MSE
n

, (2)

where MSR corresponds to the Mean Square for the observers (variance between observers),
MSE is the Mean Square Error (variance within images, representing random error), MSC
is the Mean Square for Cases (variance between images), n is the number of images, and
k is the number of trials (two for local, five for global). ICC is computed by evaluating
the variance attributed to observers MSR − MSE in relation to the variance attributed
to images MSC − MSE all while taking the sample size n into account. The ICC values
usually range from −1 to 1, with higher values indicating higher reliability, while negative
values indicate poor reliability. The results for the ICC values are presented in Figure 8.
The results suggest that Observers 3 and 20 have the poorest reliability for both locally
and globally repeated images, while Observers 12 and 17 reveal inconsistencies for locally
repeated images. From Figure 8, we can also conclude that ICC values are higher for
globally repeated images compared to locally repeated mages. This difference comes from
a higher absolute difference in chosen contrast values between the first and second trials for
locally repeated images compared to the averaged contrast values for five globally repeated
images, which leads to smaller MSE and, in turn, a higher ICC value. Even despite the
longer intervals between the evaluations of globally repeated images, the fact that they
were assessed multiple times can potentially result in better recall and more consistent
responses from observers.
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Figure 8. Intraclass Correlation Coefficients (ICCs) for globally and locally repeated images. Higher
values indicate higher reliability.

In addition, we conducted an analysis of various indicators to ensure consistency
among observers, including Cohen’s kappa [70], mean squared error, standard deviation,
and standard error of the mean. To adapt Cohen’s kappa to our case, we discretized our
continuous data, ranging from −1 to 1, into 20 categories with a step size of 0.1. This allowed
us to assess the consistency between the first and second choices for locally repeated
images, while a generalized formula [71] was used to estimate the choices made for globally
repeated images. Cohen’s kappa consistency results revealed poor reliability for the same
four observers mentioned before as well as for Observer 24. The highest values of mean
squared error, standard deviation, and standard error of the mean were detected for the
same Observers 3, 12, 17, 20, and 24, which confirms the poor reliability of their results.

However, comparing only the absolute values of the chosen contrast does not provide
insight into the actual differences between the images. For example, how many images
with contrast values of −0.2 and −0.3 are perceptually different? To address this, we
utilized the Delta-E 2000 formula to evaluate visual differences. We chose Delta-E 2000
because of its simple conversion to perceptual differences. The correspondence between
the Delta-E 2000 values and perceptual differences is indicated in Table 2 [72]. Delta-E 2000
differences for pairs of locally repeated images chosen by each observer are presented in
Figure 9. We can see that all observers have a mean difference below 10, which means
that the difference is perceptible at a glance (Table 2). There exist outliers that have larger
color differences (larger than 10) for some observers. There can be multiple reasons for this,
such as observers shifting their regions of interest and thereby paying attention to different
regions when making their selections. It should also be noted that many observers have
very consistent responses, with the interquartile range being below 5 Delta-E 2000.

Table 2. Delta-E 2000 values for perception correspondence [65].

Delta-E 2000 Perception

≤1.0 Not perceptible by human eyes.
1–2 Perceptible through close observation.
2–10 Perceptible at a glance.

11–49 Colors are more similar than opposite.
100 Colors are exact opposite.
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Figure 9. Delta-E 2000 for locally repeated images. Blue boxes indicate the range of majority values
between the 25th and 75th percentiles, red lines indicate median values, whiskers extend to the
furthest data points, while outliers are indicated by red crosses.

We also examined the average time taken by observers to choose an image from a
set of three. The average decision time for all observers was approximately 1 s. However,
Observers 3, 20, and 24 had significantly faster average decision times, which was most
likely not enough to make a conscious decision. As a result, we excluded observers 3, 20,
and 24 from any further analysis due to their poor reliability and their short time spent on
decision making.

4.2. Personal Contrast Preferences

Our aim is to investigate whether there are variations in contrast preferences among
individual observers. Figure 10 shows the distribution of the chosen contrast level values
in all images averaged for each observer. Please note that 0 corresponds to an image
with slightly higher contrast (0.2 of the original image contrast), which is accounted for
in our analysis. Therefore, when we mention 0, we are referring to the “original” image
contrast. Although a majority of observers tend to prefer images with contrast levels
similar to those of the original image, there is evidence of some disagreement among them.
Figure 11 gives more insight into the actual distribution of preferred contrast levels in all
images for each observer. However, to determine whether there are significant differences
between observers, we performed a sign test with Bonferroni correction [73]. The findings
are presented through a confusion matrix (Figure 12), where red indicates no significant
differences and green represents the differences between each pair of observers. Through
this analysis, we can see that some observers have consistently significantly different
responses, while others do not show any such patterns in their responses.
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Figure 10. Distribution of preferred contrast level values among observers. The values were averaged
for each observer across all 499 images.

We performed an additional test to ensure a normal distribution for the starting point
and chosen contrast in cases of locally repeated images. We examined the differences in
starting points and selected contrasts between the first and second trials when evaluating
locally repeated images. The differences (Figure 13) were normally distributed around zero,
indicating that there was no significant bias or skewness in the randomization of starting
points or in the judgments made by the observers.
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Figure 11. Summary of observers’ preferred contrast. The boxplots show the deviation in observers’
preferences. Some observers have stronger preferences for particular contrast ranges, while the
preferences of others vary across different images. Blue boxes indicate the range of majority values
between the 25th and 75th percentiles, red lines indicate median values, whiskers extend to the
furthest data points, while outliers are indicated by red crosses.
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Figure 12. Consistent differences between observers: a sign test with Bonferroni correction.
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Figure 13. Distribution of the differences in starting points (a) and chosen contrast (b) between first
and second trials for 60 locally repeated images for all observers.

An important part of our work is to study if there are distinct groups of observers with
similar contrast preferences. To achieve this, we employ the k-means clustering algorithm.
The resulting groups are visualized in Figure 14. Given that we have a single type of data
used for clustering, the axes Contrast Dimension 1 and 2 in Figure 14 represent the two
most informative derived dimensions (principal components) within the transformed space,
which capture the most substantial variation in the data. By analyzing the distributions
within these groups (Figure 15), we can identify distinct groups of observers: those who
seem to prefer images with lower contrast, for whom the histogram is shifted towards the
left (Group 1, Figure 15a); those who seem to prefer images with slightly higher contrast
or contrast-rich images, for whom the histogram is shifted right (Group 2, Figure 15b);
and those who seem to prefer images with contrast levels similar to the original image, for
whom the histogram is centered around 0 (Group 3, Figure 15c). The cluster separation
is determined along the Contrast Dimension 1 axis, which represents the chosen contrast
values. Observers distributed along the x-axis correspond to those in Figure 16. For
example, Observers 14, 21, 1, 2, 11, 5, 22, and 17 have median preferred contrast values
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below zero according to Figure 16, while Observers 8, 23, and 4 have the highest median
preferred contrasts.
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Figure 14. Observers clustered based on their shared contrast preferences. From now on, these are
referred to as Group 1, Group 2, and Group 3. Numbers in the figure represent observer IDs.
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Figure 15. Contrast preference distribution within groups. Group 1 (a) prefers lower contrast, Group 2
(b) strongly prefers high-contrast images, while Group 3 (c) prefers images with slightly higher and
natural contrast.
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Figure 16. Boxplots show the distributions of contrast preferences within each group.

In Figure 16, we can see the differences in the distributions of preferred contrast values
represented in the boxplots for each group. To determine if the differences between the
groups are significant, we can use parametric or nonparametric tests. First, we checked if
our data are normally distributed. For this, we ran the Shapiro–Wilk [74] and Kolmogorov–
Smirnov [75] tests. Both tests reported significantly small p-values, indicating that the data
are not normally distributed. Therefore, we chose the Kruskal–Wallis test [76] to check if
there are significant differences between the three groups and the Wilcoxon signed-rank test
on paired samples [77] to check the significance between each pair of groups. The Wilcoxon
test assumes that the differences between paired samples are symmetrically distributed
around the median, and this assumption is satisfied in our case. The results of the tests are
shown in Table 3. Both tests show statistically significant differences between the means of
the groups, with p-values close to zero.

Table 3. Wilcoxon signed-rank test on paired samples. Output from R. **** presents statistically
significant difference between groups.

Group Group n1 n2 p p.adj p.adj.signif

1 Group 1 Group 2 499 499 <0.01 <0.01 ****
2 Group 1 Group 3 499 499 <0.01 <0.01 ****
3 Group 2 Group 3 499 499 <0.01 <0.01 ****

We also explored the relationship between the image attributes (Figure 1) and the
preferred contrast levels within each group. This analysis is aimed to determine whether
the appearance of an image can provide valuable insights into contrast preferences for the
observers. Figure 17 displays, as an example, a scatter plot between five image attributes:
original RMS contrast, busyness, lightness, colorfulness, complexity, and preferred contrast
levels averaged for observers of Group 1, but no significant relationship was found. Al-
though there is a slight tendency for images with lower complexity and higher lightness to
be preferred with higher contrast, it is important to note that these relationships are not sta-
tistically significant. Similarly, we checked Groups 2 and 3, and no significant relationships
were found either.
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Figure 17. Scatter plot of original image attributes vs. preferred image contrast for Group 1.

To see if there are differences between images chosen by the three groups, we also
plotted each of the attributes against the original image attributes. Figure 18 represents the
distribution of each of the 499 image attributes corresponding to an averaged image chosen
by the observers of each of the three groups (i.e., preferred contrast value was averaged for
each image within each group). Median lines help to see approximate distributions and
mitigate occlusions. From the plots, we can see the changes in each attribute. RMS contrast
shows that the original contrast is lower for Group 1, higher for Group 2, and slightly higher
for Group 3, which supports the results and Figures 15 and 16. Busyness, which is based
on the Sobel edge detector, is not affected by contrast change. Colorfulness increases with
increasing contrast, as does complexity; these are slightly increased for Groups 1 and 2.
Because complexity is related to the maximum gradient values in the L, A, and B color
channels, and the gradient values in the L color channel increase with higher contrast, this
supports our findings. Colorfulness is related to the mean and deviation of the a and b
channels; it also increases with higher contrast. For lightness, dark images become darker
and bright images become brighter, which happens for Group 2 with increasing contrast,
while the opposite happens for Group 3, for whom images with extreme lightness levels
are flattened towards the middle while middle lightness level 50 stays the same, which also
supports our findings.
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Figure 18. Scatter plots of chosen image attributes for Group 1 (yellow), Group 2 (orange), and
Group 3 (blue) against original image attributes. Gray median lines are provided to approximate the
distribution patterns and mitigate occlusions.

In this study, we did not include the original image contrast as a weighting factor in
our calculations because the primary focus was on understanding the relative individual
differences between observers when evaluating the same images. However, it would be
an interesting addition to examine images with similar original contrast levels and make
comparisons. Due to the limited number of observers, we did not investigate the influence
of the background and cultural differences of the observers in this work. This question will
be addressed in a forthcoming study.

This research is the first step in understanding individual differences in image quality
preferences. By identifying and modeling these individual variations, we can use this
knowledge to optimize image enhancement models. The applications of such optimization
extend to virtual reality, augmented reality, and the entertainment industry. The database
presented here, along with the accompanying results, is available for modeling observers’
preferences for image contrast. It can be downloaded from www.colourlab.no. This ad-
dresses the existing gap in having a database with data from each individual assessment.
Researchers can use the ground-truth data to test and improve the performance of exist-
ing and future contrast-based IQMs and tailor them to individual groups or observers
if desired.

5. Conclusions

In this study, we investigated individual contrast preferences and identified statistically
significant groups of observers who demonstrated preferences for low-, natural-, and high-
contrast images. The results show the existence of individual differences among observers
for contrast preferences, which should be taken into account in IQA, image enhancement,
and other related fields. A total of 499 contrast preference values from 22 observers

www.colourlab.no
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were collected for analysis. To collect these preferences, we used a 3-AFC procedure
combined with a modified adaptive staircase algorithm, which ensured fast convergence
and maintained high precision. This database is available online to use for further research
on personalized image quality assessment.

Further research will be carried out to investigate how we can predict observers’
contrast preferences. The dataset presented in this study serves as a valuable resource for
conducting such analyses by offering a solid foundation for future investigations. Our
findings support the presence of individual preferences in the level of contrast of each image.
This research can also be expanded to explore other image attributes, including saturation,
lightness, sharpness, and more. By developing the ability to predict these features, we can
make significant contributions to the field of personalized IQA and image enhancement.
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