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Abstract: Rapid technological changes and disruptive innovations have resulted in a significant shift
in people’s behavior and requirements. Electronic gadgets, including smartphones, notebooks, and
other devices, are indispensable to everyday routines. Consequently, the demand for high-capacity
batteries has surged, which has enabled extended device autonomy. An alternative approach to
address this demand is battery swapping, which can potentially extend the battery life of electronic
devices. Although battery sharing in electric vehicles has been well studied, smartphone applications
still need to be explored. Crucially, assessing the batteries’ state of health (SoH) presents a challenge,
necessitating consensus on the best estimation methods to develop effective battery swap strategies.
This paper proposes a model for estimating the SoH curve of lithium-ion batteries using the state
of charge curve. The model was designed for smartphone battery swap applications utilizing
Gated Recurrent Unit (GRU) neural networks. To validate the model, a system was developed to
conduct destructive tests on batteries and study their behavior over their lifetimes. The results
demonstrated the high precision of the model in estimating the SoH of batteries under various charge
and discharge parameters. The proposed approach exhibits low computational complexity, low cost,
and easily measurable input parameters, making it an attractive solution for smartphone battery
swap applications.

Keywords: lithium-ion battery; state of health; state of charge; recurrent neural network; gated
recurrent unit neural network; destructive tests

1. Introduction

Electronic devices play a crucial role in almost every human activity in today’s highly
electricity-dependent world. Consequently, a reliable energy supply is essential for these
devices, making batteries a key component in the era of mobility and connectivity.

Lithium-ion batteries have emerged as the most widely used electronic equipment
because of their environmentally friendly nature compared with lead–acid or NiCd batteries.
They offer higher power and energy levels per unit mass, enabling compact designs without
compromising energy capacity [1–3].

Developing energy storage systems with large capacity and compact dimensions, en-
suring safety, reliability, and energy autonomy for mobile electronics, remains a significant
challenge in battery technology. Battery sharing and swaps have emerged as viable alter-
natives for addressing the issue of autonomy. When combined with high-energy-density
batteries, these solutions can extend the runtime of electronic devices without requiring
frequent recharging.

The battery sharing market has witnessed significant global growth, primarily driven
by the increasing adoption of electric vehicles and their energy storage demands [4]. Several
types of battery stations have been proposed to cater to this application, considering
factors such as initial cost, battery lifespan, charging times, and availability of the power
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grid. However, the sustainability of these exchange stations poses business challenges,
particularly concerning customer demands [5].

Another alternative discussed in the literature is the battery swap approach, where
users exchange their device batteries for pre-charged ones available within a swap network,
reducing the time spent on recharging. However, user satisfaction depends on the quality of
the exchanged batteries. Some authors, such as Infante et al. [4], Liu et al. [6], Yang et al. [7],
and Gueller et al. [8], proposed systems that provide only healthy batteries to customers
and discard unfit batteries. Although this approach preserves customer satisfaction, it
may lead to unnecessary disposal of batteries that still have a usable life, contributing to
ecological concerns.

Battery applications extend to everyday devices, such as smartphones, laptops, and
emerging wearable devices for activity monitoring, including childcare applications [9].
In Brazil, Energy2Go has addressed battery energy challenges by implementing a battery
swap infrastructure based on smartphone-compatible power bank batteries, enabling
users to exchange fully charged power banks at city terminals instead of owning personal
rechargeable batteries [10].

For the battery swap model to thrive, understanding the evolution of battery health
over time is crucial to avoid power disruptions and predict replacement needs. State of
health (SoH), defined as a battery cell’s ability to retain charge concerning its nominal
capacity, plays a vital role in observing battery degradation and preventing critical system
failures [11,12].

Extensive research has been devoted to the advancement and implementation of
model-based, physics-informed machine learning, and adaptive approaches for estimating
the SoH [12–15]. Research has also been conducted on the thermal behavior of lithium-ion
batteries using neural networks to better understand the safety risks and degradation
processes that could help predict the state of charge of the batteries [16].

Although significant progress has been made, to the best of our knowledge, relatively
few investigations have specifically focused on the estimation of SoH in lithium-ion batter-
ies utilized in battery swap systems intended for smartphone charging. Hence, precise SoH
estimation is crucial for the advancement of battery swap applications or shared models.

In this context, this study aims to build a model for estimating the SoH curve of
lithium-ion batteries using the state of charge (SoC) curve. The model was designed
for smartphone battery swap applications utilizing Gated Recurrent Unit (GRU) neural
networks. This methodological choice offers the advantage of being designed to recognize
patterns in data sequences and has a lower computational cost compared to other artificial
neural networks (ANNs). To validate the model, a system was developed to conduct
laboratory destructive tests to study battery behavior during charging and discharging
cycles, and the results were used to train and validate the neural network model.

The remainder of this paper is organized as follows. The study’s contextualization
and relevance are presented in Section 1. Section 2 provides a literature review on lithium-
ion batteries, including the concepts of SoH and SoC. Section 3 outlines the research
design for building a model for estimating the SoH of lithium-ion batteries in battery
swap applications. Section 4 describes the construction of the system to test and validate
the proposed SoH predictive model and its application to swapping systems. Section 5
presents and discusses the results of this study. Finally, in Section 6, conclusions and
recommendations for future work are presented.

2. Main Parameters of Lithium-Ion Batteries

Currently, research on batteries is increasing as the demand for mobile energy increases,
and aspects such as safety, security, and reliability have become increasingly important.

The primary parameter of interest in battery degradation studies is battery energy
capacity. The energy capacity determines the duration of battery discharge, and it is not
a fixed value; rather, it is affected by the discharge current (higher discharge leads to
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lower capacity), operating temperature, usage patterns, and charging and discharging
patterns [14,17,18].

Some researchers have observed the importance of the recovery effect [17,19]. This ef-
fect involves ionic reorganization within the electrolyte during periods of no or significantly
reduced discharge current. As a result, the effective battery capacity can be increased [17,19].
However, when a battery is stressed with high discharge currents without sufficient time
for electron reorganization, its effective capacity can be decreased [1].

The key battery characteristics summarize the significant conditions and energy ca-
pacity [11], as follows:

• C-Rate: C-Rate represents the charge and discharge currents related to maximum
battery capacity. This indicates the rate at which the battery was charged or discharged
relative to its full capacity in one hour;

• State of charge (SoC): SoC is expressed as a percentage of the battery’s current capacity
relative to its maximum capacity, which is the nominal capacity provided by the
manufacturer. Typically, SoC is used to monitor changes in battery capacity over time
during a cycle;

• State of health (SoH): SoH is a percentage that indicates the battery’s charge capacity,
referring to the number of charge/discharge cycles it has undergone. SoH is commonly
used to predict the lifespan of a battery;

• Depth of Discharge (DoD): DoD quantifies the battery capacity discharged as a
percentage of its maximum capacity. A discharge of 80% or more is considered a
deep discharge;

• Life Cycle: The number of charge and discharge cycles a battery can endure without
experiencing significant performance degradation. The life cycle of batteries is influ-
enced by factors such as charging rate (C-Rate), depth of discharge, temperature, and
humidity. Generally, a battery is considered to have completed its life cycle when its
capacity falls between 80 and 70% of its rated capacity;

• Charge Voltage: The voltage applied to charge the battery to its maximum capacity.
The charging process typically involves a constant-current charge until the battery
reaches a specific voltage, after which it enters constant-voltage mode, allowing the
charging current to decrease until no more current flows or becomes too small;

• Charge Current: The ideal current at which the battery is initially charged (to approxi-
mately 70% SoC) under constant-current conditions before transitioning to constant-
voltage charging.

• Cut-off Voltage: The voltage is associated with the fully discharged battery.

Compared with Ni-Cd and Ni-MH batteries, lithium-ion batteries are less toxic and
less prone to self-discharge effects, respectively. Li-ion batteries have a higher energy
capacity per unit mass, making them widely used in mobile devices that require high
power levels, such as smartphones [19].

LiCoO2 batteries are commonly used in mobile phones, laptops, and digital cameras
owing to their high-energy characteristics. During discharge, Li ions move from the anode
to the cathode, whereas during charging, the flow direction is reversed. However, LiCoO2
batteries have a shorter lifespan, poor charge stability, and limited energy capabilities
compared with other types of lithium batteries [20]. Compared to other types of lithium-ion
batteries, LiCoO2 batteries have (i) a better cost-to-recharge cycle ratio and (ii) a higher
specific energy than LiMn2O4 batteries. LiCoO2 batteries also have an excellent ability to
provide consistent and stable discharge currents, which are crucial for high-performance
equipment. In addition, they are chemically stable, ensuring safety during both storage
and use. The charging process of lithium-ion batteries can be divided into two phases:
constant current and constant voltage. In the constant-current phase, a specific current
value is applied based on the power capacity of the battery, which gradually increases
the battery voltage. Once the maximum voltage is reached, the charging process enters
the constant-voltage phase, during which the charging current decreases as the battery
reaches full charge [18]. The battery is considered fully charged when the voltage reaches
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the limit and the current drops to approximately 3% of the rated current. A battery is also
considered fully charged if the current becomes steady and cannot be further decreased.

Manufacturers typically specify the life of lithium-ion batteries to be between 300 and
500 discharge/charge cycles. However, evaluating battery life solely based on cycle counts
is inconclusive, as discharge can vary in depth, and there are no universally defined
standards for defining a cycle. Instead, battery performance is measured in capacity, a
crucial indicator of battery health. Although internal resistance and self-discharge also
affect battery life, they are less significant in predicting end of life [21].

The concept of a discharge/charge cycle sometimes entails complete discharge of the
battery, followed by recharge. Batteries are rarely fully discharged, and manufacturers
often use an 80% depth of discharge as a parameter to assess battery performance [21].

Regarding the charging and discharging currents, lithium-ion batteries should only
be subjected to currents whose C-rate is greater than 1 C with special treatment for fast
charging [20]. For example, a 5000 mAh battery should only be charged and discharged up
to a current of 5000 mA, which represents a C-rate of 1 C (e.g., analogously to the current
for the case of 2 C, it would be equal to 10,000 mA, and in the case of 5 C, 25,000 mA).
Applying a fast charge or a current higher than 5000 mA can lead to overheating and
unnecessary stress on the battery. Consequently, the temperature must be controlled
during the charging and discharging processes, with interruptions if it exceeds the specified
threshold at moderate charging speeds [22].

High charge voltages and elevated temperatures also stress lithium-ion batteries.
Reducing the peak charge voltage by 0.10 V/cell can double the battery life.

2.1. State of Health (SoH) of Batteries

The absence of well-established methods and reliable techniques in the literature has
led to a lack of consensus on the best model for estimating the SoH of batteries [13,23–29].
All the models reviewed in the exploratory phase of this study are not completely accurate
and are highly complex. Applied models of SoH estimation for batteries intended for use
in battery swap systems are rare in the literature.

Pajovic et al. [24] state that the energy capacity should be considered an excellent
indicator of the battery’s SoH. A lithium-ion battery is considered to reach the end of its
useful life when its capacity decreases by 20% or 30% from its nominal value. Nevertheless,
measuring battery capacity directly poses a challenge owing to its inaccessibility [21].
According to Hannan et al. [26], the SoH can be defined as the percentage of the maximum
available capacity relative to the maximum rated capacity, serving as an indicator of the
battery’s long-term capacity. Typically, SoH is expressed as:

SoH =
Qbat
Qmax

(1)

where Qbat is the current maximum battery capacity, and Qmax is the maximum battery
capacity at the beginning of its life cycle.

Ungurean et al. proposed a new approach for calculating SoH [23]. Their approach
was used in this study to determine the most suitable method for estimating and defining
the SoH (Equation (2)).

SoH(%) =

(
1 − SoC

SoH0

)
·100 (2)

where state of charge (SoC) is defined in Equation (3), and SoH0 is the SoC chosen to
determine that the end of battery life has been achieved. SoH0 is usually determined as 0.2
or 0.3, that is, when the battery loses 20% or 30% of its rated capacity, it is defined as the
end of its life. For this work, SoH0 is set to 0.2.

SoC(%) =

[
SoC0 −

(
Qbat
Qn

)]
·100 (3)
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where Qbat is the current capacity of the battery, and Qn is the initial capacity of the battery,
that is, the capacity absorbed by the battery at the beginning of its life according to its mode
of operation.

Various models for estimating the SoH of a battery have been reported in the litera-
ture, ranging from intermittent manual voltage measurements and electrical parameters
to fully automated online supervision of various measured and estimated battery param-
eters [12,26]. Methods for estimating SoH are divided into model-based and adaptive
approaches [29].

Model-based methods use measured or calculated data and batteries over time under
various operating conditions. With these data and prior knowledge of the influence of
the main parameters that affect the battery during its useful life, an estimate of the SoH
can be performed. This approach requires a deep understanding of the physical and
electrochemical parameters of batteries to trace the relationship between battery operation
and degradation. Models constructed using this approach tend to be entirely accurate
but cannot be replicated in other types of batteries and generally use a more complex
mathematical formulation [29]. Table 1 presents model-based methods used to estimate
the SoH.

Table 1. Model-based methods to estimate the SoH of a battery.

Method Advantages Disadvantages References

Open-circuit voltage (OCV) Easy to implement and
high accuracy.

Required a long period with the battery
open to achieve the equilibrium

conditions. It can only be applied with
out-of-use equipment.

[29–31]

Electro-Motive Force (EMF) Simple method and low cost.

It is necessary to interrupt the circuit
current for a significant time.

Inaccurate results depending on
unexpected disturbances.

[32]

Internal resistance Simple and easy
implementation.

Only has high accuracy during the final
discharge period.

Resistance changes throughout the cycle.
[33–35]

Electrochemical Impedance
Spectroscopy (EIS)

Online, low cost, and good
accuracy if the impedance

is normalized.

Results impact with temperature and
remaining battery life. [36–38]

Adaptive methods determine the SoH using parameters that are sensitive to battery
cell degradation. These parameters must be measurable throughout battery operation. This
approach offers the advantage of requiring only a few tests and simulations of battery
behavior. In addition, it guarantees better adaptability to different types of batteries.
However, it has the disadvantages of high computational complexity and a large volume of
measurement data, which can hinder the online execution of models in real applications [28].
Table 2 presents the adaptive methods used to estimate SoH.

Semanjski and Gautama performed an SoH forecasting work of batteries of two
identical electric vehicles being used in different tests [65]. This result can provide a
valuable reference for designers of vehicle battery swap systems. Specifically, the findings
of this study demonstrate that batteries eventually reach the end of their useful lifespans at
different times depending on the conditions of use and charging.

Chen et al. used the cycle number, voltage drop value, and internal resistance variation
over time to estimate the SoH of lithium-ion batteries [66]. These authors used the Fuzzy
T-S model to establish a dynamic method for the SoH prediction.
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Table 2. Adaptive methods to estimate the SoH of a battery.

Method Advantages Disadvantages References

Coulomb Counting (CC) CC is easy to implement and incurs
little energy expenditure.

• CC may be inaccurate, depending
on the conditions of use.

• It may cause cumulative errors.
[39,40]

Kalman Filter (KF)

KF precisely estimates the states
influenced by external disturbances

(e.g., noise governed by a
Gaussian distribution).

• KF cannot be directly used for
forecasting nonlinear systems.

• High mathematical complexity.
• Possibility of divergence due to

imprecise model and
mathematical complexity.

[41]

Extended Kalman Filter
(EKF)

EKF exhibits good accuracy in
nonlinear dynamic systems.

• Limited robustness.
• Error linearization may occur in the

case of strongly nonlinear
systemization possibly coming
into play.

[13,42,43]

Unscented Kalman Filter
(UKF)

Jacobian matrix and Gaussian noises
are not necessary for the calculation.

Good accuracy for system states up to
the third order of any

nonlinear system.

• Experiences diminished robustness
owing to uncertainties in modelling
and disruptions in the system.

[44,45]

Sigma point Kalman Filter
(SPKF)

The calculation complexity of the
SPKF is identical to that of the EKF,
thereby providing good accuracy

and robustness.

• Complex development and
mathematical complexity. [46–48]

Particle Filter (PF)
PF has a shorter computational time

and provides a high accuracy.
• Complex mathematical tools for

problem-solving. [45,48,49]

Filter H
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required to achieve effective results.
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Table 2. Cont.

Method Advantages Disadvantages References

Convolutional Neural
Network (CNN) and

Bidirectional Long
Short-Term Memory
Network (BiLSTM)

It provides a more robust and
accurate approach for predicting SoH.
The hybrid neural network’s ability to

resist environmental interference
contributes to the accuracy and

stability in predicting SoH, ensuring
reliable results across
different conditions.

• It might involve a higher level of
complexity compared to more
straightforward prediction methods.

• The model can demand significant
computational resources for
training and inference.

[62]

ANN-based classifier
using SoC as a parameter

ANN-based classifier shows cases of
the adoption of a sophisticated and

adaptable methodology known for its
ability to handle complex and

nonlinear relationships in data.

• Electric vehicle applications might
limit the generalizability of findings
to other domains where SoH
estimation is relevant.

[63]

ANN GRU
ANN GRU can achieve accurate SoH
predictions using only partial random

and discontinuous charging data.

• While the method highlights the
advantage of using partial data, the
accuracy of the predictions could
potentially be affected by the quality
and quantity of the available data.

[64]

Yu proposed a battery health prognosis system developed using Bayesian inference
and state–space models that integrated logistic regression and particle filtering [25]. The
probabilistic model of Bayesian inference quantifies and indicates the health status of the
battery. The model proposed in this study offers the probability of failure for monitored
batteries, which is intuitively related to the SoH. The state–space model is used to model
the spread of battery health over time, where logistic regression and particle filters are
integrated to predict the remainder of battery life. The experimental results obtained for a
lithium-ion battery illustrate the possible application of the proposed system as an effective
tool for the prognosis of battery health.

Considerable research has been dedicated to developing and applying model-based
and adaptive methods to estimate the SoH of batteries (Tables 1 and 2). Despite the
importance of the results achieved thus far, to the best of our knowledge, no previous
studies have focused on estimating the SoH of lithium-ion batteries used in battery swap
systems for smartphone charging. To address this research gap, we chose an adaptive
method based on an Artificial Neural Network (ANN) to construct a predictive model for
estimating the SoH of lithium-ion batteries in battery swap applications.

Gated Recurrent Units (GRUs) as a gating mechanism in recurrent neural networks
were chosen to estimate the SoH of smartphone battery swap applications to achieve the
proposed objective, given their lower computational cost compared with other recurrent
neural networks. Additionally, the limitation of the available database size for training the
Artificial Neural Network (ANN) has a more significant impact on a traditional network
than on a GRU neural network, as it has memory to evaluate the evolution of the variable
over time, providing greater robustness to the proposed model. Laboratory destructive
tests were conducted to analyze the battery behavior during charging and discharging
cycles, and the results were used to train and test the neural network model.

3. Research Design

This section outlines the research design for building a model for estimating the SoH
of lithium-ion batteries in battery swap applications. It follows a procedural model based
on [67], which consists of three phases and five stages, providing a clear structure and
well-established course of action for this research, as shown in Table 3. The research phases
were: (i) motivation, (ii) development, and (iii) validation.
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Table 3. Authors’ contributions.

Phase Stage Research Questions [Section/Subsection]

Motivation Problem definition and rationale for
the research.

Why should we develop a predictive model to estimate
the SoH of lithium-ion batteries in battery swap

applications? [Section 1].

Development
(What? How?)

State of research on central themes,
identification of research gaps, and

unsolved problems.

What are the significant gaps in the existing knowledge
about lithium-ion batteries, including the concept of

SoH? [Section 2].

Definition of the research methodology.

How can we build a system for testing and validating a
predictive model to estimate the SoH of lithium-ion

batteries and their application in battery swap systems?
[Section 4—Section 4.1].

To what extent can an adaptive approach based on
Artificial Neural Networks (ANNs) effectively

contribute to developing a new predictive model to
estimate the SoH of lithium-ion batteries in battery swap

applications? [Section 4—Section 4.2].

Development of a predictive model to
estimate the SoH of lithium-ion batteries

in battery swap applications.

Which internal parameters of the recurrent neural
network should be adjusted through consecutive tests,

aiming at the lowest values of Root-Mean-Squared Error
(RMSE), Mean-Squared Error (MSE), and Mean
Absolute Error (MAE)? [Section 4—Section 4.2].

Validation
(How can we demonstrate

the applicability of the
predictive model?)

Discussion of the results and implications
of this research.

Could the research results demonstrate the applicability
of the proposed SoH predictive model in battery swap

systems? [Section 5].
What are the primary differentiating factors of this
model compared to previous studies reviewed in

Section 2? [Section 5].

The first stage involved defining the problem and providing a rationale for the research,
as discussed in the introductory section.

The second stage entails conducting a thorough review of existing research on core
topics and identifying unresolved matters in the field of study. Initially, a literature review
was conducted focusing on the central research topics. The current state of research analysis
summarized in Tables 1 and 2 led to identifying a research gap, that is, a model designed
for smartphone battery swap applications utilizing recurrent neural networks.

The third stage refers to the research methodology to develop the referred predictive
model. The focus on the unaddressed research gap led to the selection of an adaptive
method based on Artificial Neural Networks (ANNs). First, this section describes the
charging/discharging system of lithium-ion batteries built for this research. This system
was used to generate training data for the neural network and validate the proposed model
(Section 4.1). Next, we describe the construction of the proposed model (Section 4.2).

Finally, in the last stage, the results and implications of this research are discussed
(Section 5).

4. Materials and Methods

This section addresses the materials and methods used to build the model to estimate
the SoH of lithium-ion batteries in battery swap applications. Section 4.1 describes the
charging/discharging system of lithium-ion batteries built for this study. This system was
used to generate training data for the neural network and validate the proposed model.
Section 4.2 presents the proposed model.
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4.1. Battery Charging/Discharging System

This subsection describes the development of the system used to test the influence
of various parameters that characterize the charge and discharge cycles on the life of
lithium-ion batteries. The entire project was built based on the characteristics of lithium-ion
batteries presented in Section 2. The system can measure and store data on the parameters
necessary to use the proposed neural network. The proposed system is responsible for
generating the training and testing data for the neural network. It is important to note that
the measurement system, including data storage, has a low cost and can be adapted to
work on battery swap systems. Thus, the neural network can be improved by collecting
real data from batteries for business model applications.

The system comprises three stages: charge, open circuit, and discharge. In the charging
stage, the battery was initially charged with a constant current, as detailed in Section 2.1.
After reaching full charge, the battery is in open-circuit mode for a set time, which is vital
for the internal reactions of the battery to occur, and it enters the discharge stage after
the recovery effect. The last stage is discharging, where the battery is discharged using
resistance until it reaches the specified cutting voltage.

The system aims to test the effect on the lifetime of 16 lithium-ion batteries examined
simultaneously and some parameters that characterize the charge and discharge steps of
this type of battery. The parameters considered for the development of the system are:

• IC: Characteristic current of the charging stage with constant current;
• VC: Voltage limit featuring the end of the charge stage constant current;
• VA: Open voltage of the measured battery between the charge stage and discharge;
• IDmin: Current that establishes the end of the stage with constant voltage and the

beginning of the discharge stage;
• RD: Resistance used to discharge the battery;
• IDmax: Current characteristic at the beginning of the discharge stage (VC/RD);
• Vmin: Voltage limit establishing the end of the discharge stage;
• Q: storage capacity of the battery charge.

The system was designed with a modular configuration, in which the 16 test batteries
for smartphones were organized into four groups, each containing four batteries. The
choice of batteries is associated with the research problem (smartphone battery swap), but
the study could potentially be extrapolated to other types of batteries, such as those used
in bicycles and electric vehicles. Charge and discharge parameters can be controlled by
hardware or software. The parameters of each group are listed in Table 4.

Table 4. Parameter sets for each battery group.

Parameter Group 1 Group 2 Group 3 Group 4

Ic [A] 1 2 2 3
Vc [V] 4.1 4.1 4.2 4.1

Vmin [V] 3.3 3.3 3.3 3.3

The parameters were selected according to various charging modes commonly em-
ployed in the market. To enhance battery durability, a minimum discharge voltage of 3.3 V
was uniformly established for all groups. For all groups, the discharge stage started when
the load current was equal to 10% of the constant-current charge value. For all batteries,
RD = 1.64 Ω.

The block diagram in Figure 1 presents the components of the proposed system as if it
were used for testing only one battery. The diagram shows both electronic components, such
as resistors, switches, and voltage sources, as well as the three module blocks: the charging
circuit (CC), the drive module and data acquisition system (DAS), and a microcomputer
that runs the supervision and control software (COMP).
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Although Figure 1 indicates only the VC and IC settings, the charging circuit allows
IDMIN to be adjusted internally. The variation in the IC value is made externally to the
charging circuit through the change in the RD resistor, while Vmin has its value established
by the software.
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Figure 1. Block diagram of the charging/discharging system.

The charging circuit is a refed linear circuit capable of implementing two charge
stages (constant current and constant voltage). Its design was based on a standard battery
charging circuit, which was changed to meet the requirements of the test system (increased
charge current capacity, inclusion of discharge stage control feature, use of high thermal
stability voltage reference, etc.). To make the charging system more robust and reliable, a
circuit was introduced to supervise and control the battery temperature, where the data
were stored using software.

A timing circuit was introduced to control the battery voltage readings in the open
circuit. Thus, it is possible to measure the voltage without the influence of the charge circuit
and the internal inductance of the battery at the end of each complete charge cycle.

At the end of the tests with the single-channel prototype, a stable configuration was
achieved that operated in conjunction with the Acquisition and Control Units (ACUs)
according to the design specifications. It was then set out to create a definitive layout for
each of the 4-channel plates that would make up the lithium-ion battery life test system.
The final schematic of the 4-battery charge/discharge circuits is shown in Appendix A
(Figure A1). The charge and discharge tests of a single battery were carried out 16 times to
measure the charge and discharge of the four groups of batteries. Thus, it was possible to
build four boards that contained four test circuits. Thus, each battery group could be tested
on a board.

Figure 2 shows the complete circuit, which was assembled on a bench to begin test-
ing. It was also possible to observe the two power sources used to power the batteries.
Two ACUs were used to communicate with the circuits using a computer. Two ACUs were
used owing to the limitations of the available bus bars on a single board.

It is worth emphasizing that the tests outlined in this study were intended to charge
and discharge the batteries until the end of their useful lives, so the system remained on
for a long time. Therefore, it was necessary to insert a series of safety measures into the
circuit to ensure that any external problem (e.g., lack of power) did not interfere with the
measurements or integrity of the batteries.
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An initial specification was designed for the software to control the charging/discharging
system through the ACU. The input and output lines of the ACU are shown in Figure 3, where
VB is the Analog input line 1, the battery voltage; VT is the Analog input line 2, the battery
temperature; FD is the Digital output line 1, end of the discharging step; FT is the Digital
output line 2, end of the test; LCA is the Digital input line 1, and the command for reading the
open battery voltage.
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The software was created using LabVIEW ® (National Instruments, Austin, TX, USA)
and served to store test data and manage the battery charge/discharge system via the
Acquisition and Control Unit. The ACU collects voltage readings (in both open and closed
circuits) and battery temperature data from the circuit. Subsequently, the software stores
the data in ‘.csv’ file format, which was chosen because of its capacity to accommodate
unlimited rows. The test comprised three stages: charging, open circuit, and discharge. By
default, the program initiates the charging mode and transitions to the open-circuit stage
when it detects the constant-voltage charging period.

The program was responsible for controlling the discharge, starting a new cycle of
loading, open-circuit measurement, and discharge. The software also indicated the end of
the test when it identified that the battery had reached the limit of its useful life, that is,
when the total battery charge was less than 80% of its initial total charge. This control is
achieved through the digital signals sent at the end of each process. Thus, the software is
responsible for storing the data and automatically controlling the charge and discharge of
the batteries.
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As mentioned, the voltage (open and closed circuits) and temperature data are stored
in a table format (‘.csv’ file). In addition, full-capacity data are stored at the end of each
cycle. The software calculates these data by using the current integral over time. This
information will be used to analyze the battery life over time and will also be essential
for building a predictive model of the battery health curve. It is important to note that
the battery capacity is also calculated from the data measured by the Coulomb counting
method. In this mode, it is possible to compare the results obtained from both calculations
and check the quality of the measurements and the operation of the software.

The software also plays a crucial role in ensuring circuit safety. This is accomplished
by continuously monitoring the temperature data; if it surpasses 50 ◦C, the circuit is
automatically deactivated, and a notification of the interruption caused by high temperature
is displayed on the program screen. A discharge voltage limit of 2.6 V was established
to safeguard battery integrity. This limit comes into effect in the case of hardware failure
in any control, ensuring that the battery does not discharge continuously. Consequently,
when this voltage threshold is reached, the system activates an alarm and disconnects the
battery, rendering it in an open circuit.

4.2. Proposed Model for Estimating the State of Health of Lithium-Ion Batteries

An Artificial Neural Network (ANN) is a computational algorithm designed for
information processing that draws inspiration from the functioning of the human brain.
Similar to the human brain, an ANN is capable of learning, generalizing, and making
decisions based on acquired knowledge [68]. Training is an essential aspect of ANN
functionality, resembling the learning process in the human brain. A common method for
training an ANN is supervised learning, in which input data are provided to the network,
allowing it to generate a corresponding response or output. The learning process involves
comparing the output produced by the ANN with pre-existing reference information. By
analyzing the disparity between the generated output and known reference value, the ANN
adjusts its internal processing to minimize the identified error. This adjustment primarily
involves modifying the weights (synaptic weights) associated with each neuron in the
ANN. Consequently, the training process proceeds through iterative presentation of data,
comparison of the output with known values, and subsequent weight adjustments. [69].

It is crucial to emphasize that, during the training process, all ANNs inherently work
towards minimizing errors associated with the specific dataset used for training. However,
caution must be exercised to prevent overtraining (or overfitting) because this can lead to
the network exclusively representing the training data, resulting in a diminished ability
to generalize.

The fundamental architecture of a neural network consists of three layers: input,
hidden, and output layers. In the context of the SoH estimation, the input layer typically
comprises a vector of instantaneous current, voltage, and temperature values. These inputs
constitute multiple explanatory factors that assist the neural network in reproducing the
SoH value, which is represented by the last layer of the ANN [70]. In the proposed model,
the input parameters include the state of charge (SoC), estimated using the Coulomb
counting method, along with the maximum battery voltage, charging time, and charge
current during the constant-current phase.

According to [68], a basic ANN model has several components, as follows:

• Set of synapses: Connections between ANN neurons. Each has a synaptic weight;
• Activation function: Responsible for restricting the amplitude of the output value of

a neuron;
• Bias: Value applied externally to each neuron and has the effect of increasing or

decreasing the input value of the activation function.
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By training the neural network with input–output pairs, a nonlinear map that accu-
rately captures the input–output relationship can be constructed without requiring prior
knowledge of the battery’s internal structure [26]. The relationship between the input
and output layers is determined by configuring an optimal combination of hidden layers,
hidden neurons, and activation functions. From the input data received by n neurons (yi),
the neuron k (hk) calculates its output using Equation (4).

hk = f

(
n

∑
i=1

(W kihi + θk

))
(4)

where hi is the output calculated by neuron I, wki represents the synaptic weight between
neurons i and k, θk is the bias value, and f is the activation function. If the neuron is
connected to the inputs, the term hi is replaced by the inputs provided.

The estimation of the synaptic weights and bias occurs through the training of the
network, that is, through an iterative process in which the initial parameters are used until
the convergence of the process [68].

Several neural network configurations have been reported in the literature, includ-
ing the neural network back propagation (NNBP), radial base function neural network
(RBFNN), recurrent neural network (RNN), and wavelet neural network (WNN). However,
the fundamental concepts of these variations remain similar.

In this study, a Gated Recurrent Unit (GRU) Recurrent Neural Network was employed.
This type of recurrent neural network processes data considering their evolution over time.
Given that the state of health (SoH) of batteries changes over time, with a decrease in the
expected SoH corresponding to an increase in the number of battery cycles, a recurrent
neural network is suitable for estimating the SoH.

Recurrent neural networks are characterized by their rapid learning pace, necessitating
fewer training iterations (typically fewer than 1000), requiring fewer input parameters, and
offering enhanced generalization capabilities [66]. Information from previous iterations
was stored in the hidden layers of the recurrent neural network. In contrast to the hidden
layer of classical neural networks, which receives signals solely from the input layer, the
hidden layer of the recurrent neural network receives signals from both the input and
hidden layers in the preceding iteration. Thus, RNNs can process sequential or temporal
information more appropriately than ANNs. Figure 4 depicts the recurrent neural network’s
data’s interaction.
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As illustrated in Figure 4, the hidden layer functions as memory. During each period,
the neural network stores the observed information and retrieves the information from the
previous hidden states.
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Recurrent neural networks are generally not adept at handling noisy data. However,
the GRU recurrent neural network is specifically designed to identify oscillations in data
and disregard unreliable data, enabling it to manage noise effectively [23]. Given that the
data used to train the proposed model contain noise, employing this type of neural network
is a suitable choice.

The batteries possess nominal capacity values, as specified by the manufacturer. Nev-
ertheless, depending on the mode of use, a battery may fail to retain the entire charge, as
promised by the manufacturer, thereby failing to deliver the rated capacity. In this study,
identical batteries were tested under various modes of use, exhibiting distinct capacities,
despite sharing the same specifications. To enhance the performance of the neural net-
work, one of the battery parameters to be considered is the state of charge (SoC), as per
Equation (3). The same equation, expressed in terms of instantaneous battery capacity, is
presented in Equation (5).

SoC(%) =

[
SoC0 −

(
Qbat
Qn

)]
·100 (5)

where Qbat is the current capacity of the battery, and Qn is the initial capacity of the
battery, that is, the capacity absorbed by the battery at the beginning of its life according
to its mode of operation. Qn is thought of as the battery’s nominal capacity but without
necessarily having the same value indicated by the manufacturer. Thus, the SoC values
were normalized, improving the neural network performance.

In addition to SoC, the other parameters of the batteries needed for the construction
of the network are the maximum voltage, charge current, and charging time. Once it is a
recurrent neural network (with memory), data from different batteries should not be mixed,
avoiding a negative influence on the result. As mentioned in Section 2.1, SoH is defined
using Equations (1) and (2), and their results are compared.

The RNN with GRU was programmed in Python, which is a widely used open-source
programming language. The data used to train the network were extracted from the
testing system, which was also used to validate the tests. These essays are explained in
the next section. The quality of the ANN was measured using the mean squared error
(MSE) and root-mean-square error (RMSE). The algorithm automatically calculated the
error according to the calculated and measured data. MSE and RMSE were calculated
according to Equations (6) and (7), respectively.

MSE =
1
N

N

∑
i=1

( ˆSoH − SoH
)2 (6)

RMSE =

√√√√ 1
N

N

∑
i=1

( ˆSoH − SoH
)2 (7)

The Mean-Squared Error (MSE) squares the error, magnifying predictions significantly
far from the actual value, making it an excellent evaluation metric for problems intolerant to
large errors. However, one drawback of using this metric is its lack of direct interpretability.
Specifically, to predict the unit x values, the MSE unit is x2. Therefore, the Root-Mean-
Squared Error (RMSE) was also analyzed. Both MSE and RMSE are effective parameters
for evaluating the quality of the network.

It would not be valid to use the technique of splitting training data into batches,
because they have a significant temporal dependency. However, because the measurement
system evaluated four batteries for each of the four tested charging regimes, the records of
the three batteries were selected for use in the network training, leaving the records of the
remaining battery for testing. To achieve optimal results, the training data were partitioned
into three groups based on load current. Consequently, batteries charged with 1 A in the



Batteries 2024, 10, 111 15 of 28

constant-current phase constitute Group 1, those charged with 2 A form Group 2, and
batteries charged with 3 A belong to Group 3.

Thus, four Gated Recurrent Unit (GRU) recurrent neural networks were constructed.
An RNN received training data from all batteries, irrespective of the load current. The other
networks received battery training data specific to a given group (based on the load current
in the constant-current phase). Consequently, the RNN with GRU 1 received training
data from Group 1, the RNN with GRU 2 received training data from Group 2, and the
RNN with GRU 3 received training data from Group 3. All RNNs were configured in
identical settings.

When a battery is submitted to predict its SoH over time, the algorithm identifies the
charging current during the constant-current phase. The SoH curve was then estimated
using a network trained by batteries with the same charging current. Additionally, SoH
estimation is carried out using the RNN with GRU4, which incorporates training data from
all available batteries. The RMSE, MSE, and MAE indicators were compared, and the algo-
rithm output the SoH curve with the smallest values for the adopted comparison metrics.

The RNN with GRU was designed to predict the SoH curve of the battery over time
based on information such as the charging current, maximum voltage, charging time, and
state of charge (SoC). The method for SoH estimation is summarized in Figures 5 and 6.
Figure 5 depicts the training process of the RNN with GRU in the proposed model, while
Figure 6 outlines the structure for estimating the SoH curve of lithium-ion batteries.
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Several RNNs were tested under different parameters until the network with the
lowest errors was identified. For training, three batteries from each group were used,
and one battery from each group served as a test. Cross-validation was conducted to
determine the optimal RNN, characterized by the lowest errors. This technique aims to
detect overtraining and prevent an RNN from losing its generalization power. During
RNN training, it was tested with a dataset distinct from the training data to identify the
point where the errors associated with the validation data were significantly larger than
those observed during training.
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The neural network employed a regression model that utilized the last ten measured
battery data. It consisted of four hidden layers, including three GRU-type layers and one
dense layer (a type found in traditional neural networks). The first hidden layer employs
300 units serving as memory cells, whereas the subsequent layers have 250 units. Dropout
layers with a rate of 0.3 are also incorporated to prevent overfitting. The optimizer used is
RMSprop, which maintained a moving average (discounted) of the square of gradients and
divided the gradient by the root of this mean. Another crucial parameter is the number
of epochs, which represents the number of times the network is trained, with each epoch
exhibiting varying performance. The neural network retains the training weights from
the epoch with the best performance. In this study, 400 epochs were employed along
with Early Stopping. Early Stopping halts training when the neural network fails to
improve performance over 10 consecutive epochs. Additionally, for every five epochs
without improvement, the learning rate decreased, potentially enhancing the performance
in subsequent epochs.

The construction of the neural network was designed to minimize errors with a
manageable computational cost. The network yielded a curve containing the estimation of
the SoH of the battery under investigation. Two methods were employed to define SoH in
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this study, presenting a curve for each method generated by the artificial neural network.
The results and performance of the neural network are analyzed in the subsequent section.

5. Results
5.1. Battery Charging/Discharging Testing

After the implementation and testing of the proposed measurement system, measure-
ments were performed using 16 batteries that were never used, according to the parameters
described in Table 4. The batteries were lithium-ion (LiCoO2) with 5000 mAh of rated
capacity, nominal voltage of 3.6 V, and typical operating range of 3.0 and 4.2 V/cell. In
terms of C-rate, these batteries were recommended to charging regimes that vary between
0.7 and 1 C, while the recommended discharging is at 1 C.

The proposed measurement system presented in Section 4.1 automatically charges
and discharges the batteries. Figure 7 shows the charge/discharge curves of one of the
batteries. As can be observed, 19 cycles were performed for this battery. In this case, the
charge/discharge cycle took approximately 5 h, reaching four cycles per day.
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The measurements indicated that the charging parameters significantly altered the
behavior of the batteries over their lifetimes. It is important to remember that the mode of
use of the batteries during testing was not as expected by the manufacturer (for example, the
cutting voltage was 3.3 V in the tests, whereas the manufacturer recommended a discharge
up to 3 V). Thus, no battery reached the nominal capacity proposed by the manufacturer.

Table 5 lists the average number of cycles performed during the measurements, av-
erage cycle time, average charging time, and average capacity of each battery group. As
anticipated, Group 4 (with a constant current of 3 A) exhibited a shorter charging time for
the batteries, resulting in more cycles than the other groups. However, this group exhibited
the lowest charge retention. The increased load instability in Group 4 is attributed to the
stress experienced by the batteries during the constant-current charging processes.

Table 5. Average parameters of the four battery groups.

Group Number of Cycles Average Cycle Time [h] Average Charging Time [h] Average Capacity [mAh]

Group 1 215 6.38 4.34 3761.25
Group 2 382 3.60 1.87 3131.86
Group 3 305 4.53 2.29 4004.68
Group 4 473 3.00 1.66 2858.47



Batteries 2024, 10, 111 18 of 28

Group 3 exhibited the highest average capacity among all groups. The only difference
from Group 2 was the voltage during the constant voltage phase, indicating that this
voltage level significantly influenced the battery’s charge retention capacity. Nonetheless,
it is worth noting that the Group 3 batteries required longer charging times than those in
Group 2.

Group 1 batteries were charged with a current of 1 A, resulting in longer charging
times compared to the other groups. Consequently, the batteries in this group underwent
fewer charge–discharge cycles. Therefore, the training data for this group were significantly
less extensive than those of the other groups.

5.2. Model for Estimating State of Health (SoH) in Lithium-Ion Batteries

Recurrent neural networks were employed to construct the proposed model. This
type of neural network possesses memory, with each layer retaining information from
past times to estimate the SoH of lithium-ion batteries. They are well suited for working
with time-series datasets, making them a favorable choice for regression analysis. The
SoH of batteries is influenced by time, with a decrease in the SoH occurring as more
cycles are performed. Therefore, it is advantageous for the proposed model to consider
information from previous results. This rationale guided the decision to use the RNNs in
the proposed model.

Among the available recurrent neural networks, Long Short-Term Memory (LSTM)
and Gated Recurrent Unit (GRU) are prominent. Although both can yield good results, the
LSTM neural network requires greater computational capacity. Because the RMSE, MSE,
and MAE values did not surpass those generated by the GRU recurrent neural network,
we decided to use GRU neural networks in the proposed model.

Various input parameters were tested for the RNN with the GRU, and those that
produced the best network performance results were selected. The chosen input parameters
for the GRU recurrent neural network include the charge current during the constant-
current phase, maximum voltage, charging time, and SoC.

As indicated by the results presented in the previous sections, the charge current
serves as a parameter capable of modifying battery behavior, showing differences in the
ability to retain charge among the four groups. This behavior significantly influences the
training of the RNN with a GRU that considers past data. Owing to notable differences in
the behavior of batteries between distinct groups, network training was hindered, resulting
in outcomes with substantial errors. To address this training challenge arising from diverse
battery behaviors, three RNNs with GRU were constructed, as detailed in Section 4.2.

After determining the type of network to be used, selecting input parameters, and
adopting the strategy of employing four RNNs with GRU, the internal parameters of the
network were fine-tuned through successive tests. The objective was to achieve the lowest
possible values of RMSE, MSE, and MAE without incurring excessive computational costs.
The adjusted internal parameters included the number of hidden layers, units, dropout
rate, optimizer, and time delay for SoH forecasting.

Hidden layers in recurrent neural networks receive signals from both the input and
hidden layers in the previous iteration. In other words, the hidden layer functions as
memory, where, in each period, the neural network retrieves information from the previous
state and stores information from the data observed over time. Consequently, the number
of hidden layers is a critical parameter in network operations.

Figure 8 shows bar charts containing the RMSE, MSE, and MAE averages for four
battery groups. These charts graphically represent the performance of the three tested
networks with varying numbers of hidden layers, units, optimizers, dropout, and time
delay values.

The unit parameter serves as the memory cell of the GRU neural network and is
associated with each layer of the neural network, allowing for different quantities of units
in each layer.
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Multiple GRU recurrent neural networks were tested to determine the optimal number
of units for each layer in the proposed model. All the networks maintained identical
parameters, with variations occurring solely in the number of units within each layer.
Based on the error evaluation metric adopted in this study, the number of memory units for
each layer was selected from the GRU recurrent neural network that achieved the smallest
RMSE, MSE, and MAE values. However, when choosing this parameter, consideration
was given to the computational cost involved in training the network. A higher number of
units in each layer resulted in increased processing costs. This consideration aligns with
one of the objectives of the proposed model, which aims to minimize computational costs
in comparison with other models involving neural networks.
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Following successive tests, it was observed that using more units in the input layer
compared to the hidden layers yielded similar results to using an equal number of units
in both the hidden and input layers. However, utilizing fewer units in the hidden layers
incurs lower computational costs.

It can be observed that, on average, the results obtained by Network 3 were superior
to those of the other networks. However, the computational costs required to train this
network are excessive, leading to operational issues with the machine responsible for
executing the model. Because of this, and considering that the results of the evaluation
metrics for the networks were not significantly lower than those of Network 2, 400 units
were used in the input layer and 350 units in the other layers.
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The dropout layer randomly sets the input units to 0 with a rate determined at each
step during training, aiding in the prevention of overfitting. To configure this parameter,
the percentage of data that will be assigned a value of zero must be defined.

Various GRU recurrent neural networks were tested to determine the optimal value
for the dropout layers in the proposed model. All the networks maintained identical
parameters, with only the dropout value in each layer being altered. Following the error
evaluation metric adopted in this study, the dropout value was selected from the GRU
neural network that achieved the lowest RMSE, MSE, and MAE.

The networks presented aim to illustrate how the proposed model operates with a low
dropout value (Network 1), high dropout value (Network 3), and dropout value used in
the proposed model (Network 2). According to Figure 8, Network 2 exhibited better results
than the other two networks. This suggests that a low dropout value may potentially lead
to overfitting, whereas a high dropout value may cause the training base to lose significant
data, thereby worsening network performance. Consequently, a dropout value of 0.3 was
chosen for all layers, as the results surpassed those of all other tested networks.

Optimizers play a crucial role in updating the weights of the hidden layers of a neural
network. To identify the optimal optimizer, various GRU neural networks were tested,
all maintaining identical parameters, with only the optimizer being altered. Consistent
with the error evaluation metric adopted in this study, the optimizer was determined from
the GRU neural network, which achieved the smallest RMSE, MSE, and MAE values. The
featured optimizers were Adam (Network 1), RMSprop (Network 2), and Adamax (Net-
work 3). All three optimizers are recommended for use in problems involving regression
models. Notably, Network 2 outperformed the other two networks, leading to the selection
of RMSprop as the chosen optimizer.

The battery SoH over the cycles can be modeled as a time series. Therefore, the
proposed model uses n values that are delayed in time to estimate the future values of the
SoH. Several GRU neural networks with identical parameters were tested by changing
only n (the time delay). Following the error evaluation metric adopted in this study, the
best time delay was defined from the GRU neural network that obtained the lowest RMSE,
MSE, and MAE.

The proposed model operates with small time delay (Network 1), large time delay
(Network 3), and a number of delayed values used in the proposed model (Network 2). As
can be observed in Figure 8, Network 2 achieved superior performance in estimating the
state of health (SoH) for batteries in all groups.

5.3. Discussion

For neural network training, three batteries from each group were employed, and
one battery from each group served as a test to validate the model. Figure 9 illustrates
the SoH curves generated by the model proposed, based on the usual definition of SoH
(Equation (1)).

In Figure 9, each curve represents one battery in each group, as listed in Table 4. As
mentioned in Section 2.1, the LiCoO2 batteries (utilized in these tests) exhibit charging
retention instability. This characteristic was apparent during the measurements, with
notable variation in the capacity of the batteries observed over time. It is crucial to clarify
that the tests involved continuous charging and discharging of the batteries. However,
at certain times, the system experienced shutdowns for various reasons such as power
outages. This leads to relaxation of the internal structure of the battery. Consequently, upon
resuming the system operation, the state of health of the battery might show higher values
than in previous cycles, thereby influencing the observed SoH.

Notably, based on this SoH definition criterion, none of the batteries reached the end
of their useful lives (defined as 80% SoH).
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Figure 10 shows the results obtained in the tests performed with one battery of each
group using the definition of SoH expressed in Equation (2). As this is another approach
for calculating SoH, the results differ between the two methods. It should be noted that
this new method is more punitive about the SoH of batteries because the batteries of
Groups 2 and 3 were considered at the end of their useful lives, whereas by the traditional
method of SoH definition, they are still considered usable. Although the Group 3 battery
lost significant charge retention capacity over time, the battery finished testing satisfactorily,
as did the Group 2 battery. Therefore, the traditional definition of SoH is more valid for
this study to avoid wasting batteries still in conditions of use in battery swap systems.

It is interesting to note that each case presented distinct results, with some showing
smaller errors between the neural network output and the real value (Figure 10b,d). This
occurs because of particularities, such as representativeness and noise in the training data.
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Table 6 lists the metrics used to evaluate the neural network. In addition to the RMSE
and MSE, the absolute mean error (MAE), which is the average of the absolute difference
between the actual and measured SoH values, is also presented. The neural network
presented good performance, with values compatible with the best SoH estimation models
found in the literature. However, despite being a neural network, the model presented
in this work presents a low computational cost because the training base needed to build
a good neural network does not need to be extensive because of the characteristics of
recurrent neural networks. However, it is worth noting that if the training base was larger,
the neural network would present even better results.
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Table 6. Artificial neural network assessment metrics.

RMSE (%) MSE (%) MAE (%)

Group 1 0.0418 0.0017 0.0138
Group 2 0.0708 0.0050 0.0143
Group 3 0.0595 0.0035 0.0261
Group 4 0.0820 0.0067 0.0454

Figure 11 shows the RMSE graphs for each measurement of the four batteries tested.
It should be noted that the battery in Group 1 presented the highest variation in error. This
may have occurred because this group had the least training data, which may have affected
network performance. However, the overall average score was satisfactory. It is possible
to notice that some measurements had higher errors in the four groups. These data are
possible outliers that, if deleted, could improve neural network performance.

Table 7 presents previous relevant work involving the SoH estimation of lithium-ion
batteries. It can be observed that the error values found resemble those obtained by the
proposed model. This confirms that the proposed model is consistent with that found in
the literature and serves its intended purpose. It is worth noting that the proposed model
features a low computational cost and easily measurable parameters, allowing for its online
use without significant computational expenses.

The models presented in Table 7, which exhibit errors much lower than those achieved
by the model presented in this paper, have high mathematical and computational complex-
ity, in addition to requiring parameters that are challenging to calculate or measure.
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Table 7. Errors in some state of health (SoH) values of previous estimation models.

Reference Method RMSE MSE MAE

[9] Charge current analysis 0.025 0.000625 0.015

[28] Predictive analysis - - 0.0314

[42] Recursive least-squares algorithm - - 0.0209

[48] Extreme metabolic machine learning combining degradation
state model and error compensation 0.0635 0.0040 0.0193

[53] Fuzzy logic and internal resistance - - 0.03

[65] Linear approximation 0.1304 0.0170 -

[69] Efficient neural networks with multi-channel loading profiles 0.0259 0.0006708 0.0197

[70] Machine learning 0.05196 0.0027 0.02

[71] Semi-supervised transfer component analysis - - 0.0129

6. Conclusions

In this study, an attempt was made to present a model for estimating the SoH curve of
lithium-ion batteries using the state of charge curve. The model was designed for smart-
phone battery swap applications utilizing Gated Recurrent Unit (GRU) neural networks.

The system can be adjusted using software and hardware to define the charging pa-
rameters for testing. Therefore, the testing system is easily usable and can be implemented
in mobile energy sharing systems. Thus, machines that store and recharge batteries can
collect the necessary data for SoH estimation, allowing the proposed model to be embedded
in systems involving battery swaps.

The results demonstrated the high precision of the model in estimating the SoH of
batteries under various charge and discharge parameters. The proposed approach exhibits
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low computational complexity, low cost, and easily measurable input parameters, making
it an attractive solution for smartphone battery swap applications.

The low number of batteries available for the measurement system poses a limitation
that prevents experiments with a greater variety of battery parameter variations. Addition-
ally, the loss of any battery owing to malfunctioning may compromise the performance of
the model by depriving the neural network of the training data.

The principal differences between the proposed model and those in the literature lie in
the parameters used and the low computational cost. Because the model does not rely on
the specific parameters of lithium-ion batteries, it can be applied to other types of batteries,
provided that there is a suitable database for training the neural network.

The model also differs from other studies in that it uses the SoC of the battery to define
the SoH rather than the total capacity. Consequently, the SoH of the battery can be estimated
from any level of battery discharge, eliminating the need to completely discharge the battery.
The model aligns with operational demands such as low cost and easy implementation.
This study was essential for understanding how different battery parameters influence
their life cycles and for studying the behavior of batteries used in smartphones.

Recommendations for future work include the following:

• Incorporating state-of-the-art techniques for parameter optimization (e.g., Bayesian
optimization);

• Expanding the database for neural network training to anticipate smaller error margins
while retaining the benefits of the model;

• Testing a single GRU recurrent neural network when more data are available for
training, and comparing it with the results obtained using a model composed of
four GRU neural networks;

• Considering ambient temperature as a parameter for constructing the model;
• Working with other types of batteries to validate the hypothesis that the proposed

model can be applied to batteries of different classes and applications while maintain-
ing similar performance;

• Studying batteries subjected to fast-charging processes to understand their behavior
and estimate their SoH;

• Calculating measurement uncertainties of neural network output;
• Integrating the proposed model into a battery swap system and testing the model

prediction through machine learning;
• Analyzing the causes of SoH degradation in lithium-ion batteries from the perspective

of electrochemical reactions inside the battery.
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