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Abstract: In this work, a three-dimensional CFD model for the gas–solid flow of two different particle
sizes in a CFB riser coupled with a kinetic theory (KT) has been developed. The properties of the
solid phases are calculated using the proposed multi-particle kinetic theory. The CFD model is
implemented in the commercial CFD software CFX4.4. In the current model, one gas phase and two
solid phases are used. However, the model is generalised for one carrier phase and N number of solid
phases to enable a realistic particle size distribution in the system. The momentum, volume fraction
and granular temperature equations are solved for each individual solid phase and implemented
into the CFD model through user-defined functions (UDFs). The k-ε turbulence model is used in
simulating the circulating fluidised bed model. For verification, simulation results obtained with the
new KT model were compared with experimental data, and then the model was used for further
analysis. It was found that the proposed multi-particle model can be used to calculate the properties
of gas–solid systems with particles of different sizes and/or densities, removing the assumptions of
previous models that required all the particles to be of an equal mass, size and density.

Keywords: CFD; fluidised granular bed; kinetic theory; multi-particulate flow; CFB riser

1. Introduction

Gas-fluidised bed reactors are frequently used in many important industrial processes,
especially in the oil industry [1–3], mineral processing [4,5] and electric power generation
industries [6] due to their excellent heat and mass transfer characteristics, on the one hand,
and solid mobility, on the other hand. Despite its widespread application, the hydro-
dynamics of gas-fluidised beds, unfortunately, remains poorly understood. This lack of
understanding poses a significant obstacle to the up-scale of industrially important reac-
tors [7–9]. Computational Fluid Dynamics (CFD) is a powerful tool for gaining a theoretical
understanding of the complex multiphase flow and transfer processes in reactors [10–12].
However, CFD has not matured enough to predict the flow behaviour of a gas–solid flow
system containing solids of different sizes and densities.

Much progress has been made in recent years towards developing computer codes
for describing the hydrodynamics of gas-fluidised beds. Most of the developed models
are based on a two-phase description, one gas and one solid phase and all the particles are
assumed to have one diameter, density and a coefficient of restitution [13–16]. However,
in real particle systems, particles of different sizes and densities exist; furthermore, the
operation of many industrial processes is strongly dependent on having different particle
sizes in the reactors. For such systems, a multi-particle approach is required for modelling
and describing this class of gas–solid flow systems. There are some studies available
in the literature [17–20] where different sizes and densities of particles were considered
as different phases. However, due to the limitations of their models [3], none of them
can be used to predict the behaviour of a multi-particle system. For example, Bell (2000)
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and Manger (1996) [17,18] extended the kinetic theory to binary mixtures of solids with
unequal granular temperatures for the phases. In these models, fixed viscosities were
used for each solid phase, and an interphase momentum transfer term was derived to
account for the momentum transfer between solid phases due to collisions. However,
arbitrary constants were used in determining the number of collisions. As the number of
collisions can be obtained from kinetic theory, the kinetic theory approach would appear to
be superior [21,22].

As highlighted earlier, many existing models have been tailored for single-particle
flow scenarios [23–29]. Consequently, the capacity to forecast the intricate flow dynamics of
particles of varying sizes within a gas–solid flow framework remains a notable deficiency,
leading to considerable inaccuracies in the advancement and upscaling of gas–solid flow
systems such as fluidised beds. In light of this, the principal objective of this study is
to pioneer a multi-particle Computational Fluid Dynamics (CFD) model designed for a
Circulating Fluidised Bed (CFB) while scrutinising the intricate flow behaviours of diverse-
sized particles. In order to address this gap, the current work leverages the kinetic theory
of the model introduced by [3] to simulate the behavior of a CFB riser. This kinetic theory
model exhibits its versatility in accommodating multi-particle systems, where variations
in particle mass, diameter, restitution coefficient, density and granular temperature are
considered. Notably, the model takes into account the heterogeneity of particles and
encompasses diverse flow characteristics within solid phases, including solid viscosity,
solid pressure, collisional heat flux and bulk viscosity, stemming from intricate particle–
particle interactions. For this investigation, the chosen CFB configuration aligns with a
previous study conducted by Mathiesen in 1997 [30], thereby establishing a solid foundation
for the ensuing analysis.

As previously mentioned, most of the developed models are applicable to a single
particle flow system [23–29]. Thus, the ability to predict the flow behaviour of different-
sized particles in a gas–solid flow system is still lacking, which causes significant errors in
the development and scale-up of gas–solid flow systems such as fluidised beds. Therefore,
the main objective of the present study is to develop a multi-particle CFD model for a
Circulating Fluidised Bed (CFB) and analyse the flow behaviour of different-sized particles.
The kinetic theory model developed by [3] is used in the present work to simulate the
CFB riser. This model is applicable to multi-particle systems, where the mass, diameter,
restitution coefficient, density and granular temperature of the particles may be unequal.
Different flow properties for solid phases (such as solid viscosity, solid pressure, collisional
heat flux and bulk viscosity) resulting from particle–particle interactions are obtained from
the multi-particle kinetic theory. The CFB that has been selected for investigation was
previously tested by Mathiesen (1997) [30].

2. Mathematical Model

Detailed development of the multi-particle kinetic theory, along with mathematical
comparison with other available theories in the literature, has been presented in our
previous publication [3,21,31]. This theory has been implemented in the commercial CFD
software CFX and used to simulate the riser section of a circulating fluidised bed having
particles of different sizes. Two different particle species have been considered. Particles
of each species are considered smooth, elastic and homogeneous spheres. Different flow
properties for solid phases (such as solid viscosity, solid pressure, collisional heat flux and
bulk viscosity) resulting from particle–particle interactions are obtained from the multi-
particle kinetic theory. Interphase transfer terms (momentum transfer, fluctuating energy
transfer) between the solid phases are also added to the code through the user subroutine.
In the present model, we employed the standard k-epsilon turbulence model to simulate the
experimental results. The choice of this turbulence model was motivated by its widespread
use and applicability to a wide range of engineering scenarios. The k-εmodel is well-suited
for capturing turbulence characteristics and flow phenomena in various configurations,
making it a suitable candidate for our investigation. A comparison of predicted results
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with experimental results validates the model [32]. The CFB that has been selected for
investigation was previously tested by [30]. Details of the governing equations used in the
simulations and the model formulation are summarised in Table 1 [3]:

Table 1. Governing equations for gas–solid flow through riser, constitutive law and boundary
conditions.

1. The number of binary collisions

Nij =
√

π
4 d2

ijninjgij

(
mimj
θiθj

) 3
2 × 1

A3/2D2

[
1 + 3πB2

AD + 45πB4

8(AD)2 · · · · · ··
]

were coefficients A, B, D:

A =
miθj+mjθi

2θiθj
B =

mimj(θi−θj)
2m0θiθj

D =
mimj(miθi+mjθj)

2m2
0θiθj

2. The conservation equations

∂n〈ψi〉
∂t +∇.

(
ni < ciψi > +∑

j
Pc,ij

)
=< niFi

∂ψi
∂c > +Nc,ij

Collisional stress contribution:
Pc,ij = − 1

2 d3
ij
∫

cij .k>0

(
ψ′i − ψi

)
cij.kk f (2)ij

(
r− 1

2 dijk, ci, r + 1
2 dijk, cj

)
dkdcidcj

Nc,ij =
1
2 d2

ij
∫

cij .k>0

(
ψ′j + ψ′i − ψj − ψi

)
cij.k f (2)ij

(
r− 1

2 dijk, ci, r, cj

)
dkdcidcj

Conservation of mass for species i:
∂
∂t (nimi) +∇.(nimivi) = 0
Volume fraction of species i:
εi =

nimi
ρi

Conservation of momentum of species i:
∂
∂t (εiρivi) +∇.(εiρivivi) = −∇.

(
Pk,i + Pc,i

)
+ εiρiFi + NM,i

Conservation equation for the fluctuating translational energy for species i:
9

πd3
i

[
∂
∂t (εiθi) +∇.(εiθivi)

]
=
(
Pk,i + Pc,i

)
: ∇vi −∇

(
qk,i + qc,i

)
+ εiρi〈FiCi〉+ NE,i

3. Constitutive relations
Pressure tensor
Pk,ij =

ρiθi
mi

I + 4µs,dil

(1+eij)go

(
1 + 4

5 εs,igij

(
1 + eij

))
∇svi

Solid phase pressure
Psi =

ρiθi
mi

+∑
j

π
48

(
1 + eij

)
d3

ijgij
mimjninj

mo

(
mimj
θiθj

) 3
2 1

A3/2D5/2

[
1 + 15πB2

4AD + · · · · · · · · · · ··
]

Solid shear viscosity

µi = ∑
j

{
2µi,dil

(1+eij)gij

(
1 + 4

5 εs,igij

(
1 + eij

))(
1 + 4π

15 d3
ijnjgij

mi
mo

(
1 + eij

))
+
√

π
240θi

gijd4
ij

(
mimj
mo

)2(
1 + eij

)
ninj

(
mimj
θiθj

)3/2
S1

}
Dilute viscosity
µi,dil =

24εsiθiρi
π2d3

i mi∑
j

Nij

Energy dissipation
NE,i = ∑

j

(
γ1

ij + γ2
ij

)

Reynolds-Averaged Navier-Stokes equations (RANS) were used in the study (please
refer to Table 5). RANS equations are only mentioned in Table 5 and not elaborately
presented here in this paper, as the use of RANS Equations is standard practice in CFD. The
standard k-εmodel was used in this study (Table 5). In the Standard k-εmodel, the eddy
viscosity is computed from turbulent kinetic energy and turbulent dissipation. This eddy
viscosity is used in RANS Equations. The electrostatic forces between the particles were
ignored in the present study.

In the present model, the transport equations were discretised using the finite volume
method (FVM). To discretise the convective term, we employ a second-order upwind
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scheme. This scheme is known for its ability to capture the directionality of flow and
minimise numerical diffusion, especially in cases of high gradients. The diffusive term
was discretised using a central differencing scheme, which provides second-order accuracy.
This scheme is suitable for capturing diffusion effects accurately and maintaining stability.
The source term was treated implicitly to ensure stability and accurate representation of the
physics. We use the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algo-
rithm to handle the pressure-velocity coupling and ensure the pressure-velocity decoupling
is carried out efficiently.

3. The CFB System

The CFB system experimentally investigated at Telemark Institute of Technology is
shown in Figure 1. The riser was cylindrical in shape with an internal diameter of 0.032 m
and a height of 1.0 m. The primary gas inlet was located at the bottom of the riser. In
order to provide a uniform gas velocity at the inlet, an air distributor was installed. The
distributor was a Duran filter plate with a thickness and porosity of 0.004 m and 0.36,
respectively. At the top of the riser, the suspended particles enter a glass cyclone where
the solids are separated from the gas and recycled via a return loop. Supply of secondary
air positioned at 0.05 m above the air distributor feeds the solids back to the riser. Figure 1
shows a schematic sketch of the circulating fluidised bed system used in the experiment.
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Two distinct particle groups were sieved out from a Gaussian particle size distribu-
tion with a Sauter mean diameter of 157 µm. The diameters of the sieved particles are
between 100 and 130 µm and between 175 and 205 µm for the smallest and largest particles,
respectively. The mean particle diameters of the two groups were approximately 120 and
185 µm. The two distinct groups were mixed together, and the initial volume concentration
of each group was identical. The particle density was 2400 kg/m3. The initial bed height
was 0.04 m. Thus, the overall volume concentration of solids in the riser is 2.5%. The flow
parameters used in this work have been shown in Table 2.
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Table 2. Numerical flow parameters used in this work.

Riser Dimensions-Cylindrical
Diameter 0.032 m

Height 1.0 m

Operating conditions

Gas phase ρg = 1.2 kg m−3, µg = 0.00001 Pa s

Solid Phase I ρsI = 2400 kg m−3, dI = 120 µm

Solid Phase II ρsII = 2400 kg m−3, dII = 185 µm

Initial bed height 0.04 m

Pressure Atmospheric pressure

Inlet gas velocity Jg = 1.2 m s−1

Fraction of solids 0.63

4. Grid and Physical Domain

Only the riser part of the circulating fluidised bed shown in Figure 1 has been modelled.
In order to avoid convergence difficulties, the calculation domain is divided into five blocks.
The grid characteristics and the grid information are listed in Tables 3 and 4.

Table 3. Grids statistics.

Property Minimum Maximum Average

Volume 1.878 × 10−8 5.565 × 10−8 3.499 × 10−8

Skew 0.9 1.0 0.9752

Twist 1.0 1.0 1.0

Taper 0.7588 1.0 0.8597

Stretch 0.6362 1.0 0.8585

Table 4. Grids information.

Block NI NJ NK NCell

1 6 4 200 4800

2 6 4 200 4800

3 6 4 200 4800

4 4 4 200 3200

5 6 4 200 4800

Total number of grid cells 22,400

The grid independence test was performed for this study through the simulation of
gas flow in the riser. Starting with a lower number of cells of 5600 in the riser, the number
of cells in the riser was extended up to 33,600 in four steps. The calculated results for each
step have been shown in Figure 3. It has been observed from Figure 3 that with the increase
in cell number beyond 22,400, the velocity is independent of the number of cells. Therefore,
for this study of the riser flow CFB, 22,400 cells have been used for further simulations.
In this test, mass source residual (error in continuity) is used to control the convergence
of the solution, and the tolerance limit was set to 10−6. In this simulation, the equation
for continuity, momentum and transport equation for k and ε were solved for turbulence
parameters.
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5. Boundary and Initial Conditions

In this work, a wall boundary, inlet and outlet boundaries are used. The inlet bound-
aries are given by a specific inflow velocity and volume fraction. The inlet velocity and
volume fraction used in this simulation are given in Table 2. At the outlet, a pressure bound-
ary condition with atmospheric pressure has been used. This essentially applies constant
gradient conditions to the flow variables. Solids are also permitted to leave through the
boundary. Buoyant flow has been enabled with gravity of 9.81 m/s2.

For a gas, the no-slip wall condition is well accepted and used. However, for walls
that are both non-slip [17,33] and free-slip [34], solid velocity conditions have been used by
different researchers. In general, it is not permissible to set the particle velocity equal to zero
at a solid wall. Exceptions occur when the wall is sufficiently rough, minimising particle
slip and when the bounding wall is sufficiently soft, creating highly inelastic particle–
wall collisions. Tsuo and Gidaspow [35] used a partial-slip boundary condition, which is
between the two mentioned conditions. Insufficient numerical and experimental work has
been undertaken to show any boundary condition as being superior with all capable of
predicting clusters. In non-slip boundary conditions near the wall, some fluid (for example,
a layer of fluid molecule/molecules) is assumed to attach to the solid wall, whereas in no
slip boundary condition, fluid does not attach to the solid wall. Slip boundary conditions are
used to model the behaviour of particles near solid surfaces, where the particles experience
a slip velocity relative to the fluid due to a lack of adhesion. The choice of slip condition can
indeed influence the results of simulations, and using different slip models, such as partial
slip conditions or incorporating slip lengths, could provide valuable insights into the role
of slip in the observed deviations. In our study, we chose a slip boundary condition based
on the available literature and its relevance to the specific system we were simulating.

In this work, the riser is initially filled with a 0.04 m high bed where the total volume
fraction of solids is approximately 0.63. The initial volume fractions for each individual
phase have been show in Figure 2. The two solid phases are perfectly mixed in the bed and
are assumed to have an identical initial volume fraction. In order to avoid convergence
difficulties, the initial volume fraction of the solids above the bed in the computational
domain is set to 1.0× 10−10, and to ensure a small initial viscosity, the granular temperature
has been set to 1.0 × 10−10 in this work.
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The proposed multi-particle kinetic theory of [3,21,31] was implemented in the com-
mercial CFD code CFX through user subroutines. A time step of 0.001 s is used for the
calculations. The under-relaxation factor used for the velocities and volume fraction was
0.3, and for the granular temperature, it was 0.2. Typically, 32.5 h of computational time
is required on an Intel Pentium 4 (Xeon) 2.0 GHz computer to simulate one second of
real-time. A summary of the model formulation used in the present work is introduced in
Table 5.

Table 5. Summary of the model formulation.

Commercial Software CFX

General

Linear solver type GSTB

Pressure formulation SIMPLE

Run mode Unsteady, ∆t = 0.001 s

Total time 32.5 h

Gravitational body force Full body force–Y direction

Convergence criteria 0.0001

Mesh type 22,400 grids, symmetric grid

Models

The Eulerian–Eulerian flow approach using
Reynold’s Averaged Navier Stocks (RANS)
and continuity Equations

Drag model Schiller–Neumann Equation for particles [36].

Turbulence model Viscous-standard k–ε, dispersed

Control

Number of phases = 2

Continuous phase = solid

Secondary phase = gas

Minimum volume fraction 1 × 10−6

Boundary conditions

Inlet condition Normal velocity, 10% mean kinetic energy for k.

Outlet condition Static pressure, 100,000 Pa, zero gradient for k-ε.

Wall condition No slip conditions

6. Results and Discussion
6.1. Solid Velocity Profile

Figure 4 shows the instantaneous velocity vectors at 21.0 s for the gas and the solid
phases. The solid phase with smaller diameter (120 µm) particles is classified as Solid1, and
the solid phase with a larger diameter (185 µm) has been classified as Solid2. A subsection
of the physical domain has been enlarged in order to illustrate the flow pattern. A close-up
view of the velocity vectors for gas, Solid1 and Solid2, are shown in Figure 3, respectively.

In studying Figure 4, it has been observed that the flow pattern for both solid phases
is a core–annulus type of flow. A similar trend was found by [24,35,37]. Near the centre of
the riser, there is an upward, rapidly moving core surrounded by a downward, relatively
slower-moving annulus near the wall. The flow was started with a packed bed of solids
at the bottom of the riser. Initially, the solids and the gas moved uniformly in a plug flow
mode. Skin friction for air at the wall modified the flow by reducing the velocity in the
near-wall region. The imposed velocity gradient caused by the wall pushed the particles
towards the wall in the radial direction. This caused cluster formation, and particles started
accumulating in the form of clusters in the near wall region. The cluster behaves as a
hydrodynamic unit or as a particle of large effective diameter. Hence, the gravitational
force acting on the cluster becomes higher compared to the drag force, and particles start
to move downwards. Figure 4 shows these negative velocities of the clusters. Thus, an
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annular region formed near the wall. In order to conserve the inlet constant mass flow, the
upward velocities for both the gas and the solid phases in the core region had to increase in
order to compensate for the additional area occupied by the downward-flowing annular
region. Eventually, the upward and downward flow reaches a quasi-equilibrium state.
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From Figure 4, it can be observed that the velocity on the right side of the core is higher
as compared to the velocity on the left side of the core for both gas and solid velocities. As
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Figure 4 illustrates, with the instantaneous velocities, some local variations are expected
due to the influence of transient void distribution in the riser. However, when the mean
velocities for the gas as well as the solids were plotted, the ideal core–annular flow can be
observed, as shown in Figure 4. This core annular flow pattern shows that all three phases
are moving upward through the central region. However, the velocity of the gas is higher
than that of the solid phases. It should also be noted that the Solid1 particles move faster
than the Solid2 particles. Figure 5 also clearly shows that particles are falling down under
gravity along the wall, whilst in the centre of the riser, a core of upward-moving gas and
diluted solids has been formed. Particles with a smaller diameter (Solid1) travel at higher
velocities when compared to the particles with a larger diameter (Solid2) in both core and
annular regions. This is due to the smaller gas–particle drag force required to accelerate the
particles of smaller diameter. A similar trend was found in Mathiesen and Solberg‘s [20]
experimental data under identical conditions. It has been observed from Figure 6 that
with the increase in height, the width of the core region increases, which is consistent with
observations of [38].

Figure 5. Cont.
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Figure 5. Velocity profiles at different height of the riser; (a) h = 0.2 m, (b) h = 0.4 m and (c) h = 0.6. m.

Figure 6. Cont.
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Figure 6. Influence of height on Solid1 velocity variation with time; (a) near high X, (b) near the
centre of the riser and (c) near low X.

Figures 6 and 7 show the transient velocity variation in the solids with time at different
heights, low x, centre and high x of the riser. Results presented in these figures show a similar
behaviour near both walls with substantial fluctuations present in both solid phases. The
Solid1 velocity predicted near the riser walls (low and high x) oscillates between an upward
velocity of 0.3 m/s and a downward velocity of 0.6 m/s. However, in the centre, the solid
velocity oscillation is higher compared to the oscillations near the wall. Near the centre, the
Solid1 particle velocity fluctuates between 0 m/s and 3 m/s in an upward direction. The Solid2
velocity predicted near the riser walls (low and high x) oscillates between an upward velocity
of 0.1 m/s and a downward velocity of 0.7 m/s. Near the centre, the Solid2 particle velocity
fluctuates between 0 m/s and 2.5 m/s. Significant oscillations of the velocities with time were
observed in Figures 6 and 7. As Figures 6 and 7 illustrate for the instantaneous velocities, some
local variations are expected due to the transient nature of the system, resulting in velocity
fluctuations. Similar trends were found in single-phase fluidised bed models by [16,33]. For
multi-particle flow, measurements of the velocity variation with time along the wall region are
not available in the literature, making validation of these predictions of wall velocity difficult.
Figures 6 and 7 confirm a stochastic flow behaviour in the riser. The particle’s velocity is
almost always negative, close to the wall. In the central part of the riser, the oscillating velocity
includes negative and positive values, but a much higher fraction of the particles is flowing
upward than downward.

Figure 7. Cont.
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Figure 7. Influence of height on Solid2 velocity variation with time; (a) near high X, (b) near the
centre of the riser and (c) near low X.

6.2. Validation of the Numerical Results

Figure 8 shows the measured and computed particle velocity profiles for both solids
(Solid1 and Solid2). The particle velocity profiles are obtained with a superficial gas velocity
of 1.0 m/s and are at a height of 0.4 m above the gas inlet. As discussed earlier (Section 6.1),
core–annulus flow is predicted in the riser. The behaviour is clearly observed in the
simulation as well as the experimental work of [20,30]. The measured velocity profiles
show a relative velocity between the two solid phases in the core region. In the wall region,
no significant relative velocity was observed on the left side of the experimental velocity
profile, and significant relative velocity was observed on the right side of the experimental
velocity profile. However, the computed results indicate a significant relative velocity
between the solids in the core region as well as in the wall region. The relative velocity is
expected in the core region as well as in the wall region. The relative velocities are caused by
different values of gas–particle drag for the different-sized particles. The particle–particle
drag, which is a function of the particle–particle collisions, will also play a major role in
determining the magnitude of the relative velocity.

Though the proposed model correctly predicted the velocity trend in the core region,
it can be observed that it has over-predicted the downward velocities of the solids in the
near-wall region. This over-prediction of the downflow velocities may be due to the fact
that electrostatic forces were present in the experiments and were not incorporated into
the model. As mentioned earlier, Miller and Gidaspow [38] reported the presence of much
static electricity in the CFB system. Their observation shows that the particles were attracted
and almost glued to the wall were observed. Another cause may be in the selection of wall
boundary conditions. In this work, the free slip boundary condition was used for the solid



Fluids 2023, 8, 257 13 of 23

phases. The use of partial slip boundary conditions might provide a better prediction in
the wall region. In the core region, this model correctly captures the trend of the velocity.
The magnitudes of the velocities are in reasonably good agreement with the experimental
results. It has been observed that the model over-predicts the velocity of Solid1. However,
the predicted velocity of Solid2 is in good agreement with the experimental results. This
may be attributed to the gas–particle drag model used in this study.

The results of Mathiesen [30] for particles of different sizes are reproduced in Figure 9.
A comparison of Figures 8 and 9 shows that the proposed model can capture the trend
of the velocities more preciously than Mathiesen’s model in the core region. However, in
the annular region, the Mathiesen [30] model provides a better prediction compared to the
proposed model. This is due to the wall boundary condition used in the model, as discussed
in Table 5. In this model, a slip boundary condition was used. However, in Mathiesen’s
model, a no-slip boundary condition was used. The use of partial slip boundary condi-
tions might provide a better prediction in the annular region. It has been observed from
Figures 8 and 9 that both models predict higher relative velocities between the solids
compared to the experimental prediction. The reason behind this might be the gas–particle
drag model, as mentioned earlier in this section. Another reason may be the uncertainty
of the mean diameter of the particle size distribution reported by Mathiesen [30]. A small
error in the mean diameter may give rise to a significant rise in the drag terms, causing the
over-prediction of the velocities. Since no other experimental data for a gas–solid flow sys-
tem with different-sized particles are available in the literature, a more detailed validation
of the proposed kinetic model is not possible at this stage. Though some variations in the
magnitude of the solid velocities are observed compared to the experimental results, the
proposed model predicted the trend of the velocity profile more accurately than the earlier
models. To obtain better validation of the model requires better quality experimental data
for a system with two single particle sizes and greater details of solid volume fraction,
pressure drops and gas velocity.
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6.3. Volume Fraction Profile

Figure 10 shows the computed radial time-averaged volume fraction profiles of solids
at different riser heights. Time-averaging was performed over the last two seconds of the
21 s of the real-time simulation. This was selected in order to isolate a period of relative
stability and relevance to the observed system’s behaviour. This approach enhances the
accuracy of the comparison with experimental data and provides a clearer understanding
of how well the model aligns with real-world dynamics. At all locations, the solid volume
fraction distribution shows the expected trend, a dilute region in the core and denser flow
near the wall. As expected, the solid concentration is highest near the base of the riser at
0.05 m and decreases with the increase in height. Since no experimental data for volume
fraction are available, no comparison with the experimental results can be shown. The
simulated volume fraction profile shows the trend of core–annular flow. Similar trends
were observed in other numerical and experimental model results [33,38] for mono-particle
flow in a CFB riser. At 0.05 m height, the solid volume fraction at the right riser wall is
predicted to be higher than that at the left riser wall. The reason for this occurrence has
been explained later on in this section.

Figures 11 and 12 show the computed volume fraction distribution at different time
intervals between 20 and 21 s for Solid1 and Solid2. In Figure 11, a cluster and gas void
formation can be observed at different time intervals for Solid1. At 20.1 s, the formation
of the gas void is observed near the bottom of the riser. With the increase in time, the
formatted void expands up the riser, with the gas gradually tunnelling through the solids.
This gas–solid interaction causes the solid material to separate towards the walls, resulting
in a lower concentration of solids close to the centre of the riser and an increase in solid
concentrations towards the walls. In the region close to the wall, cluster formation can
be observed, and the solid particles move downward under gravitational force. Hence, a
circulation of solids can be observed in the riser with a strong upward flow of the solid at
the centre, gradual migration of solids towards the wall and a downward flow of solids in
the near wall region. Figure 12 illustrates the Solid2 volume fraction in the lower section of
the riser. It can be observed from Figure 12 that most of the solids remain at the bottom of
the riser in the form of a turbulent bed, indicating particle separation.
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The mention of particles being recirculated downwards in the lower half of the riser
indicates that there’s a tendency for particles to move downwards instead of uniformly ris-
ing. This phenomenon can be attributed to the complex interplay of various hydrodynamic
forces and particle interactions in the riser. The interaction between these forces and the
particles themselves contributes to the observed behaviour. For instance, particles might
collide and clump together due to these forces, causing them to become denser and heavier.
As a result, these denser clusters tend to settle in the lower portion of the riser, counteracting
the upward flow. This interplay of forces and particle behaviours leads to a non-uniform
distribution of particles, ultimately causing the widening of the core region with an increase
in height. Understanding this intricate relationship between hydrodynamics and particle
interactions is crucial to comprehending the complex behaviours observed in the system.

Figures 13 and 14 show the transient fluctuation in the solid’s volume fraction at
different heights and at the riser centre line, low x and high x. It has been observed
from the figures that with the increase in height, the solid volume fraction fluctuation
decreases, which is expected as solid velocity reduces with the increase in height. By
studying Figure 13, it can be observed that at 0.2 m height, near the centre of the riser,
the Solid1 concentration fluctuates more compared to that at 0.4 m and 0.6 m height. In
near-wall regions (low and high x), the solids fall down under gravity and return to the
bottom of the riser. At the bottom, the returned solids move upward with incoming gas in
the form of clusters. With height, the solid materials separate towards the wall as the gas
gradually tunnelling through the solids. Therefore, in the lower section of the riser, 0.2 m,
more cluster formation can be observed and hence, higher fluctuations in the solid volume
fraction are expected when compared to that in the upper section of the riser. Figure 14
illustrates the Solid2 volume fraction in near-wall regions (low and high x) as well as close
to the centre region. In Figure 14, a similar trend to that of the Solid1 volume fraction
(Figure 14) can be observed for the Solid2 volume fraction. However, the Solid2 volume
fraction at the upper portion of the riser is very low due to the greater particle diameter
and, thus, has a higher terminal velocity.
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6.4. Granular Temperature Profile

Figure 15 shows the time-averaged granular temperature distribution for both solid
phases at different heights. It can be observed from Figure 15 that the granular temperature
for lighter particles (Solid1) is reasonably uniform in the core region. In the annular region,
the magnitude of the granular temperature decreases towards the walls. This is expected as,
in the wall region, the concentration of the particles increases (See Figure 11), resulting in
less room for the particles to oscillate. Since the solid concentration is low in the core region,
the particles have more space to fluctuate, resulting in high fluctuations, thus leading to
a high granular temperature. It can be observed from Figure 15 that no drastic change
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in granular temperature is found in the transition region between the annular and core.
However, in the transitional region, the velocity gradient is high (as the solids are moving
downward in the core region and upward in the annular region), which should increase
the magnitude of the shear stress and energy dissipation and, hence, granular temperature.
Since the diameters of the particles are very small, the change in the magnitude of shear
stress and energy dissipation due to the velocity gradient is insignificant. Therefore, no
significant difference in the granular temperature between the near wall and core region
was observed in the predicted results. For heavier particles (Solid2), there is no significant
variation in granular temperature in the core and annular region. It can be observed from
Figure 12 that the particles of Solid2 remain at the bottom of the bed due to the lower gas
velocity compared to that required to transport them up the riser. Thus, at a height of 0.2 m,
the volume fraction of Solid2 is very small, resulting in an almost constant fluctuation of
velocity and, hence, a constant granular temperature.

Figure 15. Cont.
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Figure 15. Time-average granular temperature profile at different heights of the riser; (a) h = 0.2 m,
(b) h = 0.4 m and (c) h = 0.6. m.

Differences in the granular temperature between the two solid phases can be observed
at all heights in the predicted results. Previously, Farrell and Lun [39] have speculated that
the assumption of an equal granular temperature for the two phases might not be realistic,
and Jenkins and Mancini [40] suggested that different granular temperatures be used for
particles with different masses. In the current model, this concept of different granular
temperatures has been used, and a variation in granular temperature between the solid
phases (Figure 15) was predicted. With the above discussion and results it can be concluded
that models with unequal granular temperature can be used to obtain improved results of
the flow behaviour in a gas–solid flow system with different-sized particles.

7. Conclusions

In this work, a new kinetic theory (KT) model for particles of different densities and
sizes has been implemented in the commercial CFD software CFX and used to simulate
the riser section of a circulating fluidised bed having particles of different sizes. Different
flow properties for solid phases, such as solid viscosity, solid pressure, collisional heat
flux and bulk viscosity resulting from particle–particle interactions, are obtained from the
present CFD model. Interphase transfer terms (i.e., momentum transfer and fluctuating
energy transfer) between the solid phases are also implemented into the CFD model
through user-defined functions (UDFs). The k-ε turbulence model is used in simulating the
circulating fluidised bed model. For verification, simulation results obtained with the new
KT model are compared with experimental data, and then the model is used for further
analysis. Using the CFD model, results were obtained for a three-dimensional circulating
fluidised bed model that are in fairly good agreement with experimental results. The model
successfully predicts typical CFB behaviour, such as

• Core–annular flow in the riser,
• Particle carryover,
• Cluster formation,
• Downward particle flow near the riser wall,
• Relative velocity between particles of different sizes,
• Different granular temperatures for particles of different sizes,
• A turbulent bed of large diameter particles in the base of the riser and transport of the

smaller particles well in the top section of the riser,
• A higher concentration of solids in the wall region compared to the centre.

The predicted results are in qualitative agreement with published experimental work.
This indicates that the multi-particle multiphase gas–solid flow model works fairly well.



Fluids 2023, 8, 257 21 of 23

Author Contributions: Methodology, F.R., A.A.R.S. and J.N.; Validation, F.R.; Writing—original draft,
F.R.; Writing—review & editing, A.A.R.S.; Visualization, A.A.R.S.; Supervision, J.N. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: The data supporting the findings of this study is available upon request.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

A Particle projected area
Cd Drag coefficient
Cg Fluctuating velocity of gas
ci Instantaneous velocity of particle i
cij Relative velocity
cj Instantaneous velocity of particle j
Cp Fluctuating velocity of particles
d Diameter of particle
Dw West diffusion coefficient
e Restitution coefficient
F Total external force
fi Velocity distribution of phase i
fj Velocity distribution of phase j
Fp Particle drag force
G Combined velocity during collision
g Radial distributive function
hw Distance between west and central nodes
I Unit tensor
mi mass of particle i
mj mass of particle j
mk mass of particle k
n Cell face normal vector
N Number of phases
ni Number of particles in i phase
Nij Number of collisions between i and j particles
n Number of particles
P Particle stress or pressure tensor
P Pressure
Pc Collisional stress tensor
Pk Kinetic stress tensor
Pk,i Kinetic stress tensor of phase i
qc Collisional heat flux
qk Kinetic heat flux
r Position vector
Re Reynolds number
ri Radius of particle i
Rij Summation of the radius (ri + rj)
rj Radius of particle j
S Source term
t Time
vi Hydrodynamic mean velocity of i phase
vj Hydrodynamic mean velocity of j phase
Vp Volume of particle
xi Arbitrary position of particle i.
xj Arbitrary position of particle j.
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Greek Symbols
η Kolmogorov length scale
θ Granular temperature (old definition)
µs Solid viscosity
µcol,s Collisional part of solid viscosity
µkin,s Kinetic part of solid viscosity
µdil,s Dilute viscosity
ε Volume fraction
ρ Density
τs Shear stress
βgs Drag coefficient between gas and solid
Γ Diffusion coefficient
ω Angular velocity
ζi Bulk viscosity of phase I
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