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Abstract: This review paper aims to summarize recent advancements in time-marching schemes for
solving Navier–Stokes (NS) equations in multiphase flow simulations. The focus is on dual-time
stepping, local preconditioning, and artificial compressibility methods. These methods have proven
to be effective in achieving high time accuracy in simulations, as well as converting the incompressible
NS equations into a hyperbolic form that can be solved using compact schemes, thereby accelerating
the solution convergence and allowing for the simulation of compressible flows at all Mach numbers.
The literature on these methods continues to grow, providing a deeper understanding of the underly-
ing physical processes and supporting technological advancements. This paper also highlights the
imposition of dual-time stepping on both incompressible and compressible NS equations. This paper
provides an updated overview of advanced methods for the CFD community to continue developing
methods and select the most suitable two-phase flow solver for their respective applications.

Keywords: Navier–Stokes; multiphase flows; preconditioning; artificial compressibility; dual-time
methods; curvilinear coordinates

1. Introduction

Two-phase flows such as gas–gas, gas–liquid, liquid–liquid, and three-phase (liquid,
gas, and vapor) flows are of great interest in many natural phenomena, engineering, and
industrial applications. Numerical simulations and analyses of two-phase flows to obtain
an understanding of the mechanism and physical characteristics of the flows in applications
have become routine activities. In design and development, computational fluid dynamic
(CFD) programs based on the Navier–Stokes (NS) equations are now considered to be
standard numerical tools to predict the nonlinear motions of the interface between two
phases (two fluids), its deformations and breaks, phase change, heat transfer, turbulence,
shockwaves, and violent interaction with devices/systems [1–5].

Both incompressible and compressible NS systems are commonly used for predicting
multiphase flows. The governing equations for multiphase incompressible flows generally
consist of the mixture continuity equation, mixture momentum equations, and phasic
volume fraction equations, which are given as:

∇·u = 0, (1)

∂

∂t
(ρu) +∇·(ρuu + pI) = ∇·

(
µ
(
∇u +∇uT

))
+ ρg, (2)

∂αi
∂t

+∇·(uαi) = 0, (3)

where u is the flow velocity vector, p is the pressure, t is the physical time, αi is the volume
fraction of the ith phasic component and g is the gravity acceleration.
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Mixture rules are given as

ρ =
N

∑
i

αiρi; µ =
N

∑
i

αiµi;
N

∑
i

αi = 1. (4)

To predict the mechanism and physical characteristics of flows with transient effects
accurately, the governing equations require advanced temporal discretization and time-
marching schemes. For the incompressible system (1–3), the time derivative term does not
appear in the continuity Equation (1). The numerical solution of these equations presents a
major difficulty, and to overcome this, a special equation was derived for solving pressure,
e.g., employing the nonlinear Poisson equation for pressure, and then obtaining other state
variables by using prediction and correction procedures [6–8]. However, to apply the well-
developed compressible flow algorithms to the incompressible problem, the incompressible
NS equation system must be hyperbolic as compressible NS equation systems.

The dual-time preconditioning approach originally is a numerical technique used to
simulate unsteady incompressible flows. It was first proposed by Merkle [9] as a modification
of the artificial compressibility method developed by Chorin [10]. The approach involves
adding pseudo-time derivative terms to the incompressible NS equations and treating the time
variation of the incompressible flow as a compressible flow, allowing for the coupling of the
velocity and pressure fields in each time iteration [11–15]. One of the key advantages of the
dual-time preconditioning approach is the direct coupling of the continuity and momentum
equations in the incompressible flow equations, which eliminates the factorization error in
factored implicit schemes [2]. Additionally, this approach eliminates errors due to approxima-
tions made in the implicit operator, improves numerical efficiency, and eliminates errors due to
lagged boundary conditions at both solid and internal fluid boundaries [2,15–17]. By using
preconditioned iterative methods, the dual-time preconditioning approach can also achieve a
more efficient convergence of the sub-iterations.

The concept of artificial compressibility involves transforming elliptic equations describ-
ing incompressible flows into a hyperbolic compressible system, making it amenable to a
solution using standard time-marching methods, such as explicit or implicit methods [2,18–20].
This allows the use of established numerical techniques for solving compressible flows to be
applied to the simulation of incompressible flows. The specific procedure for adding artificial
time derivatives to the incompressible NS equations is discussed in detail in Section 2.1.

Multiphase flows are assumed either incompressible or compressible flows depending
on the range of Mach numbers of the flows. A flow can be assumed an incompressible
one as the Mach number is less than 0.1, in which the compressibility is small and can
be ignored. Examples of small Mach numbers are free-surface flows [21,22], dynamics of
rising bubbles [23–25], and boiling flows [26,27]. A flow, at a Mach number greater than
0.3, is usually assumed a compressible one. At supersonic speeds, the Mach number is
greater than 1.0, supercavitating flow around projectiles characterizes by shock waves,
thermodynamic behavior, and compressibility dominates [28]. The physical aspects also
were observed in supersonic flows in nozzles and/or separators [29–31]. Traditional time-
marching algorithms that are based on physical time derivatives have been widely used
and have proven to be effective in simulating transonic and supersonic flows. These
algorithms have been successful in capturing the temporal evolution of the flow and
have been widely adopted in many engineering and scientific applications. Despite their
success, these algorithms may face challenges in the simulation of unsteady incompressible
flows, which require the solution of elliptic equations and may suffer from convergence
issues. Weakly compressible flow models were introduced for multiphase flows where the
compressibility is not very significant [32–34]. Moreover, in realistic problems, the flows
are often mixed flows involving both high and low local Mach numbers, e.g., cavitating
flows [35], water entry of objects [36], cavitation bubble collapse [37,38] where the sound
speed varies largely, or unsteady flows around accelerating and decelerating objects at all
Mach number speeds. A major difficulty encountered in most compressible flow solvers is
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their inability to efficiently solve the problems of very low Mach numbers in the flows. At
the low Mach numbers, most of these numerical solvers encounter degraded convergence
speeds due to the wide disparity between the fluids and acoustic wave speeds. To overcome
these challenges, alternative numerical techniques, such as the artificial compressibility
method and the dual-time preconditioning approach, have been developed to improve the
accuracy and efficiency of simulations of incompressible flows.

It is worth noting that there are two types of preconditioning techniques. The first
type is the linear system level, which is purely mathematical. This approach solves a linear
system to accelerate convergence in the initial iterations by preconditioning the matrix.
The second type is the partial differential equation level, in which preconditioning terms
are introduced in the partial differential equations to overcome difficulties in solving the
equation. In this paper, our focus is mainly on the second type, specifically dual-time
preconditioning derivatives introduced to the NS equation system to modify the way the
solution evolves in pseudo-time towards convergence. The paper will review dual-time
preconditioning methods for both steady and unsteady cases.

The subsequent sections provide a detailed mathematical background on the implementa-
tion of artificial time derivatives in both incompressible and compressible NS equations for
multiphase flows. These sections present summaries of efficient simulation techniques for
various multiphase flows, and serve as an informative resource for interested readers.

Subsequently, we conduct a comprehensive review and analysis of current trends, ad-
vanced simulation results, and complex numerical methods reported in the literature. This
analysis provides researchers with a comprehensive overview of the successful applications
of dual-time preconditioning methods in the field.

We conclude by recommending further research in the improvement of numerical
methods for the simulation of complex multiphase flow problems. Additionally, we discuss
several ways to enhance the accuracy and conductivity of these methods and provide
potential areas for future research. Overall, this study contributes to the growing body of
literature on the effective use of dual-time preconditioning methods in the simulation of
multiphase flows.

2. Incompressible Multiphase Flows

This section focuses on the review of the mathematical foundations of various forms
of preconditioning and artificial compressibility methods for multi-phase flows. The
review begins with an overview of the incompressible flow models, including the dual-
time homogeneous mixture model with a preconditioning parameter and the artificial
compressibility model with a pseudo density and pressure function. The latest research
and simulations on multi-phase flow modeling are then discussed and presented.

2.1. Preconditioning Dual-Time Stepping Method

As aforementioned, the ideas of artificial compressibility for incompressible flow
are to transform the elliptic incompressible equations into a hyperbolic compressible
system, which can be solved by standard, explicit or implicit, time-marching methods. The
continuity equation can be rewritten as

δ̃
∂p
∂τ

+∇·u = 0 (5)

where the artificial equation of state is p = ρ̃/δ̃, ρ̃ is artificial density, and δ̃ is artificial
compressibility. In order to ensure a consistently high convergence rate, the condition
number of the Jacobian matrix of the governing equations system should be as close as
possible to one for all flow conditions.

At each physical time step of the numerical solver, a pseudo-time iterative procedure
is applied such that the term δ̃

∂p
∂τ approaches zero upon convergence. Conversely, when



Fluids 2023, 8, 100 4 of 23

δ̃
∂p
∂τ approaches zero, the solution of the artificial equations converts back to the solution of

the original equations.
The artificial compressibility method is effective in solving single-phase flows. How-

ever, when the computational domain involves more than one fluid, a challenging difficulty
arises due to the appearance of an interface that separates fluids and behaves as an addi-
tional type of discontinuity. The application of single-phase schemes to multi-phase flows
can result in problematic issues related to the mixture of two phases, mixture density, and
sound speed, which can ultimately affect the entire flow field. To achieve rapid conver-
gence rates and high computational accuracies near material interfaces in multiphase flow
systems, it is necessary to modify the preconditioning formulation for single-phase flow
systems due to the significantly different densities of the fluids involved.

In order to solve multiphase flows, various formulations of the preconditioning formu-
lation for the continuity equation have been proposed. One such formulation, suggested
by Kunz et al. [39,40], is given by 1

βρ1
∂p
∂τ . Another formulation, proposed by Owis and

Neyfeh [41], is given by 1
βρ0

∂p
∂τ . The different forms of preconditioning result in different

convergence rates and accuracies of the methods. To evaluate these rates and accuracies,
Nguyen et al. [2] introduced a general formulation: 1

βργtt
∂p
∂τ .

The convergence rates and accuracy of the methods were accessed using a variety of
ργtt . The detailed effects of each formulation can be found in the study.

The dual-time preconditioning formulations can be applied to the mixture continu-
ity, mixture momentum, and phasic volume fraction equations. The mass transfer was
considered to model cavitation around the projectiles. In our previous study [2], a dual
time-stepping algorithm was developed for the unsteady computation of multiphase flow.
The algorithm is based on the NS equations, which are expressed as follows:

1
βργtt

∂p
∂τ

+∇·u = 0, (6)

∂

∂τ
(ρu) +

∂

∂t
(ρu) +∇·(ρuu + pI) = ∇·

(
µ
(
∇u +∇uT

))
+ ρg, (7)

∂αi
∂τ

+

(
αi

βργtt

)
∂p
∂τ

+
∂αi
∂t

+∇·(uαi) = 0, (8)

where β is the preconditioning compressibility parameter, p is the pressure, t is the physical
time, τ is the pseudo time, u is the flow velocity vector, αi is the volume fraction of the ith
phasic component and g denotes the gravity vector.

As described by the governing equations, the dual time-stepping algorithm introduces
novel pseudo-time terms into the mixture continuity and phasic volume fraction equations.
These terms are presented in the general form

(
1

βργtt

)
, where γtt represents an exponential

factor of the mixture density. The general forms reduce to the form
(

1
βρ

)
suggested by

Kunz et al. [39,40] when γtt = 1, and to the form
(

1
β

)
modified by Owis and Neyfeh [41]

when γtt = 0. This exponential factor provides a convenient mechanism for controlling the
magnitude of the pseudo-time terms, thereby enabling the adjustment of the convergence
rate for a given multiphase flow simulation. Accordingly, the pseudo terms are generalized
forms in order to effectively evaluate the numerical stability and computational efficiency
of the model.

Thanks to the ideas of artificial compressibility, it can transform the elliptic incom-
pressible equations into a hyperbolic compressible system, allowing solving the sys-
tem by standard, explicit or implicit, time-marching methods [2,18–20]. The governing
Equations (6)–(8) can be rewritten in a compact vector form for two-phase flows as follows:

Γ
∂W
∂τ

+
∂Q
∂t

+∇·F(W) = ∇·G(W) + S(W), (9)
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where the preconditioning matrix Γ is given as

Γ =


1/βργtt 0 0 0 0

ρ ρ 0 0 u∆1
ρ 0 ρ 0 v∆1
ρ 0 0 ρ w∆1

α1/βργtt 0 0 0 1

, (10)

W = [p, u, v, w, α1]
T , Q = [0, ρu, ρv, ρw, α1]

T F(W) = (F1, F2, F3) is the flux
tensor, G(W) = (G1, G2, G3) is viscous terms and S(W) is the source term.

Here,

F1 =


u

ρu2 + p
ρuv
ρuw
α1u

; F2 =


v

ρuv
ρv2 + p

ρvw
α1v

; F3 =


w

ρuw
ρvw

ρw2 + p
α1w

. (11)

2.2. Numerical Method and Body-Fitted Curvilinear Coordinate System

The dual-time preconditioning approach treats the time variation of the incompressible
flow as a compressible flow, which enables the coupling of the velocity and pressure fields
in each time iteration [2,23]. This approach uses sub-iterations in pseudo-time and offers
several advantages over traditional time-marching algorithms. For example, it provides
a direct coupling of the continuity and momentum equations in the incompressible flow
equations, eliminates the factorization error in factored implicit schemes, reduces errors
due to approximations made in the implicit operator for improved numerical efficiency,
eliminates errors due to lagged boundary conditions at both solid and internal fluid bound-
aries, and allows for the use of nonphysical, preconditioned iterative methods for more
efficient convergence of the sub-iterations. These benefits of the dual-time precondition-
ing approach make it a promising technique for the numerical simulation of unsteady
incompressible flows.

By adding a pseudo-time derivative term into the NS systems, the incompressible
NS equation system can be formulated in a hyperbolic form, which can be solved using
advanced compact schemes where the eigensystem and eigenvectors can be derived, and
the wave propagation can be determined by applying Godunov-type methods and upwind
solvers. Solving the NS equation in a system that can be implicitly solved and obtain highly
accurate simulations [2,15,16].

The preconditioning dual-time multiphase flow model (9) can be solved on a curvi-
linear body-fitted grid for complex geometries, as illustrated in Figure 1. Accordingly, the
governing equations can be transformed from the physical space (x, y, z, t) to the compu-
tational space (ξ, η, ζ, τ) in the general curvilinear coordinate system using the following
relations [34]:

τ = t; ξ = ξ(t, x, y, z); η = η(t, x, y, z); and ζ = ζ(t, x, y, z). (12)

The Cartesian derivatives can be expressed using the chain rule of differential derivatives:

∂

∂τ
=

∂

∂t
+ ξt

∂

∂ξ
+ ηt

∂

∂η
+ ζt

∂

∂ζ
; and

∂

∂x
= ξx

∂

∂ξ
+ ηx

∂

∂η
+ ζx

∂

∂ζ
. (13)

For convenience, ξt = ∂ξ
∂t ; ηt = ∂η

∂t ; ζt = ∂ζ
∂t ; ξx = ∂ξ

∂x ; ηx = ∂η
∂x ; and ζx = ∂ζ

∂x ; the
differential derivatives of y and z are defined similarly. The derivatives of the metrics are
given as:
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ξx = J
(
yηzζ − yζ zη

)
, ξy = J

(
xζzη − xηzζ

)
, ξz = J

(
xηyζ − xζ yη

)
, ηx = J

(
yξzζ − yξ zζ

)
ηy = J

(
xξ zζ − xζzζξ

)
, ηz = J

(
xζ yξ − xξyζ

)
, ζx = J

(
yξ zη − yηzξ

)
, ζy = J

(
xηzξ − xξ zη

)
,

ζz = J
(

xξ yη − xηyξ

)
, ξt = −

(
xτξx + yτξy + zτξz

)
, ηt = −

(
xτηx + yτηy + zτηz

)
, and

ζt = −
(

xτζx + yτζy + zτζz
)
,

(14)

where the Jacobian of the transformation is defined as:

J = det
[

∂(ξ, η, ζ)

∂(x, y, z)

]
=

1
xξ

(
yηzζ − yζ zη

)
− xη

(
yξ zζ − yζ zξ

)
+ xζ

(
yξ zη − yηzξ

) (15)

By applying Equations (12)–(15), Equation (1) can be transformed into a general
curvilinear coordinate system (ξ, η, ζ). Note that the time τ = t; therefore, the system can
be rewritten in vector form as:

Γ
∂

^
W

∂τ
+

∂
^
Q

∂t
+

∂F̂1

∂ξ
+

∂F̂2

∂ξ
+

∂F̂3

∂ξ
=

∂Ĝ1

∂ξ
+

∂Ĝ2

∂ξ
+

∂Ĝ3

∂ξ
+

^
S (16)

where
^

W = 1
J W,

^
Q = 1

J Q is the state vector,
^
S = 1

J S, and convective flux vector
^
F1 and

viscous flux vector
^
G1 given as;

^
F1 =

1
J


U

ρuU + pξx
ρvU + pξy
ρwU + pξz

α1U

;
^
G1 =

1
J


0

ξxτxx + ξyτxy + ξzτxz
ξxτxy + ξyτyy + ξzτyz
ξxτxz + ξyτyz + ξzτzz

0

 (17)

To build a moving grid algorithm, the grid velocities ξt, ηt, and ζt are introduced, and
the contravariant velocities are defined as:

U = ξt + ξxu + ξyv + ξzw; V = ηt + ηxu + ηyv + ηzw; W = ζt + ζxu + ζyv + ζzw. (18)
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2.3. Coupling Artificial Density-Based Dual-Time Method and Sharp Interface Methods

The pseudo-compressibility method used in this study is based on the fundamental
principles of classical methods, but it introduces pseudo-time derivative terms by replacing
the true density with a pseudo-density, denoted by ρ̃, and calculating the pressure as
a function of the pseudo-density, referred to as the pseudo-law of state [1,21,42]. This
pseudo-law of state provides a mechanism for controlling the magnitude of the pseudo-
time terms and adjusting the convergence behavior for a given simulation, as described in
the governing equations. The introduction of pseudo-density and the use of a pseudo-law
of state provide a means of effectively and efficiently simulating unsteady incompressible
flows in a manner that couples the velocity and pressure fields in each time iteration.

p = ρU2
0 ln
(

ρ̃

ρ∞

)
+ p∞ (19)

where the parameters are set in accordance to U0 =
√

U2
∞ or U0 =

√
u2 + v2 + w2, in which

u, v, and w, are equal to the local values of the respective velocities obtained at a previous iteration.
Using the pseudo-law of state (19), the incompressible NS Equations (1) and (2) can

be solved in a hyperbolic form using density-based solvers, where the pseudo-density
and velocity field can be obtained at each time step and, subsequently the pressure can be
obtained from Equation (19). The governing equations can be expressed as follows:

∂ρ̃

∂τ
+∇·(ρu) = 0, (20)

∂

∂τ
(ρ̃u) +

∂

∂t
(ρu) +∇·(ρuu + pI) = ∇·

(
µ
(
∇u +∇uT

))
+ ρg, (21)

For the simulation of immiscible fluid flows, such as free surface flows and bubble
dynamics, which involve a sharp interface separating the two fluids, it is crucial to maintain
the accuracy and sharpness of the interface. In order to achieve this, a volume of fluid
(VOF) equation is used to track the interface position. The advection equation is solved
using a known velocity field to update the density and viscosity fields in the next time step.
The VOF equation takes the form of:

∂α

∂t
+ u∇·α = 0. (22)

This equation ensures that the interface is captured accurately, even in the presence
of complex flow physics, and allows for the simulation of multiphase flows with sharp
interface transitions. The use of the VOF equation in conjunction with the governing
equations of the flow helps to accurately model and simulate the behavior of immiscible
fluid systems. The geometric VOF/PLIC methods [21] or algebraic VOF methods [22] have
been successfully coupled to incompressible flow solutions for free surface flows.

2.4. Simulations of Incompressible Multiphase Flows
2.4.1. Modeling Two-Phase Flows with Sharp Interface

The dual-time preconditioning and artificial compressibility methods have been uti-
lized in the simulation of multiphase flows in the incompressible NS equations. These
techniques have led to successful reports of two-phase flow simulations. Extensive numeri-
cal analyses have been conducted to study the free surface and fluid-structure interactions
with moving bodies [1,2,20–22,42–45]. A novel numerical model that integrates a fully 3D,
dual-time, pseudo-compressibility model with a VOF interface tracking algorithm was
introduced for multiphase flows [21]. The model is designed for the analysis of free surface
flows and water impact problems. The numerical solver is validated through simulations
of various water impact problems, including the water entries of free-falling hemisphere
and cone, the initial stages of the dam-break problem with dynamic pressure loads, and
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a long-term simulation of the wave impact on a container and a tall structure. A typical
simulation of a three-dimensional falling water column on a container and impact pressures
at four positions in the container is illustrated in Figure 2. The time sequence of a falling
water column on a container in 3D shows complex and violent fluid dynamics, including
wave impact, breaking, jets, mixing, and entrapment of fluids. The simulation results
of pressure peak, initial slope, water level, and arrival times of the primary wave show
good agreement with experimental data. These findings demonstrate the model’s potential
for accurate analysis and prediction of fluid dynamics in free surface flows and water
impact problems.
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The numerical simulations of a bubble-bursting phenomenon in two tandem bubbles at the
free surface are conducted to explore the influence of another bubble behind it [47]. The
problems of water entry and exit of rigid bodies have been numerically simulated to study
the slamming effect on structures near the free surface [1]. Figure 4 shows a 3D simulation
of an oblique cylinder entering the water. The dual-time preconditioning method was used
in ANSYS Fluent software to model flow-front advancement during the impregnation of
woven fabrics of a 3D curved mold for a fillet L-shaped structure [48]. The studies show the
capability of the methods for simulation and analysis of incompressible two-phase flows
with sharp interfaces.

2.4.2. Modeling Cavitating Flows

To model phase change in cavitating flows, vaporization and condensation are taken
into the account [2,20]. Accordingly, the mass transfer rates are added in the source terms
of the continuity and phasic volume fraction equations as follows.

1
βργtt

∂p
∂τ

+∇·u =
.

m
(

1
ρl
− 1

ρv

)
, (23)
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∂αl
∂τ

+

(
αl

βργtt

)
∂p
∂τ

+
∂αl
∂t

+∇·(uαl) =

.
m
ρl

, (24)

The source term for the mass transfer rate in multiphase flows is represented as
the sum of two terms:

.
m =

.
m+

+
.

m−. The term
.

m+ represents the mass rate of vapor
generation, while

.
m− represents the mass rate of condensation. The source term of the

mass transfer rate takes into account the generation and condensation of vapor, which are
essential processes in the simulation of multiphase flows. The accurate representation of
the mass transfer rate is crucial in ensuring the accuracy of the simulation results and the
proper prediction of the behavior of the flow. The source term of the mass transfer rate has
been widely studied in the literature and various models have been proposed to account
for the generation and condensation of vapor in multiphase flows [26,34].
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The mass transfer rates can be characterized and modeled based on the vapor pressure
pv, and the scaling theory of static critical phenomena [2,35,49] as follows:

.
m− = −k1

αlρl
t∞

min
{

1, max
(

0,
pv − p
kp pv

)}
, (25)
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.
m+

= k2
αvρv

t∞
min

{
1, max

(
0,

p− pv

kp pv

)}
, (26)

where the constant coefficients, k1 and k2, represent the transfer rates from fluid 2 to fluid
1 and from fluid 1 to fluid 2, respectively. The damping parameter, kp, accounts for the
pressure difference between the vapor and liquid pressures.

Alternative models of cavitation based on the vapor pressure pv, and the scaling theory
of static critical phenomena can be also employed in this governing equation system such
as the Merkle cavitation model [2,50], Kunz cavitation model [39,40], Schnerr and Sauer
cavitation model [51,52] Singhal cavitation model [53], and ZGB cavitation model [54,55].

The cavitation number is defined as follows:

σ =
p∞ − pv

0.5ρ∞u2
∞

(27)

where the p∞ is the initial pressure in air, pv is the vapor pressure, ρ∞ is the liquid density,
and u∞ is the initial velocity.

This technique was also employed in many studies to analyze cavitating flows.
The super- and partial-cavitating flow over submerged projectiles were modeled and
reported [2,41,56–58]. Using the general form of the dual-time preconditioning terms [2],
the cavitating flows around the projectile with different angles of attack have been simu-
lated as shown in Figure 5. Furthermore, in the study, the simulations of water entry for
high-speed projectiles involve modeling the fluid flow as a mixture of liquid, condensable
vapor, and non-condensable gases. Separate volume fraction equations are used for each
species and solved to capture their behavior. The interface-capturing method can distin-
guish between the species and is crucial for accurately modeling supercavitation, which
occurs when a cavity of vapor is created around the projectile. This enables a more accurate
prediction of supercavitating water entry and provides valuable design insights.

The dual-time preconditioning NS solver was employed to study the cavitation be-
havior of projectiles moving below a free surface and exiting it [20]. The results of the
simulation can be used to improve the design of underwater systems and make them more
resilient to high-pressure peaks caused by collapsing bubbles. Figure 6 demonstrates the
asymmetric cavitation shedding and collapse during the exit of an axisymmetric projectile
at an angle of attack of 4 degrees. The simulation accurately captured pressure distribution,
cavitation growth, shedding, collapse, velocity magnitude, streamlines, and cavity evolu-
tion. These findings can aid in the design and control of submerged vehicles or projectiles
operating in similar fluid flows, as they provide insight into the interaction between these
objects and their environment.

The dual-time preconditioning method has also been employed with a cut-cell method
utilizing 2D cartesian meshes with embedded boundaries to simulate steady-state, turbu-
lent, and cavitating flows over isolated hydrofoils. The numerical solver can characterize
two hydrofoils featuring mid-chord and leading-edge cavitation and the simulation results
show satisfactory agreement with numerical and experimental data [59]. The cavitation
of many different hydrofoils is widely analyzed because of the important application of
this shape in ship engineering. A 3D NACA66 hydrofoil fixed at an 8◦ angle of attack and
sheet/cloud cavitating conditions has been simulated and compared with experimental
data as shown in Figure 7. The unsteady behavior of transient cavitating flow, the results at
eight typical instants are presented and the formation, growth, and breakdown of the cavity
well agree with the experimental photograph. The dual-time preconditioning method has
been used to predict instabilities due to cavitation in turbopump inducers [60]. The method
was successful to analyze steady cavitating flows around the NACA 0012 and NACA 66
(MOD) hydrofoils and also an axisymmetric hemispherical fore-body under different condi-
tions, and the results are compared with the available numerical and experimental data [61].
A high-order nodal discontinuous Galerkin method was applied to solve the dual-time
preconditioned multiphase NS equations for cavitating flows on unstructured grids, show-
ing accurate results of the cavitation around hydrofoil and axisymmetric bodies [62]. The
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artificially ventilated supercavities covering an underwater vehicle are shown in Figure 8.
The numerical method shows its capability and is a powerful tool for computation of the
complex multiphase flows.
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3. Compressible Multiphase Flows

This section provides a review of the mathematical foundation of dual-time precondition-
ing techniques for compressible multiphase flows. The focus will be on the description of the
dual-time stepping methods and preconditioning approach for the compressible NS equation
system, as well as the computation of multiphase flows for a range of Mach numbers.

3.1. Dual-Time Preconditioning Method for Compressible NS Equation System

Almost numerical solvers for compressible flows can well simulate transonic and
supersonic flows, however, for problems with mixed flows of very different Mach numbers,
the solver can overcome the stiffness of the compressible flows at low Mach numbers and
the large discrepancy of wave propagation in the hyperbolic system of the compressible
NS equations. Local preconditioning techniques with dual-time stepping methods were
introduced to the compressible NS equation to control the wave propagation velocities
of the various modes. The preconditioning techniques eliminate the inconsistent scaling
behavior of numerical flux functions of Godunov-like schemes. The techniques should be
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improved and applied to full two-fluid models and DNS-like flow simulations for realistic
flow problems [65].

For the compressible homogeneous mixture flow model, the preconditioning matrix
is introduced into the compressible Euler/NS equations with pseudo-time derivative
terms [66]. The dual-time preconditioning methods not only moderate the stiffness of the
system of equations but also improve the accuracy of simulations of flows at low Mach
numbers. The preconditioning technique involves the alteration of the time derivatives used
in time-marching CFD methods with the primary objective of enhancing their convergence.
The preconditioning is introduced by multiplying the time derivative in Equation (17) by a
preconditioning matrix Γ as follows [36]:

Γ
∂W
∂τ

+
∂F
∂x

= 0 (28)

In formulation (17), the alteration of the time derivative, as the time t is replaced by a
pseudo time τ, can negatively impact the time accuracy, particularly for transient problems.
However, the time accuracy can be restored by using a dual time-stepping method.

To improve the efficiency of numerical simulations, the equation is transformed from
the conservative variables Q to a more suitable set of variables, to reduce the system
Jacobian matrix to a sparse and easier-to-manipulate form. The derivation of the precondi-
tioning matrix starts with this transformation.

In the case of a mixture of multi-species real gases, the primitive variables are consid-
ered the most suitable set of variables. After the preconditioning steps, a transformation
back to the conservative set of variables is necessary for numerical implementation. The
preconditioning matrix Γ will be modified in different forms according to the numerical
models to which is applied [67–72]. Here, the formulation of the dual-time precondition-
ing NS equation system of a homogeneous mixture flow model based on mass fraction
variables is presented. The system is given in a vector form in curvilinear coordinates as
follows [36]:

Γ
∂

^
W

∂τ
+

∂
^
Q

∂t
+

∂
^
Fj

∂ξ j
=

∂
^
Gj

∂ξ j
+ Ŝ, (29)

where
^

W = 1
J [p, u, v, w, T, Y2]

T ,
^
Q = 1

J [Y1ρ, ρu, ρv, ρw, ρH − p, Y2ρ]T is the state vector,
^
S = 1

J S, and convective flux vector
^
F1 and viscous flux vector

^
G1 given as;

^
F1 = 1

J



Y1ρU
ρuU + pξx
ρvU + pξy
ρwU + pξz
(ρH)U
Y2ρU

;
^
F2 = 1

J



Y1ρV
ρuV + pηx
ρvV + pηy
ρwV + pηz
(ρH)V
Y2ρV

;
^
F3 = 1

J



Y1ρW
ρuW + pζx
ρvW + pζy
ρwW + pζz
(ρH)W
Y2ρW

;

^
G1 = 1

J



0
ξxτxx + ξyτxy + ξzτxz
ξxτxy + ξyτyy + ξzτyz
ξxτxz + ξyτyz + ξzτzz

Ψξ

0

;
^
G2 = 1

J



0
ηxτxx + ηyτxy + ηzτxz
ηxτxy + ηyτyy + ηzτyz
ηxτxz + ηyτyz + ηzτzz

Ψη

0

;
^
G3 =

1
J



0
ζxτxx + ζyτxy + ζzτxz
ζxτxy + ζyτyy + ζzτyz
ζxτxz + ζyτyz + ζzτzz

Ψζ

o

,

(30)
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where Ψξ = ξx
(
uτxx + vτxy + wτxz − qx

)
+ ξy

(
uτxy + vτyy + wτyz − qy

)
+

ξz
(
uτxz + vτyz + wτzz − qz

)
.

The preconditioning matrix Γ is given as

Γ =



Y1
∂ρ́
∂p 0 0 0 Y1

∂ρ
∂T Φ1

u ∂ρ́
∂p ρ 0 0 u ∂ρ

∂T u ∂ρ
∂Y2

v ∂ρ́
∂p 0 ρ 0 v ∂ρ

∂T v ∂ρ
∂Y2

w ∂ρ́
∂p 0 0 ρ w ∂ρ

∂T w ∂ρ
∂Y2

Φp uρ vρ wρ ΦT ΦH

Y2
∂ρ́
∂p 0 0 0 Y2

∂ρ
∂T Φ2


, (31)

where, Φp = H ∂ρ
∂p + ρ ∂H

∂p − 1; ΦT = H ∂ρ
∂T + ρ ∂H

∂T ; ΦH = H ∂ρ
∂Y2

+ ρ ∂H
∂Y2

; Φ1 = −ρ + Y1
∂ρ

∂Y2
;

Φ2 = ρ + Y2
∂ρ

∂Y2
. The characteristics of the preconditioned system result in a well-

conditioned dissipation formulation and ensure reliable accuracy, in which the pseudo-time
derivative, ∂ρ́

∂p = ∂ρ
∂p + 1

V2
p
− 1

c2 ; Vp is defined as the pseudo-speed of sound and this control

the wave propagation velocities of the various modes of the system.
The fluids’ properties can be modeled based on equations of state (EOS) from ideal to

real fluids. Examples of EOS equations are adiabatic/Isentropic EOS, Tait EOS, Stiffened
Gas EOS, Noble-Abel Stiffened-Gas EOS, and Industrial Association for the Properties of
Water and Steam (IAPWS).

3.2. Numerical Solution Procedures

The Dual-Time Preconditioned System (18) can be discretized on a structured grid
utilizing a subclass of the lower-upper symmetric Gauss-Seidel (LU-SGS) method [73].
An upwind non-MUSCL total variation diminishing (TVD) algorithm is employed in
conjunction with a suitable limiter function to eliminate the generation of unphysical
solutions in the vicinity of strong gradients [36]. The discretization of the convective
flux terms is accomplished through this approach. Meanwhile, the viscous flux terms
are treated using a second-order accurate central difference scheme. The physical-time
derivative is approximated using a second-order accurate backward difference method,
while the pseudo-time derivative is determined through the application of the Euler finite-
difference formula. The pseudo-time step is established based on the largest eigenvalue
of the system, and the local pseudo-time step is defined accordingly. For steady-state
solutions, the physical-time step is set to infinity, while in unsteady computations, the
physical-time step is set to the global pseudo-time step at each pseudo-time level. A hybrid
formulation, combining a conservative preconditioned Roe method and a nonconservative
preconditioned characteristic-based method, is presented to extend the method to transonic
and supersonic flows with the presence of shocks. This hybrid approach allows for a more
comprehensive and accurate treatment of flow physics in these challenging regimes [74].

Alternatively, the application of the linearization procedure to System (18) results in
the derivation of an implicit unfactored numerical scheme. The solution to this implicit
unfactored scheme can be obtained through the utilization of the alternating direction
implicit (ADI) method [75]. Furthermore, the dual-time preconditioned system can alterna-
tively be discretized by employing the advection upstream splitting method (AUSM), and
the multi-dimensional limiting process (MLP) limiter was utilized to ensure efficient and
accurate computation of convective fluxes [76,77].

3.3. Simulations of Compressible Multiphase Flows

The initial preconditioning algorithm designed for the computation of compressible
single-phase flow [66] was expanded to accommodate multiphase flow simulations [36].
This study presents a numerical solver for multiphase flows capable of simulating various
fluid-structure interactions in underwater environments, such as cavitation flows over
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underwater projectiles, transonic flow past an underwater projectile, water impact of a
circular cylinder, and water entry of a hemisphere with one degree of freedom. The solver
has been shown to provide results that are in good agreement with available experimental
data or previously published results for various quantities of interest, such as surface
pressure coefficients, water impact forces, vertical accelerations, and impact velocities.
Figure 9 presents typical results of the contours of pressure, density, and temperature for a
transonic flow over a projectile, where the free stream velocity is 1540 m/s. Additionally,
the study also examines key aspects of supercavitating flows over axisymmetric projectiles
during entry and exit from the water, including the shape of the cavity, phase topography,
and drag coefficients.

Given that a significant portion of cavitating flows involve both an incompressible
liquid region and a compressible cavity region, it is imperative to employ a system pre-
conditioning technique that appropriately scales the numerical speed of sound in order to
improve the convergence rate in low Mach number flow simulations [35,67,75,78–80].

Furthermore, the Dual-Time Preconditioned method has been demonstrated to be
highly effective in the simulation of cavitation bubble dynamics using real fluid properties
of IAPWS [37,81]. The cavitation bubble dynamics, which refers to the formation of vapor-
filled bubbles in a liquid, is a potent phenomenon with significant ramifications in various
fields such as nature, science, and industrial engineering and technologies. In applications
such as hydrofoils, propellers, pipes, control valves and nozzles, and ultrasonic cavitation,
repeated instances of cavitation bubble collapse over time can result in high local energy
and cause detrimental effects on the mechanical components. Conversely, the repeated
occurrences of cavitation bubble collapse can also generate high local energy that can be
harnessed for practical applications, such as hydrodynamic cavitation processes, surface
cleaning, extraction of natural products, industrial production of food and beverages,
microbial inactivation, and others. During the collapse phase of a cavitation bubble, high
local energy can be generated through shock waves and high-speed microjets, resulting in
hot spots of high temperature and pressure.
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Figure 9. The contours of pressure, density, and temperature for a transonic flow over a projectile,
where the free stream velocity is 1540 m/s (This figure has been adapted from [36]).

The numerical computations can analyze the thermodynamic effects on single cavita-
tion bubble dynamics under various ambient temperature conditions [37,38]. The results
of these studies can be used to improve our understanding of how different temperatures
affect the behavior and intensity of bubbles in a variety of applications as simulations in
Figure 10, such as medical imaging or industrial processes that involve fluid flow with
high-pressure gradients. The maximum bubble radius, first minimum bubble radius, and
collapsing time increase with an increase in ambient temperature. However, the peak
values of internal pressure and internal temperature decrease as the ambient temperature
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increases. Generally speaking, bubbles collapse less violently at higher temperatures than
the lower ones.
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For capturing a sharper interface between two fluids, novel level-set approaches [82],
and tangent of hyperbola for interface-capturing methods (THINC) [83,84] were introduced
for the simulation of all-Mach multiphase flows. The proposed all-Mach level-set method
utilizes the concept of signed distance functions within the framework of a species mass
conservation equation to provide accurate evolution of the interface. The method also
encompasses multiple reinitialization techniques to address subgrid scale interfacial frag-
mentation, ensuring the maintenance of accuracy. From a practical perspective, this study
has the potential to enhance simulations related to high-speed marine vehicles, particularly
in the context of supercavitation, which refers to the formation of gaseous cavities around
moving objects such as ships or submarines at very high velocities. The other works have
evaluated several approaches for sharp interface capturing in computations of multi-phase
mixture flows using the preconditioning method [83]. The practical implications are that
these strategies can be used to accurately capture the volume fraction discontinuities, which
is important when simulating complex flow phenomena such as Rayleigh Taylor instability
and axisymmetric jet instabilities. These methods also provide an accurate representa-
tion of fluid properties at interfaces between different phases such as the evolution of
vapor volume fraction in an aerated-liquid injector shown in Figure 11. The inception of
bubbles occurs in the fluid upstream of the discharge tube, which is characterized by a
relatively low flow velocity. As these bubbles progress through the discharge tube, they
experience rapid deformation and fragmentation due to the presence of shearing stresses.
This allows engineers to better understand how fluids interact with each other under
various conditions.

Using the preconditioning method, a comprehensive examination of the behavior of
sheet cavitation in 3D Venturi geometries has been studied [85]. The research provides a
deeper understanding of the dynamics of sheet cavitation, which is crucial for improving
design decisions in hydraulic applications. The correlation between the numerical results
and the experimental data for the capture of the re-entrant jet is found to be substantial
in Figure 12 This is evidenced by the accurate determination of negative velocity values
as depicted in the velocity profiles. Through a comparison of numerical results obtained
under both sidewall and periodic conditions, the researchers were able to identify 3D effects
that are not directly tied to the presence or absence of walls.

The homogeneous mixture model simulation of compressible multi-phase flows at
all Mach numbers was also applied for a numerical simulation of compressible multi-
phase flows utilizing the Noble–Abel stiffened gas (NASG) equation of state for fluid
properties [86]. The simulation takes into account the effects of gravity and surface tension
forces, which allows for the examination of oscillations in elliptical drops and unsteady
water surfaces in dam break scenarios. The preconditioning technique was utilized to
achieve improved convergence at low speeds without introducing numerical dissipation.
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The results obtained from this research were compared against analytic solutions and
experimental data, such as Schlieren images, and were found to be in good agreement.
The method provided a highly resolved result of the vortex formed around the bubble
in Figure 13, showing the bubble transformed into an elliptical shape. Additionally, the
simulation was able to accurately predict the deformation and evolution of bubbles during
air/helium shock interactions, as well as the mixing and heat transfer between liquid and
gas phases in underwater explosion scenarios, under various conditions.Fluids 2023, 8, x FOR PEER REVIEW 19 of 25 
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Furthermore, the preconditioning method has been applied to various multiphase flows
and physics. A study presents the results of a numerical simulation investigating the interaction
between an ultrasound wave and a bubble [87]. It provides three different numerical methods
which are assessed with one-dimensional spherical benchmarks, showing that the compressible
projection method is most suitable when considering spatial accuracy and time step stabil-
ity. Finally, moving deformable bubbles interacting with plane waves have been simulated
successfully demonstrating the ability of this new technique in more complex situations. The
preconditioning technique was also applied to the development of a two-phase compressible
flow model with stiff mechanical relaxation [70,88]. These studies present numerical results for
two-dimensional liquid gas channel flows, shocks, and real cavitating flows in Venturi nozzles,
which show that the proposed preconditioning techniques are effective in improving accuracy
at low Mach number regimes. The order of pressure fluctuations generated by these methods
is consistent with theoretical predictions from an asymptotic analysis on continuous relaxed
two-phase flow models. A comprehensive and unified approach to general fluid thermodynam-
ics was developed to account for fluid flows across the entire thermodynamic state [89]. The
proposed method was validated through several test cases that examined the vaporization of su-
percritical droplets in both quiescent and convective environments. These test cases demonstrate
the efficacy of the current algorithm in accurately modeling the specified physical phenomena.
This technique was also applied to a modified flamelet-progress-variable model for combustion
under supercritical conditions. The validity of the model is established through comparisons
with experimental data from both laminar flames and turbulent combustion. Additionally, the
model is used to investigate the influence of pressure on the coaxial injection and combustion
of LOx/methane, as well as on the swirling injection and combustion of LOx/kerosene [90].
An algorithm based on the integration of time-derivative preconditioning techniques with
low-diffusion upwinding methods was presented and applied to the simulation of multiphase,
compressible flows commonly found in the motion of underwater projectiles [91]. The efficacy
of the algorithm is demonstrated through the presentation of results from several multiphase
shock tube calculations. Furthermore, calculations are presented for a high-speed axisymmetric
supercavitating projectile during the crucial water entry phase of flight. an extension of the
preconditioned advection upstream splitting method was introduced for the simulation of 3D
two-phase flows in circulating fluidized beds [92]. The results of the calculations performed on a
straight tube geometry demonstrate that the behavior of the flow, as reported in previous studies,
is accurately modeled. The analysis specifically focuses on the effects of inelastic particle-particle
collisions, which result in a fluctuating flow field. Another study focuses on the development of
simultaneous solution algorithms for Eulerian–Eulerian gas–solid flow models, analyzing the
stability and convergence behavior of both a point solver and a plane solver [93].

4. Conclusions

In this review, we analyzed the advancements in dual-time preconditioning and
artificial compressibility methods for solving NS equations in both incompressible and com-
pressible multiphase flows. We discussed the latest progress in different forms of dual-time
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preconditioning and artificial compressibility terms integrated into the NS equations on
structured and unstructured grids, overlapping grid systems, and curvilinear coordinates.

These methods have been proven to be robust and widely used for the analysis of
multiphase flows. We also highlighted outstanding issues in the simulation of free-surface,
fluid-structure interaction, slamming, water entry, and exit of rigid bodies, and cavitation
flows and shock waves. The relative advantages of these techniques for simulating mixed
flows of different speeds were pointed out, and it was concluded that they are a powerful
tool for the computation of multiphase flows at all Mach numbers. Overall, the dual-time
preconditioning and artificial compressibility methods are valuable tools for CFD simu-
lations in the field of multiphase flows. However, the dual-time, pseudo-compressibility
method can be still improved in several ways:

(i) Incorporating more accurate and efficient numerical schemes for solving dual-time,
pseudo-compressibility NS equations.

(ii) Considering the effects of turbulence by implementing various accurate turbulence
models and other physical phenomena that may affect the multiphase flow behaviors.

(iii) Additionally, the method can be extended to handle more complex and realistic bound-
ary conditions and geometries. Accordingly, efforts should be focused on reducing
the computational cost of the method while preserving its accuracy and robustness.
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Nomenclature

α Phasic volume fraction
Y Phasic mass fraction
β Preconditioning parameter
ρ Density
γtt Exponential factor of mixture density
Γ Preconditioning matrix
Γe Jacobian of physical time derivatives
µ Molecular viscosity
τ Pseudo time
∆τ Pseudo time step
∆t Physical time step
σ Cavitation number
g Gravity
p Pressure
t Physical time
T Transformation matrix
u x-direction velocity of fluid
U Contravariant velocity in x-direction
U0 Parameter reference to velocity
U∞ Free-stream velocity
v y-direction velocity of fluid
V Contravariant velocity in y-direction
w z-direction velocity of fluid
W Contravariant velocity in z-direction
ξ, η, and ζ computational space in the general curvilinear coordinate system
.

m Mass transfer rate
ρ̃ Artificial density
∞ Reference to free stream
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