
Citation: Mehmood, K.; Ali Shah, S.I.;

Ali Shams, T.; Mumtaz Qadri, M.N.;

Khan, T.A.; Kukulka, D. Flight

Dynamic Characteristics of

Wide-Body Aircraft with Wind Gust

and Turbulence. Fluids 2023, 8, 320.

https://doi.org/

10.3390/fluids8120320

Academic Editors:

Mahmoud Mamou and D. Andrew

S. Rees

Received: 19 October 2023

Revised: 6 December 2023

Accepted: 8 December 2023

Published: 16 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

fluids

Article

Flight Dynamic Characteristics of Wide-Body Aircraft with
Wind Gust and Turbulence
Kashif Mehmood 1 , Syed Irtiza Ali Shah 2 , Taimur Ali Shams 1 , Muhammad Nafees Mumtaz Qadri 1 ,
Tariq Amin Khan 1 and David Kukulka 3,*

1 Department of Aerospace Engineering, College of Aeronautical Engineering, National University of Sciences
and Technology, Islamabad 44000, Pakistan; kmehmood@cae.nust.edu.pk (K.M.);
taimur.shams@cae.nust.edu.pk (T.A.S.); amin.khan@cae.nust.edu.pk (T.A.K.)

2 Department of Mechanical & Aerospace Engineering, Air University, Islamabad 44000, Pakistan
3 Department of Mechanical Engineering, State University of New York College at Buffalo, 1300 Elmwood

Avenue, Buffalo, NY 14222, USA
* Correspondence: kukulkdj@buffalostate.edu

Abstract: In this research, a wide-body aircraft was analyzed with critical monitoring of its states, a
function of several control inputs (wind gust, turbulence, and microburst). The aerodynamic and
stability coefficients of a Boeing 747-200 were obtained from previously published works and 6- DOF
equations were formulated. Simulations were conducted for various control inputs to determine
the aircraft’s free response, as well as the forced response. In order to understand the nature of the
atmosphere, three different models were incorporated, including (i) the Dryden Model, (ii) wind gust,
and (iii) microburst. The aircraft was found to be stable in the longitudinal and lateral flight modes,
with trim conditions agreeing with published data. For a vertical wind gust of −10 ft/s, the AoA and
pitch rate were observed to oscillate sinusoidally and became stable with new trim conditions. These
states were found to regain trim conditions once the gust was removed. In the case of 3D gust, it
was found that the longitudinal modes achieved a new trim condition through Phugoid oscillations,
whereas the lateral modes underwent short-period oscillations. For the case of turbulence, random
fluctuations were observed for trim conditions with no unstable behavior. When considering the
microburst case, it was found that the aircraft initially gained altitude in the region of the headwind;
this was followed by a sharp descent under the influence of a vertical velocity component.

Keywords: non-linear aircraft dynamics; atmospheric turbulence; wind gust; microburst; control engineering

1. Introduction

Aircraft stability and control analysis is one of the most important aspects of the
aircraft design process. This is especially important with the advent of flights at high speed
and high angles of attack (AoAs); thus, the importance of stability and control analysis has
increased. A well-designed aircraft with excellent performance features can be rejected
if it has poor flying qualities (these are directly related to aircraft stability and control
features). Therefore, designers introduce stability and control analysis early in the design
process. Classically, the stability of an aircraft has been divided into static and dynamic
stability. Static stability deals with the initial tendency of the aircraft after being disturbed
from its equilibrium/trimmed position, while dynamic stability is the time history of the
aircraft’s motion after being disturbed from the equilibrium/trim position. An aircraft may
be statically stable and dynamically unstable; however, static stability is a prerequisite for
dynamic stability. In this study, the term stability is used to represent the dynamic stability
of the aircraft.

Aircraft stability and control analysis is a complex process. In preliminary analysis, the
aircraft is treated as a rigid body in order to avoid complexities arising due to the structural
flexibility of the aircraft’s main components (i.e., wings, tails, etc.). Using Newton’s second
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law and the Euler equations, the aircraft’s behavior is examined when influenced by
external forces. The parameters are transformed from an inertial frame to a rotating body
frame (Coriolis Effect) in order to reduce the mathematical complexity of the equations.
For preliminary design analysis, a rigid body assumption provides good insight into the
aircraft’s dynamics response; however, for final design, the effect of aeroelasticity must be
included in aircraft stability and control analysis in order to account for the variation in the
aerodynamics behavior of elastic structures.

Stability analysis starts with the acquisition of stability and control derivatives for the
aircraft; this is accomplished through exhaustive wind tunnel testing and/or computational
analysis. These derivatives are used in the formulation of 6-DOF non-linear equations;
they are used to acquire trim conditions for the various flight phases of the aircraft. The
linearized version of 6-DOF equations (which decouple the longitudinal set of equations
from lateral) is frequently used in stability analysis to ascertain aircraft-free and forced
responses to various types of control/environmental inputs under trim conditions. Stability
analysis itself is a cumbersome process; additionally, contradictory design requirements,
unconventional aircraft design, atmospheric turbulence, etc., add further complexity to the
stability analysis process. A large amount of research work has been conducted in these
areas; additional studies are still in progress in order to gain more insight into non-linear
flight dynamics and unconventional designs; these will automate and link stability analysis
early in the aircraft design cycle.

1.1. Stability and Performance Optimization—A Design Dilemma

Aircraft stability and performance are strongly dependent on aircraft design features;
contradictory design requirements challenge the designer to optimize various design
features that ensure flight safety while designing for optimum performance. Conventional
aircraft were traditionally designed with inherent stability features that compromised on
the performance aspect; however, with the advancement in computational techniques
(for nonlinear aerodynamics and control theory), unstable (close-loop stable) or less stable
aircraft designs are more popular in order to enhance the performance and maneuverability
of the aircraft. This increasing trend (designs that lean toward augmented stability and
expanded flight envelopes) requires an accurate estimation of aircraft dynamic behavior
in order to properly design and integrate the flight control system (FCS). Thus, requiring
in-depth knowledge and early estimation of aircraft stability and control features in the
design and development cycle is a must for designs that are “first-time right” [1].

1.2. Extended Flight Envelope and Unconventional Aircraft Design

Advancements in computational techniques and hardware to support such analysis
have brought a revolution in non-linear aerodynamics associated with innovative, uncon-
ventional configurations that a not possible with classical methods of analysis. Non-linear
flight dynamics were first analyzed through advanced computational methods by [2,3]
using bifurcation analysis and catastrophe theory methodology (BACTM) for capturing
flight dynamics at high angles of attack. Additionally, several other studies [4–13] have
further demonstrated the efficiency of these computational methods in analyzing appli-
cations related to open and closed-loop aircraft dynamics pre- and post-departure from
the controlled flight regime. Finally, [14,15] applied control theory to design feedback
controllers for nonlinear systems and verified their work through computer simulations.
All these studies were performed for conventionally designed aircraft.

In the unconventional design domain, Bras et al. [16] worked on computing the
flight dynamics characteristics of tailless aircraft configurations, whereas Morris et al. [17]
presented a multidisciplinary optimization framework for supersonic tailless aircraft. How-
ever, these works [16,17] were restricted to longitudinal modes only and aerodynamic
coefficients were derived using the Digital DATCOM [18] method. Flight dynamic analysis
of unconventional configurations (i.e., three surface aircraft (TSA) and tandem wing con-
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figurations) was performed by [19,20]. Mader and Martins [21] analyzed the flying wing
configurations using stability constraints with aerodynamic shape optimization.

1.3. Atmospheric Influence on Stability

Another factor that adds to the complexity of the analysis is the atmospheric inter-
actions with the aircraft’s dynamics in which the aircraft is being operated. Atmospheric
conditions (i.e., wind shear, gust, turbulence, etc.) vary at every location and time; the
interaction of these atmospheric conditions with aircraft dynamics constantly poses a dan-
ger to aircraft control; this is especially true when in close proximity to the ground where
the reaction time is very short. Various studies have been conducted on (i) the effect of
wind shear and/or turbulence on flight dynamics; (ii) how to avoid these phenomena; and
(iii) how to recover from these effects once they are encountered. In these studies, small
downbursts (down drift wind shear) were categorized as serious hazards for aircraft during
landing and takeoff. These low-altitude wind variations were a major contributing factor
to aircraft crashes during the period from 1964 to 1985. Almost 26 major commercial airline
accidents in the U.S. were attributed to wind shear; these led to a total of 620 deaths and
200 injuries [22]. The Federal Aviation Administration finally accepted the “downburst”
concept presented by Dr. Ted Fujita of the University of Chicago and detailed in [23]. Safety
measures (procedures to avoid and recover from such hazards) were part of pilots’ training;
additionally, the installation of equipment that provided the timely prediction of this type
of weather condition was implemented. With the implementation of these safety measures,
accidents practically disappeared [23]. Figure 1 presents a pictorial representation of a
microburst and its effect on aircraft landing/takeoff. As shown in Figure 1, the aircraft is
approaching the runway (while maintaining a standard glide slope of 3◦) and encounters a
microburst. At this point, the aircraft will experience an increase in airspeed (due to the
headwinds), producing an increase in lift and altitude; this is followed by a downburst
that can suddenly decrease the aircraft’s altitude. The last phase comprises the tailwind;
if the speed of the aircraft is not increased before entering the last phase, the tailwind
would further decrease the airspeed, resulting in a sudden decrease in lift and altitude,
leading to uncontrolled flight into the terrain. During takeoff (if the aircraft’s throttle is
not managed in time), the existing phase would again culminate in aircraft stall. From the
above description, the control variables needed to be manipulated for a controlled recovery
flight can be obtained; these include throttle setting (thrust or airspeed management) and
relative angle of attack.
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Several studies have been conducted to analyze the behavior of aircraft under wind
shear conditions (especially landing and takeoff phases) and determine suitable remedial
actions for recovery. Some researchers have employed an optimal control approach [24],
while others have adopted an inverse scheme for obtaining adequate control laws (for a
range of wind shear intensities) that ensure survival [25]. All these studies were based on
an assumed model for wind shear. In [26], no wind shear model was employed; however,
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it was assumed that wind shear properties had known bounds. Leitmann et al. [26]
derived guidance schemes for crash avoidance based on robust control theory. In the
above studies, the thrust was assumed to be set at maximum value during take-off. A
different approach was adopted in [27], where it was assumed that the wind velocity
field was known; for all possible wind shear conditions, they used viability theory to
obtain initial conditions for which safe aircraft trajectories existed. In [28], the authors used
estimated wind shear components along with various feed-forward and backward concepts
for controlling B-727 aircraft during the landing approach under a microburst profile. Their
work was primarily based on tracking airspeed changes and the glide slope of the aircraft.
It was concluded that down drifts were difficult to counter as compared with horizontal
wind shear. In [29], the authors effectively utilized the theory of differential games in order
to present a viable solution for the problem of aircraft take-off in the presence of wind
disturbances. In this study, the aircraft was assumed to be a nonlinear point mass that
was linearized at small sub-intervals around an appropriate ascending trajectory. For each
sub-interval, the linearized system was pitched against the wind using differential game
strategies. Later, the linearized system was converted into a nonlinear system based on
the feedback control found in these games. Through the repetition of procedures for every
short interval, the authors demonstrated that they were able to hold on to the trajectory,
despite variations in wind.

1.4. Flight Dynamic Models

Flight dynamics modeling is specialized and specific to the type of aircraft. Typi-
cally, models that include flight dynamics are proprietary and are generally not available.
However, sometimes, mathematical models with limited functionality have been shared
publicly in some studies. A literature survey was conducted for open-source flight dynamic
simulation models that have been used for landing and take-off; no such models were
found that could capture aircraft landing and takeoff in multiple wind scenarios. Several
researchers [30–34] have presented simplified aerodynamics models (for generic aircraft)
that calculate aerodynamics and control derivatives; being generic in nature, these models
lack accuracy. Mathematical formulations are available to build flight dynamic models;
however, these mathematical models require aerodynamic and stability parameters to be
specific inputs for the aircraft under consideration. These parameters can be acquired
using multiple sources that have various degrees of accuracy. Several studies [35–38] have
used computational techniques, wind tunnel data, analytical formulations, and DATCOM
(empirical) for the generation of the required data. Additionally, as previously discussed,
during landing and takeoff, the aircraft is in close proximity to the ground; this further
influences the aircraft’s aerodynamics and stability behavior. Several studies [39–44] have
discussed the flow physics associated with various types of ground effects; they predicted
the effects of various ground effects on the aerodynamics and stability parameters.

As previously discussed, many investigators have studied aircraft flight dynamics,
unconventional designs, elasticity effects, and interactions with atmospheric variations;
however, they were typically standalone and performed at a later stage in the design cycle
(a point where maximum design freedom is already lost). The purpose of the present
work was to formulate a simple MATLAB-based Simulink canvas that could provide
feedback on the stability and control aspects of proposed aircraft designs during early
design stages (conceptual and preliminary stages). To make the analysis more realistic,
real-time temperature, density, and gravity variations were incorporated into the scheme
using the MATLAB® COESA atmospheric Block Set [45]. The stability derivatives for
initial studies can easily be acquired using DATCOM for the proposed aircraft design.
This would enable the designer to be “first-time right” with the FCS design architecture.
This simulation can be used for a complete stability assessment and the development of
auto-pilot during the early development phase of the aircraft; additionally, it can be utilized
during detailed design cycles once the actual derivatives are available after extensive wind
tunnel testing/CFD simulation of the final design.
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2. Aircraft Non-Linear Dynamics
2.1. Equations of Motion (EOMs)

Equations of motion (EOMs) are formulated with rigid body assumptions, as explained
above. Newton’s second law is applied to a rigid body in a nonrotating frame; this states
that the summation of external forces on any arbitrary body is equal to the rate of change
of the linear momentum. Euler further enhanced Newton’s second law and added the
summation of moments on the body; this is equal to the rate of change of the angular
moment of a body. These equations are given as:

∑ F =
d
dt
(mV) = m

d
dt
(V) = m

 .
u
.
v
.

w

 (1)

∑ M =
d
dt
(H) =

d
dt
(Iω) =

 Ix Ixy Ixz
Iyx Iy Iyz
Izx Izy Iz

 .
p
.
q
.
r

 (2)

If the reference frame is not rotating, then as the airplane rotates, the moments and
inertia of the aircraft will vary with time. The body frame of the aircraft is always rotating
with angular velocity, ω, with respect to the inertial frame. Calculating derivatives in such a
complex rotating frame is difficult. In order to avoid this difficulty, the axes system is fixed
to the aircraft body and derivatives are determined. These derivatives are then transformed
to the fixed inertial frame using the mathematical expression presented below:

dA
dt
|I =

dA
dt
|B + ω× A (3)

where A|I is measured with respect to or from the inertial frame and A|B is measured with
respect to or from the body frame. All terms must be expressed in the same coordinates or
along the same unit vector (as discussed in [46]). If not, use the direction cosine rotation
matrix to bring it along the same unit vectors as LHS. Equation (4) shows the final form of
the force and moment equations:

F = m
dV
dt
|B + m(ω×V) M =

dH
dt
|B + (ω× H) where H = I ω (4)

The transformation from inertia to body frame and back is governed by the transfor-
mation matrix based on Euler’s angle. The inertia tensor (I) for the aircraft in the body
frame is shown in Equation (5). The terms Ix, Iy, and Iz are the moments of inertia with Ixz
being the product of inertia. Usually, Ixy and Iyz are zeros for aircraft due to the inherent
symmetry of the xz-plane. The transformation matrix for angular velocities, Euler’s angles,
and the transformation matrix for inertia to body frame are given in Equations (6) and (7).

I =

 Ix 0 −Ixz
0 Iy 0
−Ixz 0 Iz

 (5)


.
φ
.
θ
.
ψ

 =

1 sinφtanθ cosφtanθ
0 cosφ −sinφ
0 sinφ/cosθ cosφ/cosθ

p
q
r

 (6)

Rb/i =

1 0 0
0 cosφ sinφ
0 −sinφ cosφ

cosθ 0 −sinθ
0 1 0

sinθ 0 cosθ

 cosψ sinψ 0
−sinψ cosψ 0

0 0 1

 (7)

Aerodynamic forces (lift, drag, and side force) are usually captured using the wind
axes or the stability axis; they need to be transformed to the body frame (Fx, Fy, and Fz)
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for the formulation of the 6-DOF equations (ref. Figure 2). These transformations involve
rotations through the angle of attack (α) and side slip angle (β). The definitions of α and
β involved in these rotation matrices are provided in Equation (8). Moments are generally
calculated about the center of gravity (CG) of the aircraft.

α = tan−1
(w

u

)
β = sin−1

( v
V

)
where V =

√
u2 + v2 + w2 (8)
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Generally, the X, Y, and Z forces include aerodynamics and propulsion forces. If the
propulsion forces are not in line with the body frame axis, then the propulsive forces need
to be transformed into the body frame using the inclination angle between the thrust vector
and body frame. Similarly, the moments generated by these propulsive forces are also
embedded into theL, M, and N moments; gravity forces (weight) will not produce moments
as they act on the CG of the aircraft. The final forces and moment equations representing
6-DOF equations are shown in Equation (9); they are explicit first-order equations and
the solution renders six state variables. Similarly, solving Equation (6) generates three
more state variables, making a total of nine state variables. The solution of Equation (9)
renders aircraft trim conditions for various flight and geometric parameters. A detailed
mathematical modeling of EoMs is attached as Appendix A.

dV
dt
|B =

1
m

F− (ω×V) &
dω

dt
|B =

1
I
[M− (ω× Iω)] (9)

2.2. COESA Atmospheric Models

As an aircraft operates at various altitudes, the aerodynamic coefficients need to
account for changes in density as represented by a standard atmosphere model. For
the present study, the mathematical representation of COESA atmosphere (based on the
1976 U.S. Standard Atmosphere) was implemented using the COESA atmosphere model
block in Simulink; this provides standard atmospheric values for pressure, temperature
(absolute), speed of sound, and density as a function of the geo-potential altitude.

2.3. Mathematical Representation of Turbulence Modeling

Atmospheric turbulence is a small-scale, three-dimensional movement of air. It is gen-
erally caused by atmospheric pressure instabilities and temperature distribution, whereas
wind shear is a local weather phenomenon that can be broadly divided into three types:
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(i) vertical wind shear; (ii) horizontal wind shear; and (iii) downdraft (microburst). Vertical
wind shear is the change (with altitude) in the speed and/or direction of horizontal wind,
whereas horizontal wind shear is the change in the horizontal wind speed and/or direction
in the horizontal space. Downdraft wind shear is the change in the vertical wind speed in
horizontal space. Wind shear severity is highly dependent on the size of the aircraft and is
broadly classified for small and large aircraft.

The true nature of atmospheric turbulence is random and cannot be modeled exactly;
various turbulence models have been proposed in the literature to implement turbulence
for stability analysis. Various studies [47–49] have used gust statistical models that have
been developed over a period of time for the dynamic analysis of aircraft. Additionally,
the models by Dryden [50] and Von Karman [51] are frequently cited by other researchers.
Dryden’s model refers to the military specification provided in MILHDBK- 1797 and
is characterized by the product of the filter generated from power spectral density and
the Gaussian white noise input. This model provides sets of three linear velocities and
three angular velocities; the angular velocities are formed based on the aircraft dimension.
These velocities are then added up to the aerodynamic block set to estimate the changes
in the aircraft’s dynamic behavior. Hakim and Arifianto [52] implemented the Dryden
continuous turbulence model on the flight dynamic model of an aircraft in order to observe
the response on an aircraft when flying through a turbulence field. Additionally, [53–58]
used both the Dryden and Karman models to evaluate the atmospheric turbulence effect
on aircraft dynamics.

Dryden’s [50] wind turbulence model is a mathematical representation of continuous
gusts and accepted by the U.S. Department of Defense (DoD) [59]; it considers the linear
and angular velocity components as spatially varying stochastic processes with a unique
power spectral density being specified for each velocity component. Exact filters can be
designed for converting white noise input into Dryden gusts’ power spectral densities as
an output.

Φug(Ω) = σ2
u

2Lu

π

1

1 + (LuΩ)2 Φvg(Ω) = σ2
v

2Lv

π

1 + 12(LvΩ)2(
1 + 4(LvΩ)2)2

Φwg(Ω) = σ2
w

2Lw

π

1 + 12(LwΩ)2(
1 + 4(LwΩ)2)2

(10)

where σ, L, and Φ are the turbulence intensity, length scale, and spatial frequencies associ-
ated with linear gust velocities ug, vg, and wg. Spatial variations are provided by power
spectral densities; however, temporal variations are based on aircraft motion through a gust
velocity field. The conversion of power spectral densities to different types of frequencies
is allowed with aircraft speed V.

Φi(Ω) = VΦi

(ω

V

)
whereas, Ω =

ω

V
(11)

Variations in the linear velocity components along the different aircraft axes give rise to
gust angular velocity components (as presented in Equation (12)), with pg, qg, and rg being
angular gust velocities. Equation (13) highlights the spectral densities for angular velocities.

pg =
∂wg

∂y
qg =

∂wg

∂x
rg = −

∂vg

∂x
(12)

For the present work, the Dryden wind turbulence was implemented through the
Simulink Dryden wind turbulence model (continuous) block. This block uses the Dryden
spectral mathematical representation based on Military Specification MIL-F- 8785C, Military
Handbook MIL-HDBK-1797, and Military Handbook MIL-HDBK-1797B to add turbulence
to the aircraft model.
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Φpg(w) =
σ2

w
2VLw

0.8
(

2πLw
4b

) 1
3

1 +
(

4bw
πV

)2 Φqg(w) =
±
(w

V
)2

1 +
(

4bw
πV

)2 Φwg(W) Φrg(w) =
±
(w

V
)2

1 +
(

3bw
πV

)2 Φwg(W) (13)

3. Modeling Methodology

The flow chart for capturing the non-linear dynamics with controls and atmospheric
inputs is shown in Figure 3. Stability coefficients were converted into dimensional forces
and moments in the body axis; after adding gravitational and propulsive forces, the 6-DOF
equations were solved using the initial conditions and control inputs. The rates obtained are
converted into six state variables using an integrator. The remaining six state variables were
calculated using a directional cosine matrix (DCM), followed by an integrator. Once the
turbulence and wind gust blocks are connected, the linear and angular velocities generated
by these blocks are added to the state velocities, with the cycle being repeated for the next
time step. An inbuilt explicit solver was used for the solution of the 6-DOF equations in an
iterative manner for each time step.
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For the acquisition of Boeing 747-200 aerodynamics and geometric data, various
studies [60,61] were consulted for the formulation of the non-linear model. Aerodynamic
forces and moments were linearized into two sets of equations (i.e., longitudinal and lateral)
and were embedded into the nonlinear models. Input and output state variables were used
in the flow chart and are documented in Table 1. Data for approach and cruise conditions
are presented in Table 2, with flight parameters presented in Table 3.
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Table 1. Summary of chosen input and output variables.

Input/Output Definition Remarks

U(1) Aileron deflection for roll control Input

U(2) Elevator deflection for pitch control Input

U(3) Rudder deflection for yaw control Input

U(4), U(5) Throttle controls for engines Input

du/dt, dv/dt, dw/dt Rate of change of linear velocities Output

dφ/dt, dθ/dt, dψ/dt Rate of change of Euler velocities Output

Table 2. Geometric aerodynamic coefficients selected from the literature.

Parameter Approach Cruise Units

W 564,000 (255,826) 636,636 (288,773) Ib (kg)

S 5500 (~510.9) 5500 (~510.9) ft2 (m2)

c 27.3 (8.3) 27.3 (8.3) ft (m)

cg 0.25 0.25

Ixx 13,700,000 (18,574,705) 18,200,000(24,675,886) Slug-ft2

(kg-m2)

Iyy 30,500,000 (41,352,447) 33,100,000 (44,877,574) Slug-ft2

(kg-m2)

Izz 43,100,000 (58,435,753) 49,700,000 (67,384,152) Slug-ft2

(kg-m2)

Ixz 830,000 (1,125,328) 970,000 (1,315,143) Slug-ft2

(kg-m2)

Longitudinal Coefficients Lateral Coefficients

Coeff Approach Cruise Coeff Approach Cruise

CL1 1.76 0.52 Clb −0.281 −0.095

CD1 0.263 0.045 Clp −0.502 −0.32

CM1 0 0 Clr 0.195 0.2

CD0 0.0751 0.0305 Cyb −1.08 −0.9

Cdu 0 0.22 Cyp 0 0

Cda 1.13 0.5 Cyr 0 0

CL0 0.92 0.29 Cnb 0.184 0.21

CLu −0.22 −0.23 Cnp −0.222 0.02

CLa 5.67 5.5 Cnr −0.36 −0.33

CLa
. 6.7 8 Clda 0.053 0.014

CLq 5.65 7.8 Clδr 0 0.005

Cmu 0.071 −0.09 Cyδa 0 0

Cma −1.45 −1.6 Cyδr 0.179 0.06

Cma
. −3.3 −9 Cnδa 0.0083 −0.0028

Cmq −21.4 −25.5 Cnδr −0.113 −0.095

CDδe 0 0

CLδe 0.36 0.3

Cmδe −1.4 −1.2
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Table 3. Summary of selected flight parameters.

Parameter Units Approach Cruise

H ft (m) 0 40,000 (12,192)

M - 0.198 0.9

TAS ft/s (m/s) 221.0 (67.4) 870.91 (265.24)

ρ ρ Slug/ft3 (kg/m3) 0.0023769 (4.6 × 10−6) 0.0005873 (1.14 × 10−6)

Q Ib/ft2 (N/m-) 58.0 (2777) 222.72 (10,664)

α Deg 8.5 2.4

3.1. Schematic of UDF

Instead of using built-in Simulink blocks for modeling the 6-DOF non-linear dynamic,
a user-defined function (UDF) was developed in order to provide design freedom for the
implementation of various design concepts; the UDF structure is outlined in Figure 4.
It started with the definition of the variables to be used in the UDF and was followed
by documenting the control limits/saturation. In the next step, data are gathered were
arranged to form the non-dimensional aerodynamics force coefficients. These forces were
computed along with the relevant velocity or stability axis; then, they were transformed
into the body frame.

Figure 4. Proposed UDF flowchart and schematic with inputs and outputs.
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In the fifth step, the non-dimensional forces and moment coefficients in the body
frame were transformed into the dimensional form using the reference parameters; the
effects of gravity and propulsive forces were computed separately. Once all the forces
and moments (including gravity and propulsive) were accounted for, these terms were
represented in the form of explicit first-order equations (ref. Equation (9)). In the last step,
the UDF was initialized using the initial conditions; it was interpreted into the Simulink
canvas using the interpreted MATLAB function block. A schematic of the UDF Block and
the inputs are shown in Figure 4; the elements bounded by the red-dashed rectangle are
the elements of the UDF and the elements outside the rectangle are the Simulink Block
Sets used for generating various input conditions for the UDF. The UDF can generate
up to a maximum of 12 output states (including three linear accelerations, three angular
accelerations, three Euler’s angle rates, and three inertial frame velocities). However, the
output can be restricted to a lower number of desired outputs by commenting out the
remainder of the outputs.

3.2. Axis System

As there are two axes’ systems involved in the calculation, it is better to define the
axes system for each coordinate system; this will provide a means to better interpret the
results. The body axis coordinate system is fixed to the location of the aircraft CG and
follows conventional directions (i.e., positive Xb axis is pointing toward the nose of the
aircraft, positive Yb axis toward the tip of the right wing, and positive Zb axis pointing
downward from the CG point). Finally, in the inertial frame or earth fixed axes system, the
positive Xe axis is pointing toward the north, positive Ye axis toward the east, and positive
Ze axis pointing in the upward direction.

3.3. Designing of Simulink Canvas

After the UDF (Simulink canvas, see Figure 5) was designed for the implementation
of the non-linear dynamic model, the UDF was interpreted in the MATLAB function block
(shown in red in Figure 4) and was linked to the control input/saturation block. Atmo-
sphere, wind turbulence, and velocity addition blocks were annexed with the MATLAB
function block in order to generate real-time atmospheric conditions and wind velocities.
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The COESA atmospheric model, WGS84 gravity model, and dynamic pressure blocks
were combined in a single “atmosphere” block; this block had the altitude and velocity
information that could generate the real-time density, dynamic pressure, and gravity
parameters; the “wind turbulence” block set comprises the Dryden wind turbulence, wind
shear, and wind gust blocks. The output of the wind turbulence block is the set of linear
and angular wind velocities based on the altitude. These velocities are combined with the
velocities obtained from the UDF block from the “velocity addition” block and routed back
to the UDF block (along with control inputs for subsequent iterations).

The output of the UDF block is in terms of rates and can be converted to state variables
using the integrator. Initial conditions are provided separately through the *.M script file
for integration. Whenever the canvas is run, the interpreted block will call the UDF to solve
the non-linear equations (based on control inputs and wind conditions). The solver setting
was set to auto-solver (with a tolerance of 1 × 10−3 and variable step size), with an auto
adjustment for the solution of the 6-DOF equations.

It is important to note that horizontal and vertical wind shear were generated using
the defined block sets; however, for the generation of microbursts, additional changes were
incorporated in the UDF for simulating the microburst profiles. As the Simulink block set
for microburst was not available, the complete scenario was generated through the coded
script. Based on the physics of the microburst, velocity components were generated as a
function of time and were added through the aerodynamic block set.

3.4. Validation of Non-Linear Model

1. Validation using the Boeing 747-200: A state–space model was built using the values
for the Boeing 747-200 taken from [61]. The characteristic equation was formulated
using frequencies and the damping ratio calculated for Phugoid and short periods.
The frequencies were found to be in agreement with the frequencies captured during
UDF simulations for the control input, thus validating the UDF accuracy (see Table 4).
Moreover, the trim conditions calculated for the approach and cruise conditions
were found to be in agreement with the data published in [61] and provide further
authentication of the accuracy of the non-linear model. The time history plots obtained
from the present canvas also predicted the same trim conditions under the same
operating conditions as those mentioned in [61] and had a maximum error of 5.1%.

Table 4. Validation of canvas results. The values presented are trim conditions for Boeing 747-200 at
different altitudes (i.e., cruise and approach) taken from [61].

Parameter Literature Value [61] Present Work Error

Approach Velocity 221 ft/s 225 ft/s 1.8%

Cruise Velocity 871 ft/s 882 ft/s 1.2%

Time Period (Phugoid) 45.9 s 43.5 s 4.3%

Time Period (SP) 9.13 s 9.6 s 5.1%

2. Validation using a Civil Airplane Model (RCAM): Further validation of the designed
canvas was performed using RCAM (an open-source model from the Group of Aero-
nautical Research and Technology in Europe (GARTEUR) [62,63]). The non-linear
UDF was updated with the RCAM model parameters; simulation results were found
to be in agreement with the RCAM results available in [62]; this further validated the
functionality and structure canvas for computing non-linear flight dynamics. After
successful validation, simulations were carried out for two flight conditions: (i) at sea
level and (ii) at 40,000 feet cruise flight conditions; the results are discussed in the
subsequent sections.
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4. Aircraft Trim Conditions and Control Response

After the validation of the canvas, the canvas was tested for different trim conditions
and the response of the aircraft to different control inputs. Both the longitudinal and lateral
controls were actuated for impulse and step inputs to simulate the response of the aircraft.
The complete simulation plots are presented in Appendix B.

4.1. Sea Level Flight Condition

(1) Without control inputs: The model was updated using the sea level coefficients and
was subjected to various initial conditions. The initial conditions acted as a disturbance
in the system and the aircraft free response was captured; Figure 6 shows the variation
in the longitudinal variables. The aircraft entered phugoid mode, which died out
subsequently and the aircraft achieved trim conditions. The trim longitudinal velocity
achieved was approximately 225 m/s (documented value of 221 m/s in literature [63]).
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Figure 6. Aircraft trim condition at sea level under the influence of sea level coefficients. The initial
conditions corresponded to the longitudinal directions; therefore, the only variation was observed
in the longitudinal sets of state variables (i.e., u, w, q, and θ). The aircraft entered phugoid mode
oscillation, which died out subsequently and the aircraft achieved sea level trim conditions. The trim
longitudinal velocity achieved was approximately 225 m/s, with an orientation of 5–6◦ with respect
to the inertial frame.

(2) With elevator control input: In order to evaluate the free response, a 5◦ impulse
elevator input was initiated (acting as a longitudinal disturbance); the aircraft entered
a long-period oscillation that subsequently died out; then, the aircraft returned to its
trimmed state (see Figure A7 of Appendix B).

In order to evaluate the forced response, a 5◦ step elevator input was initiated; the
aircraft went entered oscillatory behavior, which subsequently died out and achieved a
new trim condition under the influence of the constant elevator input. The response agreed
with the theoretical knowledge regarding the variation trends in the longitudinal set of
parameters (see Figure 7).

(3) With lateral control inputs: Under the influence of lateral controls (aileron and rud-
der impulse inputs), the longitudinal states remained unaffected; the lateral states
depicted short-period oscillation as a response to lateral control deflection, which
quickly died out and regained its original position. The bank angle φ recovered its
original zero position; however, the yaw angle ψ reached a new trim position (as
expected from theoretical knowledge—see Figures A9 and A10 of Appendix B).

For the forced response, the aileron step input was generated, with the aircraft exhibit-
ing a short-period oscillation, reaching a new trim state under the influence of a constant
lateral input (see Figure 8). The aircraft steady-state roll rate can be seen in Figure 8 for a
5◦ aileron step input.
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Figure 7. Aircraft response to 5◦ elevator control step inputs at sea level. The step input was initiated
at the trim condition; the aircraft entered oscillatory behavior, which died out, subsequently achieving
a new trim condition under the influence of constant elevator input. The response agreed with the
theoretical knowledge regarding the variation trends in the longitudinal set of parameters (i.e., u, w,
q, and θ).
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Figure 8. Aircraft response to aileron control step inputs at sea level. Under the step aileron input,
the aircraft achieved new trim states through short-period oscillations. Significant variations were
observed in the lateral set of variables (i.e., v, p, r, ψ, and φ), whereas negligible variations were
observed in the longitudinal set of variables. The aircraft achieved a steady-state roll rate under the
influence of a 5◦ aileron step input.
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4.2. Cruise Flight Condition

The model was updated with the cruise parameters; simulations were run in order
to capture aircraft behavior under cruise flight conditions. The aircraft showed similar
behavior to impulse and step control inputs for both the longitudinal and lateral modes
that were found for sea level.

5. Aircraft Response to Wind Turbulence and Wind Shear

(1) Wind gust. In order to check the aircraft response to a wind gust, a constant velocity
vertical wind gust of 20 ft/s was generated at sea level flight conditions for 50 s using
the Simulink wind shear and gust blocks. As expected, the aircraft angle of attack was
disturbed for the period of wind gust (see Figure 9a); once the gust was removed, the
aircraft regained its trim conditions. The aircraft response to a 3D gust of 10 ft/s in all
directions was also simulated; the response of the aircraft to the 3D gust is presented
in Figure 9b. All the state variables were disturbed from its trim conditions for the
period of gust, and once the gust was removed, the aircraft regained position.
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Figure 9. (a) Aircraft response to vertical gust of 20 ft/s for 50 s. The aircraft response can be observed
from vertical velocity ‘w’ and ‘angle of attack’ versus time curve. The aircraft flight states were
disturbed by the trim setting, but were regained once the gust was removed after 50 s. (b) Aircraft
response to 3D gust of 10 ft/s in all directions for 10 s. As expected, the aircraft linear and angular
velocities, and Euler angles with respect to inertial frame were disturbed for the period of wind gust.
Once the gust was removed the aircraft regained its trim conditions.
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(2) Atmospheric turbulence. In order to analyze the behavior of the aircraft for atmo-
spheric turbulence, the turbulence block was used during the simulations. As wind
turbulence is a three-dimensional phenomenon, all the modes are affected. How-
ever, the random fluctuations were small in amplitude and continued for the entire
duration of the simulation; therefore, all the modes kept fluctuating about their
free-response behavior.

(3) Atmospheric conditions at landing. As the landing approach is the most critical phase
of flight and sudden changes in wind profile in the proximity of the ground have
catastrophic effects on flight safety; therefore, a detailed analysis with a variety of
wind gust profiles was conducted to ascertain the free response of the aircraft during
landing conditions.

(i) Landing in headwind and tailwind conditions. When considering an aircraft on
a standard 3◦ glide slope that was subjected to 25 ft/s headwinds (see Figure 10),
the effective speed of the aircraft increased due to headwind and generated more
lift. As a result, the aircraft gained height and was disturbed from its preset glide
course. The aircraft experienced an overshoot of approximately 3000 ft from the
touchdown point. Similarly, an undershoot of approximately 4000 ft was recorded for
a 25 ft/s tailwind condition due to the reduction in the effective forward speed. The
undershoot and overshoot were increased to approximately 6000 ft once the wind
velocity was increased to 30 ft/s.
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Figure 10. (a) Aircraft response to ‘no wind conditions’, (b) aircraft response to ‘headwind’, and
(c) aircraft response to ‘tailwind’. The aircraft, on a 3◦ glide slope, was subjected to 25 ft/s headwinds
7000 ft short of touchdown. The effective speed of the aircraft increased due to headwind, thus
generating more lift. As a result, the aircraft gained height and was disturbed from its preset glide
course. The aircraft experienced an overshoot of approximately 3000 ft from the touchdown point.
Similarly, an undershoot of approximately 4000 ft was recorded for a 25 ft/s tailwind condition due
to the reduction in the effective forward speed. The undershoot and overshoot were increased to
approximately 6000 ft once the wind velocity was increased to 30 ft/s.
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(ii) Landing in crosswind conditions. A case of a 25 ft/s 90◦ crosswind condition was also
simulated; as expected, the aircraft started drifting in the direction of the crosswind.
Under the simulated conditions, the aircraft became offset from its landing approach
by approximately 450 ft (see Figure 11), with the glide slope and touchdown point
being negligibly affected. Due to inherent coupling, the roll and yaw rates along with
the variation in roll and yaw angle were observed. Once the crosswind conditions
were reduced to 10 ft/s, an offset was reduced to 180 ft from the initial course.
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Figure 11. (a) Aircraft response to ‘no crosswind conditions’. (b) Aircraft response to ‘crosswind
condition’. A case of a 25 ft/s 90◦ crosswind condition was also simulated and, as expected, the
aircraft started drifting in the direction of the crosswind. Under the simulated conditions, the aircraft
became offset from its landing approach by approximately 450 ft. Due to inherent coupling, the roll
and yaw rates along with the variations in the roll and yaw angle were observed. Once the crosswind
condition was reduced to 10 ft/s, an offset condition was also reduced to 180 ft from the initial course.

(iii) Landing in vertical wind shear conditions. Vertical wind shear simulations were
also conducted for a wind velocity of 25 ft/s. During an upward gust condition, the
effective angle of attack increased for the aircraft, thus increasing the overall lift of the
aircraft. The aircraft momentarily gained height, departing from its preset 3◦ glide
slope before diving again to a glide slope of approximately 10◦ and overshooting
the touchdown point by a couple of hundred feet (see Figure 12). In the case of a
downward gust condition of 25 ft/s, the aircraft’s angle of attack decreased, and this
put the aircraft into a steep glide slope of approximately 11~12◦ and undershot the
touchdown point by approximately 4000 ft.
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Figure 12. (a) Aircraft response to ‘no wind shear’ and (b) aircraft response to vertical wind shear
of 25 ft/s. In the case of a downwind gust (Dash Line), the aircraft’s angle of attack was decreased,
putting the aircraft into a steep glide slope of approximately 11~12◦ and undershooting the touch-
down point by approximately 4000 ft. During an upwind gust condition (solid line), the aircraft
momentarily gained height, departing from its preset 3◦ glide slope before diving again at a higher
glide slope of approximately 10◦ and overshooting the touchdown point by a couple of hundred feet.

(iv) Landing in microburst conditions. A microburst with a maximum velocity of 25 ft/s
was also simulated. As the physical spread of the velocity profile was higher, the
burst simulations were started at 32,000 ft short of the actual touch-down point. In
the first phase, a headwind of 25 ft/s was built and sustained for 10,000 ft and then
transitioned into a sustained downwind of 25 ft/s for another 10,000 ft. In the last
phase, the downwind was transitioned into a tailwind of 25 ft/s, which continued
until touchdown. As expected, initially, the aircraft gained height in the headwind
condition due to an increase in the effective speed (departing from its 3◦ glide course),
followed by a sharp dip under the influence of the sustained downwind. The air-
craft momentarily leveled off while transitioning from a downwind condition to a
tailwind condition; it then glided down at a sharp angle of ~14.5◦ under the influence
of tailwind (as the aircraft’s forward speed was reduced). Aircraft touchdown was
approximately 8000 ft short of the actual touchdown point (see Figure 13); addition-
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ally, the descent rate was also high. It was the high glide slope angles and higher
descent rate that led to aircraft crashes while encountering microbursts short of the
runway. This dangerous phenomenon associated with aircraft crashes encountering
microbursts during the approach was successfully simulated and analyzed.
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Figure 13. (a) Aircraft response to �no microburst conditions’ and (b) aircraft response to �microburst 
condition’. A microburst with a maximum velocity of 25 ft/s was simulated at 32,000 ft short of the 
actual touchdown point. In the first phase, a headwind of 25 ft/s was built up and sustained for 
10,000 ft, followed by a sustained downwind of 25 ft/s for another 10,000 ft. In the last phase, a
sustained tailwind of 25 ft/s continued until touchdown. As expected, initially, the aircraft gained 
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Figure 13. (a) Aircraft response to ‘no microburst conditions’ and (b) aircraft response to ‘microburst
condition’. A microburst with a maximum velocity of 25 ft/s was simulated at 32,000 ft short of
the actual touchdown point. In the first phase, a headwind of 25 ft/s was built up and sustained
for 10,000 ft, followed by a sustained downwind of 25 ft/s for another 10,000 ft. In the last phase, a
sustained tailwind of 25 ft/s continued until touchdown. As expected, initially, the aircraft gained
height under the headwind condition due to the increase in effective speed, departing from its 3◦

glide course, followed by a sharp dip under the influence of sustained downwind. The aircraft
momentarily leveled off while transitioning from downwind to tailwind and then glided down at a
sharp angle of ~14.5◦ under the influence of tailwind by effectively reducing the aircraft’s forward
speed. Aircraft touchdown was approximately 8000 ft short of the actual touchdown point. Moreover,
the descent rate was also high on touchdown.
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6. Conclusions

This study was a flight dynamic study of the Boeing 747-200; it was carried out with
atmospheric turbulence, wind gusts, and microburst conditions. A non-linear 6-DOF model
was created with the Simulink canvas and integrated with built-in MATLAB block sets; a
UDF for generating atmospheric conditions was also utilized. The canvas was validated
via a comparison of the result with published data for the Boeing 747-200 for various cruise
and take-off conditions. The trim conditions, time period, and frequency response were
found to be in agreement with the published data for a maximum error of 5%. Results were
obtained using this canvas for aircraft flight characteristics and new trim states for free and
forced responses. The aircraft response was found to be in agreement with published data
for all three control inputs. For the atmospheric turbulence case, the aircraft was found to
remain stable and oscillate about its trim state. Various cases of wind gusts were simulated
during the landing approach to ascertain aircraft variation in touch-down points. It was
found that in the headwind case, the aircraft overshot the touchdown point because of an
increase in lift due to an increase in relative wind. Furthermore, for the tailwind case, the
aircraft response was opposite to the headwind case, with an increase in glide slope from 3◦

to 10◦. Additionally, a microburst case was presented that produced an even higher degree
of glide slope during landing (increased to 14◦). During the initial phase of the microburst
condition, the aircraft gained altitude under headwind, followed by a sharp decrease in
altitude under the vertical component of wind. In the final phase of the microburst, the
aircraft was found to lose lift and underwent a sudden decrease in altitude. Finally, it was
concluded that the proposed Simulink canvas could be used as a tool for flight dynamic
analysis of an aircraft during landing patterns for several flight and atmospheric conditions.

7. Future Work

Based on the data available for the Boeing 747-200, the canvas was formulated with
static ground effects. The authors plan to validate and modify the canvas for dynamic
ground effects subject to the availability of aircraft data. Additionally, the authors plan
to acquire actual quick access recorder (QAR) gust data for real-life aircraft and integrate
them with the developed canvas for the validation of the aircraft response.
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Nomenclature

I Inertia tensor
Ix, Iy, Iz Moment of inertia about axis (rotational inertia that resists change in the

rotational velocity of an object on its axis
Ixz, Iyz, Ixy Product of inertia (feature of an object that describes an imbalance relative to

a defined set of coordinate axes)
L, M, N Moments about x, y, and z-axes in a body frame, respectively. L corresponds

to rolling, M corresponds to pitching, and N corresponds to yawing moment
of the aircraft

u, v, w Velocity components about x, y, and z-axes in a body frame
.
u,

.
v,

.
w Translational accelerations about x, y, and z-axes in a body frame

p, q, r Angular velocities about x, y, and z-axes in a body frame
.
p,

.
q,

.
r Rotational accelerations about x, y, and z-axes in a body frame

φ, θ, ψ Euler angles of aircraft about x, y, and z-axes of inertial frame
.
φ,

.
θ,

.
ψ Rate of change of Euler angles about x, y, and z-axes of inertial frame

X, Y, Z Position coordinates of the aircraft with respect to inertial frame
dX
dt , dY

dt , dZ
dt Translational velocities of the aircraft with respect to inertial frame

Rb/i Direction cosines for transformation of vectors from body frame to inertial frame

Appendix A

Formulation of Equations of Motion (EoMs):

1. Assumption. While formulating EoMs for aircraft (747-200), the following assump-
tions were made:

(a) The aircraft is a rigid body.
(b) The Earth is taken as an inertial frame—stationary flat surface.

2. Formulation of non-linear EoMs: According to Newton’s second law, the motion of a
rigid body in an inertial frame is governed by Equation (A1).

∑ F =
d
dt

∣∣∣∣
i

(
mV
)
= m

d
dt

∣∣∣∣
i

(
V
)
= m

.
V
∣∣
i (A1)

If the body is rotating with respect to the inertial frame, it is difficult to compute
the derivative directly. Therefore, the calculations were performed for a body frame axis
attached to the body itself and then transferred to inertial frame. For a body frame rotating
with ω|b/i with respect to the inertial frame, the transformation equation is presented in
Equation (A2). For simplicity, we can write ω|b/i as ω in the equations.

.
V
∣∣
i =

.
V
∣∣
b + ω× V

∣∣
b (A2)

Inserting the value of
.

V
∣∣
i from Equation (A2) into Equation (A1), we obtain

∑ F = m
( .

V|b + ω× V
∣∣
b

)
(A3)

whereas ω× V
∣∣
b =

 î ĵ k̂
p q r
u v w

 = (qw− rv)î− (pw− ru) ĵ + (pv− qu)k̂.

So,
F_x = m

( .
u + qw− rv

)
F_y = m

( .
v + ru− pw

)
F_z = m

( .
w + pv− qu

)
 (A4)
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Re-arranging Equation (A3), we obtain

.
V
∣∣
b =

1
m∑ F−ω× V

∣∣
b or

 .
u
.
v
.

w

 =
1
m∑ F−ω×

u
v
w

 (A5)

Equation (A5) is the transitional velocity equation. Similarly, the summation of mo-
ments in an inertial frame is represented in Equation (A6). Again, using the Coriolis
equation (A7), we converted the moments into body frame (ref. Equation (A8)). The result
is the rotational velocity equation (Equation (A9) and (A10)).

∑ M =
d
dt

∣∣∣∣
i

(
H
)
=

d
dt

∣∣∣∣
i
(Iω) (A6)

whereas I =

 Ix Ixy Ixz
Iyx Iy Iyz
Izx Izy Iz

 =

 Ix 0 Ixz
0 Iy 0

Izx 0 Iz

 for aircraft with symmetry about the

xz-plane, Ixy = Iyx = Iyz = Izy = 0

d
dt

∣∣∣∣
i
(Iω) =

d
dt

∣∣∣∣
b
(Iω) + ω× Iω (A7)

∑ M =
d
dt

∣∣∣∣
b
(Iω) + ω× Iω = I

d
dt

∣∣∣∣
b
ω + ω× Iω (A8)

Mx = Ix
.
p−Ixz

.
r +

(
Iz − Iy

)
qr− Ixz pq

My = Iy
.
q + Ixz(p 2 − r2

)
+ (Ix − Iz)rp

Mz = −Ixz
.
p + Iz

.
r +

(
Iy − Ix

)
pq+Ixzrq

 (A9)

Re-arranging Equation (A8), we obtain

d
dt

∣∣∣∣
b
ω = I−1(∑ M−ω× Iω

)
or

 .
p
.
q
.
r

 = I−1(∑ M−ω× Iω
)

(A10)

Apart from the aerodynamics terms, which, in this paper, are treated as linear, the
terms ω × V

∣∣
b and ω × Iω introduce nonlinearity to EoMs, which is due to the Coriolis

effect, while transferring forces and moments from the inertial frame to the rotating body
frame. The non-linear terms are shown in a red color in Equations (A4) and (A9).

Apart from the translational and rotational velocities, we are also interested in finding
the angular and translational position of the aircraft with respect to the inertial axis. The
angular position is derived through Equation (A11) and presented in Equation (A12).

.
Φ = H(Φ) ω (A11)

where H(Φ) =

1 sinφtanθ cosφtanθ
0 cosφ −sinφ
0 sinφ/cosθ cosφ/cosθ




.
φ
.
θ
.
ψ

 =

1 sinφtanθ cosφtanθ
0 cosφ −sinφ
0 sinφ/cosθ cosφ/cosθ

p
q
r

 (A12)

Similarly, the equation for the translational position with respect to the inertial frame
is presented in Equation (A14). The transformation is achieved through direction cosines,
as shown in Equation (A13).
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Vi = Rb/iVb (A13)

where Rb/i =

1 0 0
0 Cφ Sφ
0 −Sφ Cφ

Cθ 0 −Sθ
0 1 0

Sθ 0 Cθ

 Cψ Sψ 0
−Sψ Cψ 0

0 0 1

 =

CθCψ SφSθCψ− CφSψ CφSθCψ + SφSψ
CθSψ SφSθSψ + CφCψ CφSθSψ− SφCψ
−Sθ SθCθ CφCθ


Sφ = Sinφ, Sθ = Sinθ, Sψ = Sinψ, Cφ = Cosφ, Cθ = Cosθ, Cψ = Cosψ dX

dt
dY
dt
dZ
dt

 =

CθCψ SφSθCψ− CφSψ CφSθCψ + SφSψ
CθSψ SφSθSψ + CφCψ CφSθSψ− SφCψ
−Sθ SθCθ CφCθ

u
v
w

 (A14)

where X, Y, and Z are the position vectors and dX
dt , dY

dt , and dZ
dt are the velocity components of

the aircraft with respect to the inertial frame of reference. Equations (A5), (A10), (A12), and
(A14) represent the EoMs for the aircraft and can be easily expressed in state space notation.

3. Calculation of external forces: To solve Equation (A5), we need to calculate external
forces applied on the aircraft. External forces in a body frame are a combination of
gravitational force, aerodynamics force, and propulsive forces acting on the aircraft.

∑ F = Fg + Fe + Fa (All forces are in body frame) (A15)

(A) Gravitational force: In an inertial frame, weight is always acting downward
toward the center of the Earth (z-axis of inertial frame) and can be represented
as Equation (A16). Gravitational force into the body frame can be calculated
using direction cosines as shown in Equation (A17) using Figure A1.

Fg
∣∣
i =

 0
0

mg

 (A16)

Fg
∣∣
b = Ri/v Fg

∣∣
i = mg

 −Sθ
CθSφ
CθCφ

 (A17)

(B) Propulsion forces: The Boeing 747-200 has four engines installed on its wings,
two on each side (ref. Figure A2). It is assumed that the thrust produced by
all the engines is in line with the x-axis of the body frame. Therefore, a simple
expression can be used to express the propulsion forces (ref. Equation (A18)).
These propulsive forces are throttle-dependent forces and require the throttle
position as an input condition.

Fe
∣∣
b =

FP1 + FP3 + FP2 + FP4
0
0

 (A18)

(C) Aerodynamics Forces: There are three forces acting along the axes of the body
frame. These are normal, axial, and side forces. Generally, the forces are cap-
tured in the wind axes by definition and need to be transformed back to body
axes using a transformation matrix (Ref Equation (A19)). The transformation
variables are selected as per Figure A3.

Fa
∣∣
b =

FA
FS
FN

 =

Cβ −Sβ 0
Sβ Cβ 0
0 0 1

Cα 0 Sα
0 1 0

Sα 0 Cα

 Fa
∣∣
w where Fa

∣∣
w =

−D
SF
−L

 (A19)

Therefore, the sum of the external forces is presented in Equation (A20).
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∑ F = mg

 −Sθ
CθSφ
CθCφ

+

FP1 + FP3 + FP2 + FP4
0
0

+

Cβ −Sβ 0
Sβ Cβ 0
0 0 1

Cα 0 Sα
0 1 0

Sα 0 Cα

−D
SF
−L

 (A20)

4. Calculation of External Moments: External moments in a body frame are a combina-
tion of moments generated by gravitational force, aerodynamics force, and propul-
sive forces.

∑ M = Mg + Me + Ma (A21)

As the weight is acting at the center of gravity (CG), gravitational force will not
generate any moment about the CG. The propulsive and aerodynamics forces are multiplied
with the moment arm (distance of application of force from CG in the respective axes) to
obtain the moments. For propulsive forces, the center of the engine was taken as a reference,
and for aerodynamics forces, the quarter chord location was taken as a reference for the
calculation of moment arms (ref. Equation (A22)).

∑ M =
4

∑
i=1

(xCG − xTi)FPi
(yCG − yTi)FPi
(zCG − zTi)FPi

+

LM
N

 (A22)

5. Calculation of aerodynamics forces: Aerodynamic forces are a function of a lot of
variables, which include translational velocities, angular velocities, the rates of change
of velocities, control input, etc. The aerodynamic forces and moments can be expressed
as a function of all the motion variables; however, only the significant variables are
retained, and the rest are neglected.

Note :
D = f (u, w, δe)
SF = f (v, p, r, q, δr)
L = f

(
u, w,

.
w, q, δe

)
L = f (v, p, r, δr, δa)
M = f

(
u, w,

.
w, q, δe

)
N = f (v, p, r, δr, δa)

δa = AileronInput
δe = ElevatorInput
δr = RudderInput
δt1 = Throttleengine− 1
δt2 = Throttleengine− 2
δt3 = Throttleengine− 3
δt4 = Throttleengine− 4


(A23)

The forces and moments are written in coefficient terms and the coefficient is expanded
in terms of dependent variables using the first-order Taylor series.

L = CLQS where CL = CL0 + cLα α + cLu
u
V + cL .

α

.
αc
2V + CLq

qc
2V + cLδe δe

D = CDQS where CD = CD0 + cDα α + cDu
u
V + cDδe δe

SF = CYQS where CY = cYβ
β + cYp

pb
2V + cYr

rb
2V + cYδa δa + cYδr δr

L = ClQSb where Cl = Clβ
β + cLp

pb
2V + clr

rb
2V + Clδa

δa + clδr
δr

M = CmQSb where Cm = Cm0 + cmα α + cmu
u
V + cm .

α

.
αc
2V + Cmq

qc
2V + cmδe

δe

N = CnQSb where Cn = cYβ
β + cYp

pb
2V + cYr

rb
2V + cYδa δa + cYδr δr


(A24)

where Q = 1
2 ρV2 and S = reference area (wing plane form area)

α = tan−1
(w

u

)
∼=

w
u

β = sin−1
( v

V

)
∼=

w
V

V =
√

u2 + v2 + w2 ρ = f (Z)

Therefore, every term mentioned in the equations (Equation (A24)) is a function of
either state variables or control input.
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∑ F = mg

 −Sθ
CθSφ
CθCφ

+

FP1 + FP3 + FP2 + FP4
0
0

+

Cβ −Sβ 0
Sβ Cβ 0
0 0 1

Cα 0 Sα
0 1 0

Sα 0 Cα

−CDQS
CYQS
−CLQS

 (A25)

∑ M =
4

∑
i=1

(xCG − xTi)FPi
(yCG − yTi)FPi
(zCG − zTi)FPi

+

ClQSb
CmQSb
CnQSb

 (A26)

6. State space representation: Equations (A5), (A10), (A12), and (A14) represent the
equations of motion and can be easily represented in a state space notation. For ease,
the input conditions X and U are placed in a separate column vector as per standard
procedures of state space representation (ref. Equation (A27)).

.
X =


.

Vb
.

ω
.

Φ
Vi

 =



.
u
.
v
.

w
.
p
.
q
.
r
.
φ
.
θ
.
ψ

dX/dt
dY/dt
dZ/dt



=


1
m ∑ F−ω× V

∣∣
b

I−1(∑ M−ω× Iω
)

H(Φ) ω

Rb/iVb

 = f
(
X, U

)
X + f

(
X, U

)
U (A27)

where state space = X =



u
v
w
p
q
r
φ
θ
ψ
X
Y
Z



=



x1
x2
x3
x4
x5
x6
x7
x8
x9
x10
x11
x12



and control input = U =



δa
δe
δr
δt1

δt2

δt3

δt4


=



U1
U2
U3
U4
U5
U6
U7



7. Simulink modeling: The function f
(
X, U

)
formulated in Equation A27 was inter-

preted in a Simulink environment as a user-defined function. The sketch is shown in

Figure A4. X and U are provided as inputs; the block calculates
.

X, which is passed
through an integrator to obtain the state space X. X is routed again to the block as an
input. The cycle continues until convergence is achieved.

8. Wind turbulence modeling: To introduce the effect of wind turbulence and atmo-
spheric gust/shear, Simulink blocks are separated; the Dryden turbulence model,
wind shear, and wind gust were incorporated into the canvas. The schematic of the
improved canvas is shown in Figure A5. The density variation with height was cap-
tured through the COESA atmospheric block. The linear and angular wind velocities
were summed up with the velocities obtained from the interpreted MATLAB function
and rerouted to the interpreted MATLAB function block for subsequent iteration until
the solution is converged.
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8. Wind turbulence modeling: To introduce the effect of wind turbulence and atmos-
pheric gust/shear, Simulink blocks are separated; the Dryden turbulence model, 
wind shear, and wind gust were incorporated into the canvas. The schematic of the 
improved canvas is shown in Figure A5. The density variation with height was cap-
tured through the COESA atmospheric block. The linear and angular wind velocities 
were summed up with the velocities obtained from the interpreted MATLAB func-
tion and rerouted to the interpreted MATLAB function block for subsequent iteration 
until the solution is converged. 
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BOEING 747-200 RESPONSE ANALYSIS UNDER CONTROLS INPUT AND AT-
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Aircraft Trim Conditions and Control Response at Sea-Level Flight Condition
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Figure A6. Aircraft trim condition at sea level. The Simulink model was updated with sea level co-
efficients of the Boeing 747. The initial conditions provided correspond to longitudinal directions; 
therefore, the only variation in the longitudinal sets of state variables was observed. The aircraft 
entered phugoid-mode oscillation, which died out subsequently and the aircraft achieved its sea-
level trim conditions. The trim longitudinal velocity achieved was approximately 225 m/s. The air-
craft maintained 5–6° orientation with respect to the inertial frame under trim conditions. 

(2) With Elevator Control Input. 

 
Figure A7. Aircraft response to elevator control impulse input at sea level. An impulse elevator con-
trol input of 5° was provided to the aircraft to check the aircraft free-response behavior. The aircraft 
entered a long-period oscillation, which subsequently died out and the aircraft returned to its 
trimmed state. No variations in the lateral states were observed. 

Figure A6. Aircraft trim condition at sea level. The Simulink model was updated with sea level
coefficients of the Boeing 747. The initial conditions provided correspond to longitudinal directions;
therefore, the only variation in the longitudinal sets of state variables was observed. The aircraft
entered phugoid-mode oscillation, which died out subsequently and the aircraft achieved its sea-level
trim conditions. The trim longitudinal velocity achieved was approximately 225 m/s. The aircraft
maintained 5–6◦ orientation with respect to the inertial frame under trim conditions.



Fluids 2023, 8, 320 28 of 38

(2) With Elevator Control Input.

Fluids 2023, 8, 320  29 of 39 
 

Appendix B 

BOEING 747-200 RESPONSE ANALYSIS UNDER CONTROLS INPUT AND AT-

MOSPHERIC CONDITIONS: 

Aircraft Trim Conditions and Control Response at Sea-Level Flight Condition 

(1)  Without Control Inputs. 

 

Figure A6. Aircraft trim condition at sea level. The Simulink model was updated with sea level co-

efficients of the Boeing 747. The initial conditions provided correspond to longitudinal directions; 

therefore,  the only variation  in  the  longitudinal sets of state variables was observed. The aircraft 

entered phugoid-mode oscillation, which died out subsequently and the aircraft achieved its sea-

level trim conditions. The trim longitudinal velocity achieved was approximately 225 m/s. The air-

craft maintained 5–6° orientation with respect to the inertial frame under trim conditions. 

(2)  With Elevator Control Input. 

 

Figure A7. Aircraft response to elevator control impulse input at sea level. An impulse elevator con-

trol input of 5° was provided to the aircraft to check the aircraft free-response behavior. The aircraft 

entered  a  long-period  oscillation, which  subsequently  died  out  and  the  aircraft  returned  to  its 

trimmed state. No variations in the lateral states were observed. 

Figure A7. Aircraft response to elevator control impulse input at sea level. An impulse elevator
control input of 5◦ was provided to the aircraft to check the aircraft free-response behavior. The
aircraft entered a long-period oscillation, which subsequently died out and the aircraft returned to its
trimmed state. No variations in the lateral states were observed.
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Figure A8. Aircraft response to elevator control step inputs at sea level. The step input was initiated 
under the trim condition, and the flight state achieved new trim conditions through oscillations. To 
check the forced response, a 5° step elevator input was initiated, the aircraft entered oscillatory be-
havior that died out, subsequently achieving a new trim condition under the influence of constant 
elevator input. The response agreed with the theoretical knowledge regarding the variation trends 
in longitudinal sets of parameters. 

(3) With Aileron/Rudder Control Inputs. 

 
Figure A9. Aircraft response to aileron control impulse inputs. The effects of 5° aileron impulse 
control input on the state are shown. The longitudinal states remained unaffected, whereas lateral 
states were depicted as a short-period oscillation as a response to lateral control deflection, which 
died out, quickly regaining its original position. As yawing and rolling motions are coupled with 
each other, oscillations were recorded in both states. The bank angle ϕ recovered its original zero 
position; however, the yaw angle ψ reached a new position, as expected from theoretical knowledge. 
All states achieved trim state after oscillations, except for yaw angle, which reached a new trim 
condition. 

Figure A8. Aircraft response to elevator control step inputs at sea level. The step input was initiated
under the trim condition, and the flight state achieved new trim conditions through oscillations.
To check the forced response, a 5◦ step elevator input was initiated, the aircraft entered oscillatory
behavior that died out, subsequently achieving a new trim condition under the influence of constant
elevator input. The response agreed with the theoretical knowledge regarding the variation trends in
longitudinal sets of parameters.
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All states achieved trim state after oscillations, except for yaw angle, which reached a new trim 
condition. 

Figure A9. Aircraft response to aileron control impulse inputs. The effects of 5◦ aileron impulse
control input on the state are shown. The longitudinal states remained unaffected, whereas lateral
states were depicted as a short-period oscillation as a response to lateral control deflection, which
died out, quickly regaining its original position. As yawing and rolling motions are coupled with each
other, oscillations were recorded in both states. The bank angle φ recovered its original zero position;
however, the yaw angle ψ reached a new position, as expected from theoretical knowledge. All states
achieved trim state after oscillations, except for yaw angle, which reached a new trim condition.
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Figure A10. Aircraft response to rudder control impulse inputs at sea level. The effects of 5° rudder 
impulse control input on the state are shown. Similar behavior to that recorded for 5° aileron im-
pulse input was observed. All the states achieved the initial trim state after oscillations, except for 
yaw angle, which reached a new trim condition. 

 
Figure A11. Aircraft response to aileron control step inputs at sea level. Under the step aileron input, 
the aircraft achieved new trim states through short-period oscillations. For the forced response, the 
aileron step input was generated and the aircraft exhibited short-period oscillation and reached a 
new trim state under the influence of a constant lateral input. The aircraft steady-state roll rate can 
be seen in Figure 10 for the 5° aileron step input. 

Aircraft Trim Conditions and Control Response Under Cruise Flight Conditions 
Aircraft Response to Wind Turbulence and Wind Shear in Normal Flight 

 
Figure A12. Aircraft trim condition at cruise altitude. The model was updated with the cruise pa-
rameters to capture aircraft behavior under cruise flight conditions. For the selected cruise condi-

Figure A10. Aircraft response to rudder control impulse inputs at sea level. The effects of 5◦ rudder
impulse control input on the state are shown. Similar behavior to that recorded for 5◦ aileron impulse
input was observed. All the states achieved the initial trim state after oscillations, except for yaw
angle, which reached a new trim condition.
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Figure A11. Aircraft response to aileron control step inputs at sea level. Under the step aileron input,
the aircraft achieved new trim states through short-period oscillations. For the forced response, the
aileron step input was generated and the aircraft exhibited short-period oscillation and reached a
new trim state under the influence of a constant lateral input. The aircraft steady-state roll rate can be
seen in Figure 10 for the 5◦ aileron step input.
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Figure A12. Aircraft trim condition at cruise altitude. The model was updated with the cruise param-
eters to capture aircraft behavior under cruise flight conditions. For the selected cruise conditions, the
aircraft achieved trim flight conditions from the given initial conditions. The aircraft response behav-
ior was similar to the sea-level conditions, except for the variation in oscillatory frequency. Moreover,
the aircraft showed similar behavior to impulse and step control inputs for both longitudinal and
lateral modes, as was demonstrated for sea-level conditions.
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Figure A13. Aircraft response to vertical gust of 20 ft/s for 50 s. The aircraft response for 50 s of 
vertical gust can be observed from vertical velocity �w’ and �Angle of Attack’ versus time curve. The 
aircraft flight states were disturbed from the trim setting, but regained it once the gust was removed 
after 50 s. 

 
Figure A14. Aircraft response to 3D gust of 10 ft/s for 10 s. The aircraft response to the 3D gust 
phenomenon can be observed in this figure. A constant velocity wind gust of 10 ft/s was generated 
under sea-level flight conditions for 10 s using Simulink wind shear and gust blocks. As expected, 
the aircraft linear and angular velocities, and Euler angles with respect to the inertial frame were 
disturbed for the period of wind gust. Once the gust was removed, the aircraft regained its trim 
conditions. 

 

Figure A13. Aircraft response to vertical gust of 20 ft/s for 50 s. The aircraft response for 50 s of
vertical gust can be observed from vertical velocity ‘w’ and ‘Angle of Attack’ versus time curve. The
aircraft flight states were disturbed from the trim setting, but regained it once the gust was removed
after 50 s.
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Figure A14. Aircraft response to 3D gust of 10 ft/s for 10 s. The aircraft response to the 3D gust
phenomenon can be observed in this figure. A constant velocity wind gust of 10 ft/s was generated
under sea-level flight conditions for 10 s using Simulink wind shear and gust blocks. As expected, the
aircraft linear and angular velocities, and Euler angles with respect to the inertial frame were disturbed
for the period of wind gust. Once the gust was removed, the aircraft regained its trim conditions.
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Figure A15. Aircraft response to atmospheric turbulence at sea level. Simulations were con-
ducted with the turbulence block ‘ON’. As wind turbulence is a three-dimensional phenomenon,
all states were randomly vibrating about their trim positions. The random fluctuations were small
in amplitude and unable to destabilize the system response, but continued fluctuating about their
free-response behavior.

Aircraft Response to Wind Turbulence and Wind Shear at Landing Phase

(1) Landing Under Headwind and Tailwind Conditions.
(2) Landing Under Crosswind Conditions.
(3) Landing Under Vertical Wind Shear Conditions.

Aircraft Response to Microburst Under Landing Conditions.
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Figure A15. Aircraft response to atmospheric turbulence at sea level. Simulations were conducted 
with the turbulence block �ON’. As wind turbulence is a three-dimensional phenomenon, all states 
were randomly vibrating about their trim positions. The random fluctuations were small in ampli-
tude and unable to destabilize the system response, but continued fluctuating about their free-re-
sponse behavior. 

Aircraft Response to Wind Turbulence and Wind Shear at Landing Phase 
(1) Landing Under Headwind and Tailwind Conditions. 
(2) Landing Under Crosswind Conditions. 
(3) Landing Under Vertical Wind Shear Conditions. 

Aircraft Response to Microburst Under Landing Conditions. 

 
Figure A16. Aircraft response to headwind and tailwind at landing. The aircraft, on a 3◦ glide slope,
was subjected to 25 ft/s headwinds 7000 ft short of touchdown. The aircraft’s forward velocity ‘u’ is
plotted against time ‘t’, whereas vertical displacement ‘Z’ is plotted against time ‘t’ and horizontal
displacement ‘X’. The top set of figures represents ‘no wind conditions’, the middle set represents
‘headwind’, and the bottom set represents ‘tailwind’. The effective speed of the aircraft increased due
to headwind, thus generating more lift. As a result, the aircraft gained height and was disturbed
from its preset glide course. The aircraft experienced an overshoot of approximately 3000 ft from
the touchdown point. Similarly, an undershoot of approximately 4000 ft was recorded for a case of a
25 ft/s tailwind condition due to the reduction in the effective forward speed. The undershoot and
overshoot were increased to approximately 6000 ft once the wind velocity was increased to 30 ft/s.
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Figure A16. Aircraft response to headwind and tailwind at landing. The aircraft, on a 3° glide slope, 
was subjected to 25 ft/s headwinds 7000 ft short of touchdown. The aircraft’s forward velocity �u’ is 
plotted against time �t’, whereas vertical displacement �Z’ is plotted against time �t’ and horizontal 
displacement �X’. The top set of figures represents �no wind conditions’, the middle set represents 
�headwind’, and the bottom set represents �tailwind’. The effective speed of the aircraft increased 
due to headwind, thus generating more lift. As a result, the aircraft gained height and was disturbed 
from its preset glide course. The aircraft experienced an overshoot of approximately 3000 ft from 
the touchdown point. Similarly, an undershoot of approximately 4000 ft was recorded for a case of 
a 25 ft/s tailwind condition due to the reduction in the effective forward speed. The undershoot and 
overshoot were increased to approximately 6000 ft once the wind velocity was increased to 30 ft/s. 

 
Figure A17. Aircraft response to crosswind conditions at landing. Aircraft side velocity ‘v’ is plotted
against time ‘t’, whereas vertical displacement ‘Z’ and lateral displacement ‘Y’ are plotted against
horizontal displacement ‘X’. The top set of figures represents ‘no wind conditions’, while the bottom
set represents the ‘crosswind condition’. A case of a 25 ft/s 90◦ crosswind condition was also
simulated and, as expected, the aircraft started drifting in the direction of crosswind. Under the
simulated conditions, the aircraft became offset from its landing approach by approximately 450 ft.
The glide slope and touchdown point were negligibly affected. Owing to inherent coupling, the roll
and yaw rate along with variations in the roll and yaw angle were observed. Once the crosswind
condition was reduced to 10 ft/s, the offset condition was also reduced to 180 ft from the initial course.
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Figure A17. Aircraft response to crosswind conditions at landing. Aircraft side velocity �v’ is plotted 
against time �t’, whereas vertical displacement �Z’ and lateral displacement �Y’ are plotted against 
horizontal displacement �X’. The top set of figures represents �no wind conditions’, while the bottom 
set represents the �crosswind condition’. A case of a 25 ft/s 90° crosswind condition was also simu-
lated and, as expected, the aircraft started drifting in the direction of crosswind. Under the simulated 
conditions, the aircraft became offset from its landing approach by approximately 450 ft. The glide 
slope and touchdown point were negligibly affected. Owing to inherent coupling, the roll and yaw 
rate along with variations in the roll and yaw angle were observed. Once the crosswind condition 
was reduced to 10 ft/s, the offset condition was also reduced to 180 ft from the initial course. 

 

Figure A18. Aircraft response to vertical wind shear conditions at landing. The aircraft’s forward
velocity ‘u’ is plotted against time ‘t’, whereas vertical displacement ‘Z’ is plotted against time ‘t’ and
horizontal displacement ‘X’. The top set of figures represents ‘no wind conditions’, the middle set
represents ‘downwind gust’, and the bottom set represents ‘upwind gust’. Vertical wind shear
simulations were set for a wind velocity of 25 ft/s. In the case of a downwind gust condition of
25 ft/s, the aircraft angle of attack was decreased, putting the aircraft into a steep glide slope of
approximately 11–12◦ and undershooting the touchdown point by approximately 4000 ft. During
an upwind gust condition, the effective angle of attack increased for the aircraft, thus increasing the
overall lift of the aircraft. The aircraft momentarily gained height departing from its preset 3◦ glide
slope before diving again at a higher glide slope of approximately 10◦ and overshooting touchdown
point by a couple of hundred feet.
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Figure A18. Aircraft response to vertical wind shear conditions at landing. The aircraft’s forward 
velocity �u’ is plotted against time �t’, whereas vertical displacement �Z’ is plotted against time �t’ 
and horizontal displacement �X’. The top set of figures represents �no wind conditions’, the middle 
set represents �downwind gust’, and the bottom set represents �upwind gust’. Vertical wind shear 
simulations were set for a wind velocity of 25 ft/s. In the case of a downwind gust condition of 25 
ft/s, the aircraft angle of attack was decreased, putting the aircraft into a steep glide slope of approx-
imately 11–12° and undershooting the touchdown point by approximately 4000 ft. During an up-
wind gust condition, the effective angle of attack increased for the aircraft, thus increasing the over-
all lift of the aircraft. The aircraft momentarily gained height departing from its preset 3° glide slope 
before diving again at a higher glide slope of approximately 10° and overshooting touchdown point 
by a couple of hundred feet. 

 
Figure A19. Aircraft response to microburst at landing. The aircraft’s forward velocity �u’ and ver-
tical velocity �w’ are plotted against time �t’, whereas vertical displacement �Z’ is plotted against 

Figure A19. Aircraft response to microburst at landing. The aircraft’s forward velocity ‘u’ and
vertical velocity ‘w’ are plotted against time ‘t’, whereas vertical displacement ‘Z’ is plotted against
horizontal displacement ‘X’. The top set of figures represents ‘no microburst conditions’, while the
bottom set represents ‘microburst conditions’. A microburst with a maximum velocity of 25 ft/s
was simulated. As the physical spread of the velocity profile was greater, the burst simulation was
started at 32,000 ft short of the actual touchdown point. In the first phase, a headwind of 25 ft/s
was built up and sustained for 10,000 ft and was transitioned into a sustained downwind of 25 ft/s
for another 10,000 ft. In the last phase, the downwind was transitioned into a tailwind of 25 ft/s,
which continued until touchdown. As expected, initially, the aircraft gained height in the headwind
condition due to the increase in effective speed, departing from its 3◦ glide course, followed by a
sharp dip under the influence of sustained downwind. The aircraft momentarily leveled off while
transitioning from downwind to tailwind and then glided down at a sharp angle of ~14.5◦ under the
influence of tailwind by effectively reducing the aircraft’s forward speed. Aircraft touchdown was
ssapproximately 8000 ft short of the actual touchdown point. Moreover, the descent rate was also
high on touchdown. It was the high glide slope angles and higher descent rate that led to aircraft
crashes while encountering microbursts short of the runway.
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