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Abstract: The White Sea is a small shallow sea covered by ice in winter. There are very few numerical
models of this sea. For the ice-free sea, much data has been collected, but for winter only a small
amount (satellite data only). We use our finite-element numerical model Jasmine and satellite data to
trace the ice advection and exchange between parts of the White Sea. The aim of the investigation is to
adjust the model to adequately reproduce the White Sea ice dynamics. By comparing satellite data on
sea-ice concentration with the model prediction, we show that the model describes sea-ice dynamics
well, and use it to estimate ice flow from bays to the middle part of the sea and ice exchange through
the narrow strait. Ice exchange between neighbouring parts of the sea is shown to be intensive, with
large dispersion compared to the time-mean, and bays are shown to be ice producers, while the Gorlo
straight is shown to accept ice. We demonstrate that the model is a tool that can be used to better
understand the winter regime of the sea.

Keywords: White Sea; numerical simulation; sea ice; winter regime; satellite data; currents

1. Introduction

The White Sea is one of the most studied seas in Russia. It was occupied several
hundred years ago by a population who settled on the coasts and used the sea to fish and
hunt marine animals. Parts of the sea have their own names (Figure 1). Scientific research
has been carried out here for about two hundred years. Most expeditions to investigate the
area have occurred in the warm period of the year. Due to the complexity of organizing
winter expeditions and the winter regime of this reservoir, the ice dynamics and ice rafting
have been studied sporadically, mainly at river mouths or at the White Sea biological
stations, which are localized in a small area of Kandalaksha Bay.

Nevertheless, these data are extremely important for understanding the volumes and pat-
terns of ice drift and ridging and the functioning of ecosystems, including cryocommunities.

The White Sea is of considerable interest to scientists. The survey [1] (updated and
published in Russian in 2007) and the collective monograph [2] summarize the results of
interdisciplinary studies of the White Sea. The book [2] summarizes data that has been
obtained over several years (since 2007). In recent years, warming has been observed
in the Arctic [3,4], including the White Sea [5], so these surveys are somewhat outdated.
The ice cover is shrinking and the periods of ice formation and ice destruction are shifting.
Consideration of possible changes to the ecosystems is required, with the development of
climate warming taken into account. In this regard, it is necessary to have numerical models
that adequately describe the situation and are consistent with observational data. To our
knowledge, there are no comprehensive studies on the winter regime of the White Sea.

From a numerical simulation viewpoint, the White Sea is a relatively small shallow
sea with a complex bathymetry and coastline. Strong tidal sea-level fluctuations result in
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high current velocities (up to 2 m/s) and relatively high available potential energy. This
imposes strong constraints on the time step due to the Courant–Friedrichs–Lewy condition.

Conditions in the bays are significantly different: some exchange matter and energy
with the neighboring areas more actively, others much less. Depths in the bays differ. Some
bays are fed by strong rivers, and river discharge plays an important role, because rivers
bring 4% of the sea volume annually [1]. Due to this, the salinity of the White Sea is lower
than in the neighboring Barents Sea, and varies significantly over the sea. Fresh water
is also responsible for stratification, which is difficult to reproduce in the model. A key
feature needing description is the active mixing that occurs due to tidal dynamics.

Figure 1. Parts and coasts of the White Sea. Areas of the parts are (thousand km2): Voronka 24.6,
Gorlo 10.2, Mezenskiy Bay 5.6, Bassein 21.8, Dvinskiy Bay 9.6, Onezhskiy Bay 12.3, Kandalakshskiy
Bay 6.5.

The authors developed and support a comprehensive numerical model of the White
Sea, called Jasmine, which is described in more detail below in Section 2.3. The purpose of
the study was to adjust the thermohydrodynamic block of the Jasmine model to adequately
reproduce the dynamics of ice cover in the White Sea.

Studying sea ice is important. It has been less studied than the currents, thermohaline
dynamics, etc, and it is harder to perform in situ measurements. Ice in the White Sea is
seasonal: it melts in late spring and starts to appear in late autumn, and can carry matter
from one part of the sea to another. It is important to tune the model so that it can predict
ice distribution, thickness, amount, and presence in certain locations. The response of the
sea to climate change is also of interest; for example, late ice appearance might be a threat
to seals that need ice to breed, because they keep their pups on ice floes. Moreover, sea ice
has been recognized as a sensitive indicator of changes to the climate.

Therefore, better understanding of sea-ice behaviour in the White Sea would be useful
for planning winter expeditions, winter navigation, and management of the marine ecology
and aquaculture.
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We describe the state-of-the-art in Section 2.3; we note that there is a lack of compre-
hensive models of the White Sea.

2. Materials and Methods
2.1. Winter Currents and Approaches to Estimating Them

In winter, it is quite difficult to measure the currents, as navigation is difficult for large
ships, and is not possible for small ones. Automated data collection in the White Sea and
the use of Doppler current-velocity meters are prohibited by restrictions imposed by the
Ministry of Defense. Data collected by submarines are not available. Only observations
from scientific stations are available; unfortunately, there are very few of them in the
White Sea and almost all are concentrated in a small section of the coast and islands
of Kandalakshskiy Bay. These sources are insufficient to describe the movement of ice
in winter.

The only approach possible is numerical simulation, but any model requires data-
based verification. One possibility is to track the motion of ice and the exchange of
ice between parts of the sea. Satellite images are most suitable for model verification.
Nevertheless, there are also some difficulties with these, since for about 200 days a year
there is an increased amount of cloud over the White Sea.

The tidal currents form a stable pattern. The northern part of the sea is separated
from the southern part by the relatively narrow and shallow strait referred to as Gorlo;
it prevents penetration of the induced tidal wave to the southern part of the Sea. Thus,
in the northern part of the sea, tidal currents are strong, and the tide can be up to 10 m high.
To the south of Gorlo, the currents are weak, with the exception of certain local areas in
Kandalakshskiy Bay, and the tide is 1.5–2 m. A constant flow is directed from Dvinskiy
Bay to Gorlo and travels further along the Zimniy coast to Voronka. From Voronka into
Gorlo, waters of another constant current flow and are directed along the Terskiy coast to
Kandalakshskiy Bay.

The general pattern of both the residual and thermohaline currents in the White Sea
reflects counterclockwise movement of the water mass. It is complicated by the complex
configuration of the sea, the rugged coastline, and the local features of bays. In addition,
there are quasi-permanent eddies and frontal zones in the White Sea.

Since the intensity of both thermohaline currents in the White Sea strongly depends
on river runoff, they exhibit seasonal dynamics. The summer currents have been studied
much more than the winter currents.

We know that water flux out of the bays in summer is very close to the river runoff,
if averaged over days or for longer time periods. Precipitation and evaporation are very
close to each other, so the flux from above is negligible (this is stated in [1] and our
simulation results agree with this). In winter, snow might accumulate on ice and does
not influence water exchange. Tidal motion brings water in and out of the northernmost
part of the sea called the Voronka, though the daily balance is close to zero. Temperature,
salinity, and passive tracers are carried by the tidal waves, but the amounts of water that
are transported there and back are almost the same. On the other hand, the incoming and
outgoing flows are affected by different shores, due to the Coriolis force, for example, so
the water exchange pattern is of interest.

We sought to study the water exchange between parts of the sea in winter using
numerical simulation and satellite data, comparing the results. Ice is a visible marker, so
we used sea-ice concentration dynamics. The model used is able to separate ice change due
to melting and freezing and ice advection, which is of intrinsic interest.

2.2. Estimating Sea-Ice Concentration in the White Sea

A complete assessment of the dynamics of the ice situation in seas can only be under-
taken using satellite data, which are able to cover a much greater area compared to visual
observations from stationary observation stations. Microwave-range instruments used on
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satellites can also take measurements 24 h a day irrespective of the cloud cover: this is
crucial when studying vast areas of seas [6–9].

According to [10–13], satellite microwave passive sensor data from November 1978 to
the present were used for monitoring and assessing changes in the ice cover of the Arctic
Ocean. The authors of [14] stated that such data are optimal for these tasks, i.e.,the analysis
and assessment of the multiyear variability of ice cover in the Arctic Ocean. Therefore,
in this study, we also used satellite microwave passive sensor data provided by the National
Snow and Ice Data Center NSIDC (https://nsidc.org/data/G02135/versions/3, accessed
on 18 August 2022).

Calculations of the sea-ice extent and concentration from the passive satellite data
based on microwave brightness temperature were available from October 1978. The first
data were obtained using the scanning multichannel microwave radiometer (SMMR)
Nimbus-7, and, since August 1987, using a series of special sensor microwave imager
(SSM/I) and special sensor microwave imager/sounder (SSMIS) radiometers on defense
meteorological satellite program (DMSP) satellites (Table 1).

These satellite data were available as daily-averaged fields of ice concentration in
the polar stereographic projection with a cell size of 25 × 25 km2 and a time resolution of
two days from 26 October 1978 to 20 August 1987, and of one day from 21 August 1987 to
the present.

Because ice processes in the White Sea have spatial heterogeneity due to factors such
as strong winds and interactions with the Barents Sea [15], we estimated ice conditions for
the parts of the Sea (Figure 1). The sea was divided into bays and other parts according
to the description provided in [16]. This made it possible to identify spatial and temporal
patterns of the ice regime in the White Sea.

Table 1. Radiometers and satellites used in several time spans.

Satellite, Radiometer Time Span

Nimbus-7 SMMR 26 October 1978–20 August 1987
DMSP-F8 SSM/I 21 August 1987–18 December 1991
DMSP-F8 SSM/I 19 December 1991–29 September 1995

DMSP-F13 SSM/I 30 September 1995–31 December 2007
DMSP-F17 SSMIS 1 January 2008–31 December 2020
DMSP-F18 SSMIS 1 January 2021–up to now

2.3. The Numerical Model

Phenomena in the White Sea have been numerically simulated much less often than,
for example, the neighboring Baltic Sea (see, e.g., [17–19] and an old, but still interesting,
paper [20]). A fairly complete overview of the models of the White Sea is given in [1] but
there are no more recent surveys.

An operational monitoring system [1,21] is actively used for short-time forecasts. Its
main drawback is that ice is not included (so it is a summer-only model) and only a part of
the Sea is considered.

I.A. Neelov’s [1] numerical model is currently not supported.
The ocean-sea ice-biogeochemical model Jasmine [22] is based on the coupled ocean-

sea ice model FEMAO (finite-element model of the Arctic Ocean, Iakovlev [23]) and the
biogeochemical model BFM [24]. Discretization, numerical schemes, and other details for
solving the equations are described in [23]. Adaptation of the model for the White Sea is
reported in our paper [22], and parallel implementation is described in [25].

FEMAO is a primitive equation model of the Arctic Ocean with a standard set of
approximations, such as Boussinesq, incompressibility and hydrostatics, a linearized free
upper surface, 2.5-level Mellor–Yamada [26] with surface-wave parameterization [27,28],
diffusion on isoneutral surfaces (according to [29]) and Gent–McWilliams [30] eddy-induced
transport with a spatially variable coefficient [31]. Note, that eddy-induced transport is

https://nsidc.org/data/G02135/versions/3
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important even in the case of relatively fine model horizontal resolution due to the small
Rossby radius of deformation (about 1 km [32]). The length scale in the parameteriza-
tion [31] is set to be equal to the mean model horizontal mesh size. The background
coefficient of the diffusion of scalars (temperature, salinity and biochemical characteristics)
is 0.05 m2/s. The horizontal viscosity can be parameterized by two schemes: by the vector
Laplace operator on a sphere with constant coefficient 0.1 m2/s, and by the biharmonic
operator, with the constant viscosity coefficient, scaled in a proper manner to effectively
dump the two-step numerical mode. The governing equations are described in the Supple-
mentary. In the present study, focusing mainly on sea-ice modeling, the first approach was
applied, i.e., the vector Laplace operator on a sphere. A detailed comparison of the two
parameterizations is beyond the scope of the paper.

Tides induced by the incident wave from the Barents Sea are extremely important for
the White Sea because they produce both of the relatively strong residual currents [1], and
induce the essential vertical mixing of shallow waters, producing tidal fronts. In this model,
tides are described as a harmonic oscillation on the dominant M2 frequency of the sea level;
the boundary condition by Flather [33] is imposed for the velocity. The solar radiation
spectrum is split into two bands: short-wave and long-wave, decaying exponentially with
the depth scales 1.2 m and 28 m, and occupying 68 and 32% of the spectrum, respectively.
Snow on ice is assumed to completely block the light.

The numerical scheme is close to the well-documented FESOM [34] with some minor
differences, except for the horizontal grid. The FEMAO horizontal grid is regular, with con-
stant steps in the angular metric (which correspond to about 3 km in both directions).
Unlike the model of the Arctic Ocean, where the axes are rotated, we use geographic
coordinates, because the Pole is out of the area and the sea is quite small, so that the grid is
not degenerate and the grid elements are of more or less equivalent area. The vertical grid
horizons (there are 41) have a step of 5 m up to a depth of 150 m and then 10 m. The time
step is 6 min, mainly due to high tidal current speed.

The primary consideration of the paper is the setup of the sea-ice model. the main
aspects of the dynamics and thermodynamics are similar to the FESIM 2 model [35] (N.
Iakovlev is one of the authors). It is also based on elastic-viscous-plastic rheology, but the
physical formulation is more sophisticated; there are several ice-thickness gradations,
and the ice-thickness redistribution, ridging and ice-strength schemes are more physically
consistent and follow the Los Alamos Laboratory CICE model [36]. An ensemble of ice
floes is described by the distribution of the probability of meeting an ice floe of the given
thickness; this distribution is approximated by a discrete distribution, with 14 gradations
of thickness. The sea-ice concentration (also called the compactness) is this probability. It
can also be understood as the area covered by the ice of a given thickness relative to the
grid cell area. These values are 0.1, 0.2, 0.3, 0.5, 0.7, 1, 1.5, 2, 3, 4, 5, 6, 10 m. As the White
Sea ice thickness is generally less than in the Arctic Ocean, some tuning parameters of the
ridging scheme were optimized.

The transport of snow and ice by ice drift (in terms of both mass and concentration
for each ice-thickness gradation) is calculated by the finite-element flux corrected Taylor–
Galerkin scheme (FCT-TG) [37], which guarantees the positiveness of the solution (this
scheme is also used for ocean scalars, such as temperature and salinity, and biochemical
parameters, if required).

The sea-ice thermodynamics are described locally for each ice-thickness gradation by
a zero-dimensional model similar to that of Semtner [38], but with some modifications to
the numerical scheme for solving the surface temperature [39], and a parameterization for
melt ponds and snow-on-ice distribution added to the albedo scheme [23].

If there is no snow, the penetration of solar radiation with an exponentially decaying
depth scale of 1.5 m is imposed.

The choice of a zero-dimensional model was due to the relatively thin seasonal ice all
over the White Sea with a typical value of 0.5 m, which is recommended to be treated as ice
of no heat capacity and with a linear temperature profile (see [36]).
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The general setup of the model is traditional for sea models forced by the atmosphere
and rivers (examples include the AOMIP: Arctic Ocean Model Intercomparison Project,
or the CORE-II: Coordinated Ocean-ice Reference Experiment, Phase 2). Although sea-ice
dynamics are nonlinear, the large-scale response (time- and space-averaged) is assumed to
be mainly deterministic, so we need no ensemble runs. The averaging is determined by
satellite data for one or two days, and over 25 km. This is more than inertial oscillations and
much more than the 1–2 km Rossby radius which are typical for the White Sea. The model
resolution is 3 km; thus, the part of the mesoscale eddies spectrum is treated parametrically
by the horizontal diffusivity, as discussed above [29,30]. With a 3 km spatial resolution,
the sea-ice dynamics can be treated as stable (except for very special and fast cases of
ridging); this is confirmed by long-time experience, not only with this model, but with
many climate and weather-forecast models across the world. The model numerics are
based on well-documented numerical schemes and iterative solvers and the past set of
tests, and have already been used to reproduce the observed White Sea circulation and
temperature and salinity, so it is anticipated that the final results would be relevant.

Atmospheric forcing is given by 6-h NCEP reanalysis data [40] for the following vari-
ables: air temperature at 2 m, air pressure at sea level, humidity, cloud cover, precipitation,
and wind speed at 10 m. The components of turbulent and radiation heat fluxes, and of
momentum fluxes, are computed according to the AOMIP (Arctic Ocean Model Intercom-
parison Project) protocol. The reanalysis data were linearly interpolated on the model grid.
Unfortunately, the horizontal resolution of the NCEP data is two degrees; thus, only a
few data grid points are available in the study area with no local features generated by
orography and sea-land contrasts.

At the White Sea–Barents Sea interface, the climatic monthly mean temperature and
salinity fields were specified for the cases of inflow and free outflow of the model tempera-
ture and salinity.

Rivers play an important role in White Sea dynamics due to the salinity contrast. There
are six rivers taken into account with specified multiyear monthly mean runoffs. The treat-
ment of rivers is by virtual flux similar to MOM4.1 [41]. The salinity and temperature of
each river is a matter of tuning. The sources of data are collected and discussed in our
survey [42].

3. Results and Discussion

We simulated the White Sea dynamics for ten years from 2008 to 2017. Sea-ice concen-
tration can change due to melting/freezing and due to advection, when the ice is taken
out of the chosen domain. The model reproduces these processes and can separate them.
Ice advection is calculated via two-dimensional divergence. We use the routine for finite-
element numerical integration (and the Gauss theorem) to obtain the flux of the sea ice
(in terms of relative area) out of the arbitrary domain. We did this for the parts of the sea
and obtained the results presented in (Figure 2). The black curve shows the area of ice
taken out of the region (so negative values correspond to ice inflow); the red horizontal line
represents the time average.

For the whole sea and the river-fed bays, the average ice flux is out of the domain,
with complex oscillations in time. There are several days in a row with positive balance
(more ice taken out than brought in), then a day or two of negative balance, then a positive
balance again.

The time-average flux (the red horizontal line) shows the difference between the
amount of ice that appears and melts within the domain. Zero flux means that some ice
comes in, some ice (the same or other) leaves, but by summer there is no ice anyway. Some
regions might destroy ice that has frozen elsewhere.
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Figure 2. The ice carried out of (positive values) and into (negative values) the sea region during a
year, km2; the red line is the time average.

Kandalakshskiy Bay has almost zero average flux, though several streams feed it.
Some ice comes from the Bassein (the middle part of the Sea) to the Bay and the same
amount of ice leaves it. Voronka, the region that contains the inter-sea boundary, also has
zero average flux. The boundary condition assumes that, at the other side of the boundary,
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the sea-ice concentration is exactly the same (zero normal derivative assumption), but the
total sea balance is positive. This means that Gorlo and Mezenskiy Bay provide some ice.
Gorlo, the narrow strait between two parts of the White Sea, is the only part with negative
balance, so it receives (a little) more ice than leaves it. As we have seen, it supplies ice to the
Voronka, so it consumes ice from the White Sea core, which, in turn, collects ice from two
river-fed bays, Onezhskiy and Dvinskiy. Gorlo is narrow, so the ice there is stuck. The plot
shows that, at the beginning and end of winter, negative balance dominates. The first effect
is a consequence of the general outflow of the Sea and the ice-filled Gorlo. New ice is just
transported to the strait and increases the concentration there. In spring, however, the river
discharge becomes stronger, the ice melts and ice from the bays and the core is transported
to the Gorlo to melt there. There is a short time (about one week) before complete melting
of the ice, where the outflow is more than inflow; during this week, the remaining ice is
transported out of the Gorlo.

The figure supports the statement that the ice transfer between the parts of the sea in
spring is of the greatest practical interest.

The model is able to evaluate the amount of freezing/melting ice. For the whole sea,
the balance is, as we already know, positive; more ice appears than melts, because some ice
flows out of the sea. In Figure 3, we show ice melting/freezing. These lines were obtained
by numerical differentiation of the sea-ice concentration and subtracting the pure advection.
Such large oscillations are due to ridging, which can make the ice thicker, reducing the ice
area. It can be seen that, during the quick-melting season, the daily melt is about 5–6%
(>4000 km2) of the sea area (90,000 km2), while in separate parts, it is much more: 10% in
Dvinskiy bay (1000 km2 compared to 9600 km2), 30% in Gorlo (1500 km2 to 10,200 km2),
and about 10% in Kandalakshskiy bay. This agrees well with the satellite observations.

Analysis of the NSIDC satellite data showed that at the beginning and end of the ice
period in the White Sea, sea-ice concentration changes drastically (10–12%); this produces
jump-like noise in the plot (Figure 4) when the ice freezes and when it actively melts.
For parts of the sea, this phenomenon is strong in Kandalakshkiy Bay (about 40 per day)
and also (but less so) in Onezhskiy Bay (up to 17–19% per day). In our opinion, this
is due to the limitations of the NASA Team algorithm used. In particular, processing
land-sea boundary pixels in domains with complex coastlines might cause errors due to
incorrect pixel classification. Unfortunately, the available documentation for the data we
used (https://nsidc.org/data/G02135/versions/3, accessed on 18 August 2022), provided
by NASA, does not describe how the algorithm processes the boundary pixels.

In Figure 4, the daily sea-ice concentration for the whole White Sea for the time-span
2008–2017 and about one year (days 1000–1500, starting from 1 January 2008) is compared.
The plots show that the model closely agrees with the satellite data. Using the popular
mean-square criterion

N−1

√
∑

i

(xi − yi)2

(yi + 1)2 ,

we get 0.09 (here N is the size of the sample,and x and y are two vectors of model values and
the observations). The worst possible value for the probability-type quantities (between 0
and 1) is 1 (if x is constant 1 and y is constant 0). For the random vectors of the same size
the value is close to 0.3. The linear regression is significant at a trust level of at least 10−8,
with R2 = 0.86. The same is true for the parts of the sea. The north-western Kandalakshskiy
Bay is worse than other parts of the sea. The reasons are discussed above.

https://nsidc.org/data/G02135/versions/3
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Figure 3. Freezing and melting of ice in the sea region during a year, km2/day.

Figure 4. Daily sea-ice concentration for the White Sea for the time-span 2008–2017 (left side) and
about one year (days 1000–1500, starting from 1 January 2008) (right side). The red curve is for the
data, the black one is for the model.
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Figure 4 also shows that, for both the model and the satellite data, ice formation starts
in December and the sea is mostly ice-covered by January. The ice concentration reaches its
maximum in February, melting starts in the second part of April and becomes very fast
in May. The sea is ice-free in the beginning of June. These results agree well with earlier
studies based on aerial reconnaissance of sea ice and data from 25 hydrometeorological
stations for the years 1951–1985.

4. Conclusions

Theoretical understanding of the winter regime of the White Sea, such as the weaken-
ing of the intensity of currents, the timing of ice formation and destruction, and the removal
of ice fields from the bays of the sea, is confirmed by numerical experiments. The results of
the analysis of satellite images over a period of 10 years made it possible to verify the model.
Each bay of the White Sea has its own regularities for the duration of the ice regime and
the features of ice melting and removal to other areas of the sea, which are demonstrated
by numerical simulation.

The discrepancy between satellite and model data at the beginning of the ice formation
process and at the very end of the winter period of each year can be explained by the
features of the “NASA Team” algorithm, which does not take into account edge pixels due
to low spatial resolution. The maximum errors are observed in Kandalakshskiy Bay, which
has the most indented coasts, contains many closed and semi-closed bays, and is where the
ice forms first and melts last.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/fluids7100324/s1, Supplementary: Governing Equations of Sea-
Water and Ice.
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