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Abstract

:

While the number of computational studies considering two-phase flows in microfluidic systems with or without mass transfer is increasing, numerical studies incorporating chemical reactions are still rare. This study aims to simulate the catalytic hydrogenation of nitrobenzene in gas-liquid Taylor flow by combining interface-resolving numerical simulations of two-phase flow and mass transfer by a volume-of-fluid method with detailed modeling of the heterogeneous chemical reaction by software package DETCHEMTM. Practically relevant physical properties are utilized for hydrodynamic and mass transfer simulations in combination with a preliminary reaction mechanism based on density functional theory. Simulations of mass transfer are conducted using a predetermined velocity field and Taylor bubble shape. At the beginning of the simulation when liquid nitrobenzene is not saturated by hydrogen, axial profiles of surface species concentrations and reaction rates show local variations. As hydrogen dissolves in nitrobenzene, the concentration profiles of surface species at the wall become uniform, eventually reaching an equilibrium state. Neglecting the local variation in a short initial period will allow further simplification of modeling surface reactions within a Taylor flow.
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1. Introduction


Microfluidic systems operating with continuous multiphase flows have emerged as an attractive technology characterized by fast heat (and mass) transfer, efficient mixing, short residence time and an absence of hydrodynamic dispersion [1]. The predominant two-phase flow pattern in microchannels at sufficiently low gas and liquid superficial velocities is segmented flow, which consists of a sequence of elongated gas bubbles (Taylor bubbles [2]) separated by liquid slugs. Segmented flow (also known as Taylor flow) significantly improves chemical reaction rates and efficiency [3] and is beneficial for multiphase monolith reactors [4] by means of a very thin liquid film between bubbles and catalytic wall as well as large interfacial area [5]. Several studies report that the interfacial mass transfer within Taylor flow that governs the reaction efficiency depends on liquid phase diffusion coefficient [6], linear velocity [7], gas superficial velocity [8] or channel size [9]. Recent reviews provide detailed insight on the subject [10,11,12].



The hydrogenation of nitrobenzene is a designated reaction within the framework of the Helmholtz-Energy-Alliance (HEA) project “Energy-efficient chemical multiphase processes” [13]. The first mechanism proposed for this reaction is the Haber mechanism [14] composed of multiple steps of electrochemical reductions accompanying nitrosobenzene and phenylhydroxylamine intermediates. Despite this pioneering reaction mechanism, most early studies [15,16] are focused on empirical kinetic models that consist of simple functions of the fractional order of reactants without definite relation to the reaction mechanism. A few studies [17,18] have established a system of reduced differential equations to determine the rates of elementary reactions from the experimental observation. Gelder et al. [19] suggest a new mechanism with Pd-hydroxyamino being a common surface intermediate instead of nitrosobenzene. Although the reaction has long been studied in a wide range of conditions with respect to phase, solvent and catalysts, many studies conclude that its mechanism has not been fully elucidated yet. Thus, simplified global reaction mechanisms such as the Langmuir-Hinshelwood type mechanism have been widely used in the optimization of reaction processes dictated by, for example, liquid-gas or liquid-solid mass transfer, solubility, operating pressure and stirring speed [20,21,22,23]. Recently, models based on the density functional theory enable the reaction path analysis and determination of activation energies for the constituent elementary steps [24,25].



Although Taylor flow is an attractive gas-liquid flow pattern for hydrogenation of nitrobenzene [26,27], the established reaction mechanisms are mostly employed to the numerical studies on simple zero-dimensional batch reactor models due to the computational complexity, especially for resolving the interface. In the same context, early studies mostly assume a fixed shape of single or multiple bubbles instead of solving the bubble shapes depending on full interaction among the inertial force, viscous force and surface tension. With the prescribed bubble shape, only the flow in the continuous liquid phase is solved [28,29,30,31] in combination with mass transfer calculations [32,33] in the frame of reference moving with the bubble. With the growth of computational power, interface-resolving simulations with the volume-of-fluid (VOF) and level-set methods became more popular as these enable accurate prediction of the realistic shape of the bubble as a part of the solution [34]. Numerical studies that do not assume a given bubble shape employ either a moving frame of reference [35,36] or a fixed frame of reference. In the latter case, a single bubble is placed in the computational domain in combination with periodic boundary conditions in flow direction, the so-called unit-cell concept [37,38]. In addition, the adaptive mesh refinement technique that aligns the grid with the interface benefits from its immanently accurate computation of interfacial heat [39] and mass transfer [40,41]. Recent reviews by Gupta et al. [42] and Talimi et al. [43] provide an overview of the state-of-the-art techniques and limitations of numerical modeling on the hydrodynamic and mass transfer within a Taylor flow. Most of these studies are interested in flow and mass transfer patterns and overall mass transfer coefficients. The consumption and production of species as results of reactions have been very rarely investigated due to the lack of information required to consider practically relevant conditions. Detailed reaction mechanisms, which play a key role in exploring the underlying reaction characteristics, have not yet been applied in simulations of Taylor flows.



The objective of this study is to combine interface-resolving numerical simulations of gas-liquid Taylor flow with detailed modeling of surface reactions occurring at the solid catalytic wall. For this purpose, a computational model has been accomplished by coupling two computer codes, TURBIT-VOF [38,44] and DETCHEMTM [45]. TURBIT-VOF is an interface-resolving solver based on geometric VOF method computing hydrodynamics of gas-liquid flows and mass transfer of dilute species in both phases. DETCHEMTM (for DETailed CHEMistry) is a software package for modeling multiphase reactive flows designed to handle detailed reaction mechanisms. A recent study in the same context provides a useful step toward modeling catalytic gas-liquid Taylor flows at practically pertinent conditions [46]. The previous work is focused on the determination of physical properties and test conditions to set up practically applicable simulations with a simplified one-step global reaction mechanism (   C 6   H 5    NO  2  + 3  H 2  →  C 6   H 5    NH  2  + 2  H 2  O  ). Using an identical computational configuration, the present study extends the capability of the solver with a view of applying detailed reaction mechanisms. The coupled solver employs two-dimensional (planar) isothermal flow within a single unit-cell. The Taylor flow hydrodynamics is assumed to be unaffected by solutes or reaction products, as usual for many other studies regarding two-phase mass transfer [38,47,48,49,50]. Therefore, the velocity field and bubble shape of fully developed quasi-steady Taylor flow are predetermined and employed as frozen fields when solving unsteady two-phase mass transfer and catalytic reactions to reduce computational efforts without sacrificing accuracy. The catalytic hydrogenation of nitrobenzene consists of a series of elementary reaction steps of intermediate surface species, which highly depend on the catalyst utilized in the process, and no detailed mechanism for this reaction is available in the literature. Thus, a preliminary reaction mechanism based on the activation energies from density functional theory is modified for this study. Although the reaction mechanism is not validated, it is useful to demonstrate the proof of concept of our numerical approach. To our knowledge, this is the first time that an interfacial CFD computation of gas-liquid Taylor flow is combined with a detailed mechanism for heterogeneous catalytic reactions. As a feasibility study, the bulk and intermediate surface species alongside the progress of mass transfer from the gas bubble to the catalyst wall are qualitatively analyzed.




2. Numerical Methodology


This section introduces some general assumptions followed by the governing equations for hydrodynamics and mass transfer. Finally, the coupling methodology between the computer codes TURBIT-VOF and DETCHEMTM is explained.



2.1. General Assumptions


The solution procedure of the coupled computer code consists of several consecutive steps based on the assumptions, applying with a view to efficient computation. Firstly, the coupled solver assumes that mass transfer and reactions do not affect the hydrodynamics of gas-liquid flow. This assumption allows significant reduction of the computation time by decoupling hydrodynamic and mass transfer calculations. During the physical time span of 5 ms in this study, the produced aniline concentration in the previous numerical study [46] is less than 0.001% of nitrobenzene concentration. This agrees with the results from an experimental study [21] which shows that it takes about 50 min to completely convert half a liter of nitrobenzene. Thus, the assumption is only valid for the simulations covering a short physical time for which negligible influence of mass transfer and reactions on liquid composition is presumed. In the same context, the solver employs constant fluid properties (density, viscosity, surface tension) corresponding to given pressure (p) and temperature (T). Potential effects of the heat of reaction and any phase change are thus neglected. Due to the small channel size, gravity/buoyancy forces are neglected as well.



With these assumptions, the mass transfer and reactions are computed on the predetermined Taylor bubble shape at the quasi-steady flow field in the moving reference frame. The decoupled solution procedure is beneficial for mass transfer computation by omitting the calculation of momentum equations including the time-consuming solution of the pressure Poisson equation. The Taylor bubble consists of pure hydrogen gas and its volume is kept constant. Further details on the solution procedure upon the moving reference frame and estimation of physical properties are described in Woo et al. [46].



The two immiscible and incompressible fluids are modeled by non-dimensional locally volume-averaged single-field conservation equations [38,51]. The reference quantities for normalization are denoted by subscript ref (ref) and the non-dimensional variables and differential operators are denoted by superscript *, i.e.,    ∂ t *  =  (   L  ref   /  U  ref    )   ∂ t    and      ∇ *  =  L  ref   ∇  .




2.2. Hydrodynamic Equations


The governing equations for hydrodynamic simulations consist of non-dimensional continuity and momentum conservation equations given by:


   ∇ ∗  ⋅   u  m *  = 0 ,  



(1)






     ∂  t *   (  ρ m *    u  m *  ) +  ∇ ∗  ⋅ (  ρ m *    u  m *    u  m *  ) = −  ∇ ∗   P *  +    L  ref      ρ  ref    U  ref  2      Δ  p  UC      L  UC        e  ^   axial             +  ∇ ∗  ⋅   f  μ L  + ( 1 − f )  μ G     ρ  ref    U  ref    L  ref      [   ∇ ∗    u  m *  +   (  ∇ ∗    u  m *  )  T   ]  +    L  ref      ρ  ref    U  ref  2    σ  a  int − V   κ    n  ^   int   ,    



(2)




where the subscript m denotes the mixture properties of two phases.    ρ m    and     u  m    are the non-dimensional mixture density and velocity, defined as:


   ρ m *  : =   f  ρ L  + ( 1 − f )  ρ G     ρ  ref     ,       u  m *  : =   f  ρ L     u ¯   L   V L    + ( 1 − f )  ρ G     u ¯   G   V G       ρ m    U  ref      



(3)




Here,    ρ L    and    ρ G    denote the density of each phase,      u ¯   L   V L      and      u ¯   G   V G      are the intrinsic mean velocities of the phases within a mesh cell, and  f  is the liquid volume fraction.



The specific form of the momentum Equation (2) is suitable for computation of the immiscible two-phase flow in the unit cell configuration. The meaning of the non-dimensional terms on the right-hand side is as follows. The first term corresponds to the gradient of the reduced (periodic) pressure,    P *   , while the second term represents the pressure gradient along the unit cell that drives the flow in axial direction (     e  ^   axial    ). The third and fourth terms represent viscous forces and surface tension forces containing the properties,    μ L    and    μ G   —viscosities of each phase,  σ —the surface tension coefficient,    a  int − V    —the volume-specific interfacial area within a mesh cell,  κ —the interface curvature and      n  ^   int    —the unit normal vector to the interface pointing into the liquid phase.



The liquid volume fraction is solved by a geometric VOF method to ensure the sharpness of the interface while taking advantage of the excellent mass conservation properties of VOF methods. The transport equation of liquid volume fraction is defined by:


   ∂  t *   f +  ∇ ∗  ⋅ f   u  m *  = 0  



(4)




The mesh cells either with   f = 1   or with   f   =   0   correspond to the cells completely consisting of liquid or gas, respectively. In each mesh cell with   0 < f < 1   where both phases coexist, the exact plane interface reconstruction algorithm (EPIRA) determines the orientation (normal vector) and location of the plane interface therein. Interface curvature is computed as divergence of the unit normal vector, see References [44,51] for details. The set of hydrodynamic Equations (1), (2) and (4) is solved by a finite-volume pressure correction method using a structured, staggered Cartesian grid, in combination with an explicit third-order time integration Runge-Kutta method.



By this procedure, the velocity field in both phases is obtained in the fixed frame of reference in combination with the quasi-steady bubble shape. By subtracting the bubble velocity, the velocity field is transformed into the moving frame of reference. Using this pre-determined phase distribution and velocity field, the concentration Equation (5) is solved for a number of species to determine mass transfer with heterogeneous reactions in a moving reference frame, as detailed below.




2.3. Mass Transfer Equations


The single-field non-dimensional species transport equations in the absence of homogeneous reactions are represented as:


   ∂  t *    c   m ,  i  *  +  ∇ ∗  ⋅ (  c   m ,  i  *    u  m *  ) = −  ∇ ∗  ⋅   j   m , i  *   



(5)




where  i  denotes the index of species [38]. The non-dimensional mixture concentration is given by:


   c  m , i  *  : =   f   c ¯    L ,  i    V L    + ( 1 − f )  H i  cc     c ¯    G ,  i    V G       c  ref      



(6)




where     c ¯    L ,  i    V L      and     c ¯    G ,  i    V G      are the intrinsic mean concentrations of species  i  in the liquid and the gas within a mesh cell volume. Here, the term “mixture” refers not to the mixture of different species but is consistently used for the mixture of two phases. The definition of the mixture concentration enables converting the discontinuous two-phase physical concentration fields to a single-field continuous concentration that is favorable for numerical computation [52,53].    H i  cc     is the dimensionless Henry number corresponding to the ratio of concentrations in both continuous phases (therefore, superscript cc) dictated by thermodynamic equilibrium:


   H i  cc   : =    c  L , i       c  G , i       



(7)







The non-dimensional diffusive flux on the right-hand side of Equation (5) is defined by:


    j    m ,  i  *  = −  D  m , i  *   ∇ ∗   c  m , i  *   



(8)




where    D  m , i  *    is the dimensionless two-phase mixture diffusivity, defined as:


   D   m ,  i  *  : =   f  D  L , i    + ( 1 − f )  D  G , i       U  ref    L  ref      



(9)







The transformation of concentration fields by Equation (6) necessitates the continuous concentration diffusivity model (CCDM) [38,54] to ensure the continuity of species mass fluxes across the phase interface. Under highly diluted conditions, the composition-dependent diffusivity almost equals the binary diffusion coefficient [54]. Thus, the diffusivities of species  i  in the liquid and gas phase    D  L , i     and    D  G , i     in Equation (9) in this study are approximated by the binary diffusion coefficient of species  i  in nitrobenzene. The catalytic surface reactions are implemented as reactive fluxes boundary conditions at the wall, as explained in the next subsection.




2.4. Coupling Mass Transfer Simulation and Surface Chemistry


Within the present approach, the computer code TURBIT-VOF solves for mass transfer in the two-phase flow, while DETCHEMTM handles heterogeneous chemical reactions. Both solvers are coupled via the reactive wall where the catalytic reactions take place.



The rates of surface reactions are computed as:


    s ˙  i  =   ∑  j = 1    N r      ν  i , j    k j      ∏  i = 1    N s      c  s , i      



(10)




Here,    N r    is the number of surface reactions,    N s    is the number of surface species,    ν  i , j     is the stoichiometric coefficient of the  i -th component in the  j -th reaction and    k j    is the rate constant. Concentrations of surface species    c  s , i     are given in units of      mol   m    − 2    . In DETCHEMTM [45], concentrations of surface species are determined by:


   c   s ,  i   =    Γ s   θ i     ψ i     



(11)




where    θ i    denotes the surface coverage fraction and    Γ s    is the surface site density. Furthermore,    ψ i    is the number of sites occupied by one particle of the species  i , which is assumed to be unity in this study. In addition to a reaction mechanism, DETCHEMTM also requires thermodynamic properties (e.g., polynomial coefficients) and transport properties (e.g., Lennard-Jones parameters) as additional inputs.



An Arrhenius expression with pre-exponential factor    A j    is used to describe kinetic rate constants for surface reactions:


   k j  =  A j  ⋅ exp  (  −    E  a , j     R T    )  ⋅   ∏  i = 1    N s     exp  (     ν  i , j    ε i   θ i    R T    )     



(12)




Equation (12) accounts for coverage-dependent changes in the activation barrier    E  a , j    . The corresponding contributions,    ε i   , are incorporated in the calculation of the activation energy according to the repulsive self-interactions of adsorbed species  i  on the surface. The stoichiometric coefficient    ν  i , j     accounts for the molecularity of the considered species  i  with coverage dependency    ε i   , in step  j .



Rate constants for the adsorption of bulk species are modeled through sticking coefficients [45,55]. In this case, the surface reaction rates are computed as:


    s ˙  i  =  s i 0      R T   2 π  M i       c  b , i    



(13)




Here,    s i 0    is the initial sticking coefficient,    c  b , i     is the bulk concentration in the proximity of the wall and    M i    is the molar weight.



Figure 1 schematically illustrates the data exchange procedure between the two computer codes at the reactive wall. Non-dimensional variables in TURBIT-VOF and dimensional variables in DETCHEMTM are converted via reference values (   c  ref    ,    U  ref    ). At time step  N , wall concentrations from TUBBIT-VOF are used as inputs for DETCHEMTM to calculate the surface reaction rates by Equation (10). Since TURBIT-VOF is based on a finite-volume method, (non-dimensional) bulk concentrations    c  m , i  *    are associated with mesh cell centers. Values of    c  m , i  *    in mesh cells adjacent to the wall are therefore extrapolated to bulk concentrations at the catalytic surface (   c  m − wall , i  *   ) and are converted to dimensional values    c  b , i    =  c  m − wall , i  *   c  ref    .



The rates by which surface coverages change due to adsorption, surface reaction and desorption are generally much faster than the rate by which the bulk species diffuse. Therefore, the pseudo-equilibrium steady-state surface coverages are internally estimated in DETCHEMTM by:


    d  c  s , i      d t   =   s ˙  i    



(14)




For each of the    N s    surface species, Equation (14) is numerically integrated until pseudo-equilibrium, where both sides of the equation become zero. The concentrations of bulk species are kept constant during the integration. The internal integration of surface coverages matches the time scales of changing both bulk species and surface species for Equation (10). The resulting surface reaction rates are reconverted to non-dimensional forms,     s ˙  i *   , and employed in TURBIT-VOF as a boundary condition at the reactive wall for the next time step:


  −   s ˙  i *   F   cat / geo    =  j  m −  wall ,  i  *   



(15)




Here,    F  cat / geo     is the ratio between catalytic surface area and geometric surface area, while    j  m − wall , i  *    is the non-dimensional diffusive flux normal to the wall.





3. Chemical Model


This section introduces the preliminary reaction mechanism for surface chemistry. The mechanism is tested for a continuously stirred tank reactor (CSTR), which represents the simplest zero-dimensional reactor in DETCHEMTM, before applying it to Taylor flow in Section 4.



3.1. Reaction Mechanism


Due to the absence of a detailed reaction mechanism for catalytic hydrogenation of nitrobenzene to aniline in the literature, an unvalidated mechanism proposed by Zhang et al. [24] is used as a starting point for the present study. Zhang et al. [24] performed calculations by density functional theory (DFT) and proposed several potential reaction paths for the nitrobenzene hydrogenation on the bimetallic catalyst of platinum and palladium (Pd). Here, the simplest mechanism B shown in Figure 2 with six consecutive surface reactions is selected.



Based on the reaction path in Figure 2, the reaction mechanism listed in Table 1 has been developed, which considers    N r  = 20   surface reactions involving    N s  = 9   surface species, including   H  ( s )    and    H 2  O  ( s )   . Species names with a suffix (s) refer to surface species, which can be either adsorbed bulk species or intermediates of the heterogeneous reaction. Reactions R1–R8 correspond to adsorption and desorption of hydrogen, nitrobenzene, aniline and water, respectively. The activation energies of desorption for hydrogen and water over Pd surface were taken from Stotz et al. [55]. Reactions R9–R20 correspond to the six surface reactions of Figure 2 with both forward and backward directions. The density function theory provides the activation energies,    E  a , j   ,   for each elementary reaction step shown. The pre-exponential factors,    A j   , in Table 1 are assumed by transition state theory [56]. Rate constants for adsorption reactions (R1, R3, R5, R7) are modeled through sticking coefficients,    s i 0    [55]. It should be noted that the reaction mechanism displayed in Figure 2 in combination with the parameters given in Table 1 is a preliminary estimation and in no way validated by experiments.




3.2. Continuously Stirred Tank Reactor


As a first study of the ad hoc reaction mechanism given in Table 1, the test case of a continuously stirred tank reactor is computed. The pressure for this calculation is 0.4 MPa. The initial temperature is 400 K, which is the minimum valid temperature for the mechanism. The reactor volume and catalytic surface area are 1    m 3    and 1    m 2   , respectively. Initial species composition (in terms of mole fractions) consists of 14% of nitrobenzene, 50% of hydrogen and the rest being nitrogen as an inert species. Surface sites are initially vacant and free of any surface species represented by the unity site fraction of Pd,    θ   ( s )    = 1  . With these conditions, DETCHEMCSTR [45] computes zero-dimensional species and energy equations. Thermodynamic properties for the species employed in this reaction mechanism are estimated by the set of polynomial coefficients from Burcat and Ruscic [57].



Figure 3 shows the time evolution of temperature, bulk species and surface site fractions from the CSTR example. Until approximately 1400 s, the temperature and mole fractions are almost constant due to the low reaction rate at low  T . After the reaction ignites, temperature increases drastically, and rapid species conversion occurs. The reaction ends after exhaustion of nitrobenzene.





4. Hydrogenation of Nitrobenzene in Taylor Flow


This section introduces the computational set-up for Taylor flow, followed by a description and discussion of results concerning hydrodynamics and mass transfer.



4.1. General Set-Up for Taylor Flow


The computational domain of hydrodynamic and mass transfer simulations for a gas-liquid Taylor flow corresponds to a two-dimensional unit cell with a single Taylor bubble, as presented in Figure 4. The planar geometry mimics the situation in the mid-plane of a square or rectangular microchannel where the Taylor bubble cross-section is not axisymmetric for low values of the capillary number and a thin flat lateral liquid film exists. The height of the domain in  z  direction is a half of the actual channel height and is used as the reference length (   L  ref   = 50   µ m  ) in this study. The length of the domain in  x  direction is   6  L  ref    . The lower boundary is a symmetry plane, which allows computing only the upper half of the Taylor bubble. To mimic the influence of the leading and trailing Taylor bubbles, periodic conditions apply at the left and right boundaries. The upper boundary is a no-slip wall where diffusive flux equals either consumptive or productive flux due to the catalytic reactions according to Equation (15). The grid resolution is selected on the basis of a grid refinement study [58]. The computational mesh in  x  and  z  directions consists of   200 × 37   uniform cells (  Δ x = Δ z = 0.03  L  ref    ), including five non-uniform boundary layer cells (  Δ z = 0.003 − 0.013  L  ref    ) near the upper wall. This is the same grid as used in our previous study [46], though cell sizes were given by factor 10 lower by mistake. Simulation results on a finer grid (  Δ x = Δ z = 0.02  L  ref    ) show differences up to 0.8% and 4.6% for hydrodynamics and mass transfer, respectively [58]. The dimensionless time step is     10   − 5    , corresponding to 0.5 ns.




4.2. Hydrodynamic Simulation


A fully developed parabolic velocity profile is given as initial velocity in the entire domain. The initial shape of the Taylor bubble is a two-dimensional capsule consisting of a rectangular body (length   2  L  ref    ) with hemi-circular ends (radius   0.8  L  ref    ), as shown in Figure 4. The gas volume fraction in the unit cell is 43.4%. Table 2 summarizes the test conditions and results for the hydrodynamic simulation. As a preliminary study revealed that the gas density has no notable effect on the quasi-steady bubble shape and velocity field [58], the gas-liquid density ratio is set to unity here for efficient computation. With the current set-up, the bubble velocity (   U B   ) is not directly specified but dictated by the prescribed pressure drop across the unit cell    (  Δ  p  UC    )   .



Figure 5 shows the quasi-steady bubble shape and velocity field in a fixed (lower half) and a moving (upper half) reference frame corresponding to Case 2 in Woo et al. [46]. Because of the short bubble length, there exists no axial region where the thickness of the liquid film is uniform. With a deviation below 1%, the average value of the liquid film thickness in the undulating region given in Table 2 is in good agreement with the correlation of Halpern and Gaver [59]. The velocity field of the moving reference frame is obtained by subtraction of bubble velocity from the velocity field of the fixed reference frame. In the fixed reference frame, local backflow is observed in the liquid film near the rear part of the bubble where the liquid film is thinnest, while the moving reference frame clearly presents the recirculating flow patterns inside the bubble and in the liquid slug. The mass transfer calculations in the following sections are based on the frozen velocity field in the moving reference frame.




4.3. Mass Transfer Simulation


With the predetermined hydrodynamic solution, the hydrogenation of nitrobenzene in the Taylor flow is qualitatively analyzed by solving Equation (5) for three bulk species in combination with the detailed reaction mechanism described in Section 3. The three bulk species considered are reactant hydrogen and the reaction products aniline and water. Thus, nitrobenzene is not solved by Equation (5) but is considered as a carrier liquid with uniform and constant concentration of   9554      mol   m   3   .



The initial composition of the liquid phase is assumed to correspond to pure nitrobenzene, being free from hydrogen and aniline. The gas bubble consists of pure hydrogen with concentration   325      mol   m   3    corresponding to 323 K and 0.7 MPa. This composition and concentration in the bubble is kept fixed during the simulations. The composition-independent binary diffusion coefficients of the three bulk species in liquid nitrobenzene are estimated by the Wilke-Chang equation [60]. In this study, the values for hydrogen, aniline and water in pure nitrobenzene are   4.27 ×   10   − 9      m 2   s 1   ,   1.40 ×   10   − 9      m 2   s 1    and   3.71 ×   10   − 9      m 2   s 1   , respectively. The dimensionless Henry number of hydrogen is    H  H 2   cc   = 0.0389   [46]. Thus, the hydrodynamics and mass transfer are based on the realistic physical properties despite the unverified preliminary reaction mechanism for the purpose of feasibility study. The surface site density employed in this study is    Γ s  = 1.55 ×   10   − 9        mol   m    − 2    , which is approximately four orders of magnitude smaller than the value of practical catalytic substrate. Parameter    F  cat / geo     is set to unity. For hydrogenation of nitrobenzene in Taylor flow, a simulation covering 1000 s as done for the CSTR reactor (cf. Figure 3) is not feasible. To maximize the reaction progress, the reaction rates are obtained with the temperature arbitrarily set to 1500 K, corresponding to the period in Figure 3 where the reaction is highly active, which significantly reduces both problem time and computational time. In addition, the time for the internal integration of DETCHEMTM library is set to     10   − 4     s   with initial time step of     10   − 7     s   in the same context to amplify the reaction rates.



Figure 6 shows the bulk species distributions at t = 0.25, 1.25, 2.5 and 5 ms. The hydrogen mass transfer is mostly active at the rear part of the bubble behind the position where the liquid film is thinnest. Accordingly, aniline is mostly produced at the rear bubble where the hydrogen concentration at the wall is highest. In the bypass region, wall-normal species transport occurs mainly by diffusion either towards the catalytic wall or into the recirculation zone. While for t = 0.25 ms, hydrogen and aniline mostly remain in the liquid bypass flow region near the wall, for time t = 1.25 ms, both species have propagated into the recirculation zone of the liquid slug where convective mixing predominates. As results of the combination of convective and diffusive mass transfer in the liquid phase, the concentrations of both species in the recirculation zone gradually increase by time. The concentration at the center of the recirculation zone is relatively low due to the weak convective mass transfer in the direction perpendicular to the streamlines. Concentration fields of water (not shown here) are similar to those of aniline, with almost double the concentration.



Figure 7 shows the instantaneous distributions of bulk species concentrations at the wall and the production or consumption rates of bulk species as results of surface reactions. As Equation (5) is not solved for bulk nitrobenzene, its concentration is not displayed in Figure 7a–c, while its consumption rates are presented in Figure 7d–f. For   t = 0.25   ms  , Figure 7a,d clearly show the variation of concentrations depending on the bubble location. At the position of minimum film thickness, the hydrogen concentration in Figure 7a is highest due to the shortest diffusion path, and the production/consumption rates for all bulk species in Figure 7d are highest, accordingly. However, the highest concentrations of reaction products in Figure 7a occur at   x /  L  ref   ≈ 0.5  . The distance is approximately 2.4   L  ref   = 120   µ m   and corresponds to 35.1% of bubble travel distance with the bubble velocity of 1.367 m/s in this case. For   t = 1.25   ms  , the profiles of concentrations and production/consumption rates are almost independent of the bubble location, while for   t = 5    ms ,    they are uniform. The concentration of hydrogen at the wall gradually increases because of mass transfer from the bubble to the wall. Accordingly, the production/consumption rates and the concentrations of the reaction products increase with increasing hydrogen concentration.



Figure 8 exhibits the distributions of surface site fractions and the production or consumption rates of surface species at the same time instants shown in Figure 7. The curve denoted by (s) represents the vacant fraction of the surface site. The catalytic surface, which is initially set to be vacant   (  θ   ( s )    = 1 )  , is immediately occupied by approximately 20% of adsorbed nitrobenzene    C 6   H 5    NO  2   ( s )    as a result of pseudo-equilibrium in the DETCHEMTM library. According to the profile of the vacant surface site fraction,    θ   ( s )     , the highest occupancy of surface site at   t = 0.25   ms   is observed at the position of minimum film thickness, which is consistent with the bulk species production/consumption. However, the position where the highest production or consumption of surface species occurs is near the center of the liquid slug, as shown in Figure 8d. This indicates that the surface site in the liquid slug is initially less occupied due to the absence of hydrogen in the liquid slug at the beginning of calculation. The axial site fraction profiles at   t = 1.25   and   5   ms   are almost uniform, while the corresponding surface production/consumption rates still show slight location dependency. The site fractions of surface species rapidly increase between 0.25 and 1.25 ms, and then slightly change from 1.25 to 5 ms. Accordingly, the rates of changing surface species at 5 ms are nearly two orders of magnitude smaller than those from previous time instants.



Figure 9 displays the time evolutions of bulk species in liquid phase and site fractions of surface species at the wall. In this figure, the results of mass transfer simulations with initially pure nitrobenzene discussed so far are compared to simulation results where nitrobenzene is initially saturated by hydrogen. For initially pure nitrobenzene, the hydrogen concentration increases from the beginning of the calculation because of mass transfer from the gas bubble into the liquid phase. The hydrogen concentration for the pre-saturated case is, however, almost unchanged from the initial concentration. For both cases, the aniline and water concentrations increase due to the production of the reaction. The amount of produced water is almost double that of produced aniline, which complies with the stoichiometry of the reaction. The case with initially pure nitrobenzene shows a delay of aniline and water production in the beginning of calculation, which corresponds to the time for hydrogen transferring from the bubble to the catalyst wall. After approximately 1 ms, hydrogen is sufficiently provided to the catalyst and the production rates of aniline and water become almost constant. Accordingly, the rates of changing surface sites decrease, and the site fractions finally reach equilibrium. The nitrobenzene surface species    C 6   H 5    NO  2   ( s )    mainly appear at the beginning of calculation. As reactions take place, the site is gradually filled with other intermediate surface species with decreasing the site fraction of    C 6   H 5    NO  2   ( s )   . For pre-saturated nitrobenzene, the aniline and water production rates become constant immediately. The surface sites are immediately covered by the equilibrium site fractions of pure nitrobenzene. At the equilibrium site coverage, approximately 25% of surface site remains vacant.



Figure 10 compares the rates of production or consumption of surface species varying with respect to the progress of mass transfer starting from the initially pure nitrobenzene and vacant surface sites. Three time-instants, 0.1, 0.45 and 1 ms, representing different characteristics, are chosen. Before 0.1 ms, hydrogen is lacking at the surface. In the period between 0.1 and 0.45 ms, hydrogen reaches the surface, but the site is not sufficiently occupied. After 1 ms, the surface site coverage becomes almost constant in time. At the three time-instants,    C 6   H 5   NOOH ( s )    and    C 6   H 5    NH  2   ( s )    are most sensitive depending on the variation of surface site coverage—produced in the beginning and switched to consumption after a short period. Adsorbed nitrobenzene    C 6   H 5    NO  2   ( s )    is always consumed as a major reactant and the other surface species are always produced in the reaction process. The productions of intermediate surface species are mainly caused as results of forward chain reactions from nitrobenzene, while the consumption of surface aniline    C 6   H 5    NH  2   ( s )    at 1 ms is presumably due to the loss by desorption to the bulk. The rates of changing    C 6   H 5    NO  2   ( s )    and    C 6   H 5     N ( OH )   2   ( s )    decrease monotonically as reactions progress, while those for the other species are non-monotonic. Most of production/consumption rates are highest near   t = 0.45   ms .   The magnitudes of production/consumption rates correspond to the extent of activation energy specified in the reaction mechanism.



The series of results presented in this study indicate the capability of a detailed reaction mechanism coupled with the solution of gas-liquid two-phase flow in a way to analyze both bulk and surface species during the reaction progress. Although the reaction mechanism is preliminary and not validated, this study allows qualitative exploration of intermediate species in the catalytic hydrogenation of nitrobenzene within a Taylor flow. The analysis of wall profiles supports the evidence that there is almost no dependency on the location of the Taylor bubble after a short initial period. Although this finding is based on numerous assumptions made in this study, it illustrates potential model simplifications for microreactors operated in Taylor flow.



The production/consumption rates of surface species in Figure 10 indicate that the reaction process might be limited by the process of surface coverage varying with the reaction progress, as shown in Figure 3. The concentration of the product aniline in this computation is very small as compared to the concentration of nitrobenzene, and the reaction rate is, therefore, almost unchanged once it reaches equilibrium. This indicates that the reaction progress is much slower than mass transfer, so that the process is mainly limited by mass transfer. Although this interpretation could be a hasty conclusion given the unverified reaction mechanism, it agrees both with findings in our previous simulations [46] utilizing a verified one-step reaction mechanism and with experimental studies [21,23] where a very long period of time is required to achieve complete conversion of nitrobenzene.





5. Conclusions


The present study aims at a qualitative feasibility study of employing a detailed surface reaction mechanism in interface-resolving simulations of a gas-liquid Taylor flow. To that end, the computer codes TURBIT-VOF and DETCHEMTM have been coupled for intercommunication between multiphase computational fluid dynamics and reaction kinetics. Due to the lack of an applicable detailed reaction mechanism for catalytic hydrogenation of nitrobenzene in the literature, a reaction mechanism based on density functional theory is modified by transition state theory. While the detailed reaction mechanism for catalytic hydrogenation of nitrobenzene is preliminary and unverified, the coupled solver utilizes realistic physical properties for hydrodynamic and mass transfer simulations.



Two-dimensional planar Taylor flow in a unit cell is solved by a geometrical volume-of-fluid method with a pair of periodic boundary conditions. Mass transfer of reactants and products is calculated with the predetermined frozen velocity field by a concept of moving reference frame, assuming no feedbacks of mass transfer and reactions on hydrodynamics. In the beginning of the calculation where the amount of hydrogen transferred from the Taylor bubble into liquid nitrobenzene is low, the highest aniline production occurs near the rear meniscus where the liquid film is thinnest. After a short period, mass transfer and reactions proceeds to a state where the local non-uniformities in wall concentration profiles diminish and the concentrations of adsorbed species and surface intermediates reach an equilibrium state. This indicates that there is almost no local dependency in the species concentrations and those reaction rates, despite complex hydrodynamics around the Taylor bubble. Consequently, the modeling of a microreactor operated in Taylor flow can potentially be simplified by neglecting the initial short period required for saturation of gaseous species in liquid. In addition, it was found that the reaction process is mainly mass transfer-limited. So far, these conclusions apply to the preliminary consecutive reaction mechanism considered here, and should be confirmed by a validated, detailed, potentially non-consecutive (branched) reaction mechanism when available.



The findings of this study establish the foundation for further research on modeling Taylor flow reactor employing detailed reaction mechanisms. Validation of reaction mechanisms that are applicable to the computational fluid dynamics is a prerequisite for a reasonable quantitative analysis. These will allow comprehensive modeling of Taylor flow reactors, focusing more on the reaction mechanism rather than hydrodynamics and mass transfer.
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Nomenclature









	    A i    
	Pre-exponential factor
	(  cm ,    mol  ,    s   )



	    a   int - V      
	Specific interfacial area
	    m  − 1     



	   C a   
	Capillary number,   C a =  μ L   U B  / σ  
	-



	    c  b , i     
	Molar bulk concentration of species  i 
	      mol   m    − 3     



	    c  m , i  *    
	Non-dimensional bulk concentration
	-



	    c  s , i     
	Molar surface concentration of species  i 
	      mol   m    − 2     



	    D i    
	Diffusivity of species  i  in solvent
	    m  2      s  − 1     



	    E  a , i     
	Activation energy
	      kJ   mol    − 1     



	    F  cat / geo     
	Ratio of catalytic to geometric surface area
	-



	  f  
	Liquid volume fraction
	-



	    H i  cc     
	Henry number
	-



	  j  
	Molar flux,    j   =     (   j x  ,  j z   )   T   
	      mol   m    − 2        s    − 1     



	    k i    
	Arrhenius-type rate factor
	(  cm ,    mol  ,    s   )



	    L  ref     
	Reference length,    L  ref   = 50   µ m  
	m



	    M i    
	Molecular weight
	      g   mol    − 1     



	    N r    
	Number of surface reactions
	-



	    N s    
	Number of surface species
	-



	    P *    
	Reduced pressure
	-



	  p  
	Pressure
	Pa



	  R  
	Gas constant
	      J   mol    − 1        K    − 1     



	   R e   
	Reynolds number,   R e =  ρ L   U B   L  ref   /  μ L   
	-



	    s i 0    
	Initial sticking coefficient
	-



	     s ˙  i    
	Surface reaction rate
	      mol   m    − 2      s  − 1     



	  T  
	Temperature
	K



	  t  
	Time
	s



	    U  ref     
	Reference velocity,    U  ref   = 1      m   s   1   
	      m   s    − 1     



	  u  
	Velocity field,    u   =     (   u x  ,  u z   )   T   
	      m   s    − 1     



	    x i    
	Mole fraction
	-



	  x  
	Axial coordinate
	  m  



	  z  
	Wall-normal coordinate
	  m  



	Greek symbols
	
	



	    Γ S    
	Surface site density
	      mol   m    − 2     



	    θ i    
	Surface site fraction
	-



	  κ  
	Interface curvature
	-



	  μ  
	Dynamic viscosity
	Pa s



	  ν  
	Stoichiometric coefficient
	-



	  ρ  
	Density
	      kg   m    − 3     



	  σ  
	Surface tension coefficient
	      N   m    − 1     



	Subscripts
	
	



	B
	Bubble
	



	b
	Bulk
	



	G
	Gas phase
	



	  i  
	Species index
	



	  j  
	Reaction index
	



	int
	Interface
	



	L
	Liquid phase
	



	m
	Two-phase mixture
	



	ref
	Reference value
	



	s
	Surface
	



	UC
	Unit cell
	



	Superscripts
	
	



	*
	Dimensionless quantity
	



	Abbreviations
	
	



	AN
	Aniline,    C 6   H 5    NH  2   
	



	CSTR
	Continuously stirred tank reactor
	



	NB
	Nitrobenzene,    C 6   H 5    NO  2   
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Figure 1. Sketch of coupling TURBIT-VOF and DETCHEMTM at the reactive wall for the current time step  N . 
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Figure 2. Surface reaction path of nitrobenzene hydrogenation to aniline on the bimetallic catalyst of platinum and palladium (mechanism B of Zhang et al. [24]). 
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Figure 3. Results for CSTR test case. (a) Time evolutions of mole fractions of bulk species and temperature. (b) Site fractions of surface species. 
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Figure 4. Computational domain and boundary conditions for gas-liquid Taylor flow for hydrogenation of nitrobenzene in a two-dimensional unit cell. 
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Figure 5. Computed quasi-steady bubble shapes (thick red lines) and velocity fields (vectors) in the fixed reference frame (lower half) and in the moving reference frame (upper half), identical to Case 2 in Woo et al. [46]. 
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Figure 6. Concentrations field of bulk species hydrogen (top half of each sub-image) and aniline (bottom half) at different times: (a) 0.25 ms, (b) 1.25 ms, (c) 2.5 ms and (d) 5 ms. 
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Figure 7. Concentration distributions of bulk species (a–c) and production/consumption rates at the catalytic surface (d–f) at t = 0.25 (a,d), 1.25 (b,e) and 5 ms (c,f). For legend, see inset in subfigure (b). 
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Figure 8. Axial distributions of site fractions (a–c) and production/consumption rates (d–f) of surface species at t = 0.25, 1.25 and 5 ms. For legend see inset in subfigure (c). 
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Figure 9. Time evolutions of mean concentrations of bulk species (a) and mean site fractions of surface species (b). Solid lines represent the initial condition of liquid as pure nitrobenzene, while dashed lines represent the case initialized with nitrobenzene pre-saturated with hydrogen. 
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Figure 10. Variation of production/consumption rates of surface species from the initially empty surface site. 
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Table 1. Surface reaction mechanism for hydrogenation of nitrobenzene on palladium catalyst. Species adsorbed on the surface are indicated by suffix (s). For reactions R11, R13, R15, R17 and R19, the activation energy    E  a , j     depends on coverage (   θ i   ) due to the lateral interaction between the adsorbed species. The units of the pre-exponential factors    A j    (as well as of    k j    in Equation (12)) vary depending on the exponent of the concentration multiplied to the rate constant and are a combination of cm, mol, and s.
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	No.
	Reaction
	     A j           or    s i 0     
	     E   a  , j            (  kJ      mol   − 1   )    





	R1
	   H 2    →    H ( s )   +   H ( s )   
	   5 ×   10   − 4     
	



	R2
	   H ( s )   +   H ( s )    →    H 2   
	   3 ×   10   21     
	82.8



	R3
	   C 6   H 5    NO  2    →    C 6   H 5    NO  2   ( s )   
	   1 ×   10   − 5     
	



	R4
	   C 6   H 5    NO  2   ( s )    →    C 6   H 5    NO  2   
	   3.5 ×   10   13     
	88.8



	R5
	   C 6   H 5    NH  2    →    C 6   H 5    NH  2   ( s )   
	   1 ×   10   − 5     
	



	R6
	   C 6   H 5    NH  2   ( s )    →    C 6   H 5    NH  2   
	   1 ×   10   14     
	64.0



	R7
	   H 2  O   →    H 2   O ( s )   
	   2 ×   10   − 1     
	



	R8
	   H 2   O ( s )    →    H 2  O  
	   3 ×   10   13     
	41.8



	R9
	   C 6   H 5    NO  2   ( s )  +    H ( s )    →    C 6   H 5   NOOH ( s )   
	   3 ×   10   24     
	55.9



	R10
	   C 6   H 5   NOOH ( s )    →    C 6   H 5    NO  2   ( s )  +    H ( s )   
	   3 ×   10   19     
	20.2



	R11
	   C 6   H 5   NOOH ( s )   +   H ( s )    →    C 6   H 5     N ( OH )   2   ( s )   
	   3 ×   10   25     
	112.9–22   θ   C 6   H 5  NOOH  ( s )     



	R12
	   C 6   H 5     N ( OH )   2   ( s )      →    C 6   H 5   NOOH ( s )   +   H ( s )   
	   3 ×   10   20     
	135.1



	R13
	   C 6   H 5     N ( OH )   2   ( s )   +   H ( s )    →    C 6   H 5     NOH ( s )   +   H   2   O ( s )   
	   3 ×   10   25     
	120.6–118   θ   C 6   H 5  N    (  OH  )   2   ( s )     



	R14
	   C 6   H 5     NOH ( s )   +   H   2   O ( s )    →    C 6   H 5     N ( OH )   2   ( s ) + H ( s )   
	   3 ×   10   20     
	250.9



	R15
	   C 6   H 5   NOH ( s )   +   H ( s )    →    C 6   H 5   NHOH ( s )   
	   3 ×   10   24     
	99.4–60   θ   C 6   H 5  NOH  ( s )     



	R16
	   C 6   H 5   NHOH ( s )    →    C 6   H 5   NOH ( s )       +   H ( s )   
	   3 ×   10   20     
	159.2



	R17
	   C 6   H 5   NHOH ( s )   +   H ( s )    →    C 6   H 5   NH ( s )         +   H   2   O ( s )   
	   5 ×   10   26     
	166.9–104   θ   C 6   H 5  NHOH  ( s )     



	R18
	   C 6   H 5   NH ( s )         +   H   2   O ( s )    →    C 6   H 5   NHOH ( s )   +   H ( s )   
	   3 ×   10   20     
	272.1



	R19
	   C 6   H 5   NH ( s )       +   H ( s )    →    C 6   H 5    NH  2   ( s )   
	   3 ×   10   26     
	153.4–147   θ   C 6   H 5  NH  ( s )     



	R20
	   C 6   H 5    NH  2   ( s )    →    C 6   H 5   NH ( s )       +   H ( s )   
	   3 ×   10   20     
	200.7
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Table 2. Test conditions and results of hydrodynamic simulation.
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	Test Conditions
	Value
	Unit





	Reference length,    L  ref    
	50
	µm



	Reference velocity,    U  ref    
	1
	   m    s  − 1     



	Density ratio (L/G)
	1
	-



	Viscosity ratio (L/G)
	138.32
	-



	Surface tension,  σ 
	0.0406
	   N    m  − 1     



	Unit cell pressure drop,   Δ  p  UC    
	250
	   N    m  − 3     



	Results
	
	



	Bubble velocity,    U B   
	1.367
	   m    s  − 1     



	Capillary number,   C a  
	0.0425
	-



	Reynolds number,   R e  
	127.6
	-



	Liquid film thickness
	6.08
	µm



	Bubble length
	166.4
	µm



	Slug length
	133.6
	µm
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