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Abstract: Human sex recognition with electrocardiogram signals is an emerging area in machine
learning, mostly oriented toward neural network approaches. It might be the beginning of a field of
heart behavior analysis focused on sex. However, a person’s heartbeat changes during daily activities,
which could compromise the classification. In this paper, with the intention of capturing heartbeat
dynamics, we divided the heart rate into different intervals, creating a specialized identification
model for each interval. The sexual differentiation for each model was performed with a deep
convolutional neural network from images that represented the RGB wavelet transformation of ECG
pseudo-orthogonal X, Y, and Z signals, using sufficient samples to train the network. Our database
included 202 people, with a female-to-male population ratio of 49.5–50.5% and an observation period
of 24 h per person. As our main goal, we looked for periods of time during which the classification
rate of sex recognition was higher and the process was faster; in fact, we identified intervals in which
only one heartbeat was required. We found that for each heart rate interval, the best accuracy score
varied depending on the number of heartbeats collected. Furthermore, our findings indicated that
as the heart rate increased, fewer heartbeats were needed for analysis. On average, our proposed
model reached an accuracy of 94.82% ± 1.96%. The findings of this investigation provide a heartbeat
acquisition procedure for ECG sex recognition systems. In addition, our results encourage future
research to include sex as a soft biometric characteristic in person identification scenarios and for
cardiology studies, in which the detection of specific male or female anomalies could help autonomous
learning machines move toward specialized health applications.

Keywords: sex recognition; ECG; user authentication; soft biometrics; smartphone applications;
machine learning

1. Introduction

Historically, humankind has settled into two general categories, male and female. This
differentiation has been fundamental to the way society is consolidated today. For this
reason, some fields of study have attempted to cover this distinction. For example, the
terms gender and sex are closely related nowadays but differ according to their disciplinary
perspective and are not interchangeable. Sex is a term that focuses on a person’s biology,
relating to the physical or physiological distinction between male and female [1]. On
the contrary, gender is a sociological variable that involves the cultural, behavioral, and
psychological traits associated with one’s sex [2]. Although sex and gender are related
to two different worldviews, it does not mean that these variables are independent or
incompatible; there exist areas of overlap [3,4]. However, because of the physiological focus
of this text, we prefer the use of the term sex in this manuscript.

The recognition of sex in the field of technology has been actively developed through
computer vision focused on the body [5] and face [6] as regions of interest. Furthermore,
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data related to keystroke dynamics [7], ear shape [8,9], tweeting [10], voice [11], and gait [12]
have provided enough discrimination space for a sex recognition classifier. These approaches
have improved five common applications, namely business intelligence, access control, image
filtering, soft biometrics [13], and health-related services [14], as well as supporting IoT
solutions [15]. Nevertheless, recent studies have pointed out the possibility of sex recognition
through the electric signal of the heart (electrocardiogram), with a significant classification
rate [16–18], emphasizing neural network techniques. We propose such a recognition approach
with the intention of it being used for device user authentication [19] or in a cardiac context [16].

In the authentication context, sex recognition may help on two fronts. First, it could
help to prevent access when the impostor has the opposite sex to the smartphone owner, as
a first filter. Second, the extraction of sex as a soft biometric attribute could help to increase
the user recognition rate of ECG identification, such as in multimodal image-oriented
biometrics [20]. This option is viable for testing because the heart has demonstrated
identification properties as a biometric trait [21,22]. In addition, heart-related tech has the
potential for ubiquity, because an ECG contains an inherited living property that represents
the user’s presence; although the user may alter the waveform temporarily, they cannot
interrupt it, because the signal generation is involuntary.

Regarding cardiac approximation, heart wellness status indicates a person’s health
regarding the heart’s pumping of blood to circulate through the entire cardiovascular
system, which is essential for vital human operations. However, a heart anomaly could be
caused by increased artery obstruction or an electrical disorder and could lead to a heart
attack or a heart arrest. This kind of progressive anomaly behavior could be detected earlier
or treated in a more detailed way by taking into account the different heart conditions of
males and females. There is evidence of anatomical differences in the heart between the
sexes [23]; for example, in a woman’s heart, the veins and some chambers are smaller, and
the heart as a whole pumps faster compared to that of men. In addition, men’s arteries
contract under stress, provoking a blood pressure rise, whilst women experience an increase
in their pumping rate. Consequently, this set of differences implies different electrical
behavior; indeed, the QRS and PR electrocardiogram complexes are larger in men [24],
and the T waveform presents specificities by sex [25]. This sex recognition approach seeks
to facilitate a future comprehensive study in which a machine learning model could be
specialized for heart monitoring to detect behaviors specific to a certain sex.

Machine learning for ECG sex recognition has been implemented since 2014 [26]. A
common strategy for feature extraction is fiducial orientation, which seeks quantitative
relations based on the time or amplitude covered by the PQRST complex [21]. Nevertheless,
this approach does not allow for taking advantage of the entire signal waveform; instead, it
is necessary to choose transformations that involve the complete heartbeat. From a user
perspective, ECG-related acquisition devices are limited with regard to daily use and porta-
bility because they require a considerable number of attachable electrodes with specialized
placement, which entails a significant setup time. Furthermore, ECG-oriented sex classifica-
tion leading investigations use a 12-lead configuration and are mainly influenced by deep
learning. Additionally, most research has used data from people in resting position for
controlled experiments, because variation in a person’s stance increases the signal process-
ing complexity due to changes in the heartbeat waveform. Moreover, in related research,
it is customary to analyze signal windows of 10 s. Nonetheless, users demand a prompt
response, particularly in authentication scenarios. Finally, it is noteworthy that there is
no existing academic research in the ECG sex recognition field exploring the classification
effect for the collection of different heartbeats.

In the following list, we present the contributions of this text.

1. In our study, we assessed the accuracy of ECG sex classification while controlling for
the number of heartbeats collected. We used a variable time window of up to 4 s for
our analysis. It is notable that this type of research has not been conducted according
to the previous academic literature.
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2. We found that for higher RR intervals (heart rate in milliseconds), only one heartbeat
was required to obtain a better classification rate.

3. After performing a heart rate time division by bins, we reached an ECG sex classifica-
tion accuracy mean of 94.82% ± 1.96%. However, we found peaks greater than 96% at
some heart rate intervals using our architecture applied to pseudo-orthogonal ECG
signal samples. This result used fewer heartbeats in comparison to the methods in
previous works.

4. The proposed methodology achieved faster acquisition, reducing the time by 6.9 s
compared to similar research and 21% compared to our previous work.

In addition, as evidenced by our previous research [16], the architecture of this work
had the following characteristics:

• This study analyzed only three ECG signals (X, Y, and Z), contrary to the common
12-lead configuration implemented in related works that uses 10 signals.

• Our proposal co-ordinated the deep convolutional neural network model based on
the user RR interval, allowing us to obtain results close to those in related works.

• Through wavelet transformation, we used the entire signal waveform, converting the
three bipolar signals into one RGB image.

• We extended the signal analysis, which usually takes place with subjects in the resting
position, because our database contained a 24-hour record. In fact, although we did not
control the person’s stance variable, we achieved significant ECG sex differentiation.

This paper continues by presenting the related work in the area of ECG sex recognition
over the last few years (Section 2). Then, the materials and methods are presented in
Section 3, which contains a description of our database (Section 3.1) and the methodology
implemented in our experiment (Section 3.2). Then, Section 4 describes the architecture of
our work. Subsequently, the results are expounded upon in Section 5, and the consequences
are addressed in the discussion (Section 6). Finally, we end this text with the conclusion in
Section 7.

2. Related Work

Deep learning has permeated the study of ECG signals, including applications such as
arrhythmias [27], QRS complex [28] and R peak detection [29], fetal signal separation [30],
sleep apnea [31], person identification [32], and sex recognition [16]. This section provides
an overview of research related to the recognition of sex through the ECG signals of a
person. To this end, we present a description of the work presented in Table 1; most
recent work used ten-second ECG time window analysis and 12-lead signal acquisition in a
resting position.

Attia et al. [17], with 12-lead samples of 10 s each, experimented with ECG sex
classification, achieving an accuracy of 90.4% and an AUC of 0.97 with a deep convolutional
neural network. In addition, they estimated the patient’s age using their ECG, checking
their health status by the comparison of the chronological and estimated ages.

Similarly, Siegersma et al. found a 1.4-times higher mortality risk for people who
presented misclassified sex samples compared with those who provided well-classified
samples [18,33]. Simultaneously, using a deep convolutional neural network, the authors
performed sex classification with an accuracy of 89% for internal validation on the UMCU
database. Their external validation used the Know-Your-Heart and Utrecht Health Project
databases, obtaining an accuracy of 81% and 82%, respectively.

On the other hand, Lyle et at. mapped with equidistant N points an ECG signal
through a new space of N dimensions [34]. This technique is called symmetric projection
attractor reconstruction (SPAR), which seeks to project in a new space the morphology and
variability of a time-series signal. They worked with healthy subjects using two different
database collections with N = 104 (DB1) and N = 8903 (DB2). Applying stacked machine
learning cross-validation on DB2, they obtained an accuracy of 86.3%. Then, extending
their trained model to DB1, they achieved an accuracy of 91.3%.
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Strodthoff et al. performed their ECG sex classification with ResNet and inception
models, reaching an accuracy of 84.9% [35]. In addition, they created the PTB-XL database
following the SCP-ECG standard, searching for a benchmark dataset for future ECG-based
machine learning research. This database included 71 types of annotation, organized
within the superclasses of myocardial infarction, conduction disturbance, ST/T changes,
hypertrophy, and normal ECG.

The model proposed by Diamant et al., called patient contrastive learning of represen-
tations (PCLR), sought to extract signal information without the need for labeled datasets
or a clinical specialist [36]. This approach generated a specific latent representation from
the patient’s projected encoded ECG signal evaluated by the contrastive loss function. For
sex classification, it achieved an F1 score of 87%. The PCLR model was also evaluated for
age estimation and left ventricular hypertrophy and atrial fibrillation detection.

Finally, in our previous research [16], from the point of view of the ECG lead, we tested
sex recognition classification with the combination of the X, Y, and Z signals, comparing
them individually and jointly. The results suggested that the best approach was to use the
XYZ signals together, achieving an accuracy of 94.4% with a time-window mean of 3.93 s.
The architecture of this work had the following attributes: (i) a classification experiment
without controlling the person’s stance, extending the resting position variable of related
work; (ii) our ECG sex classification score suggested that it is possible to install fewer
electrodes on the user, helping to increase user comfort compared to a 12-lead setup;
(iii) our experimental architecture used three signals as input data, obtaining comparable
results to the related work implementing 12-lead signals; (iv) the pseudo-orthogonal ECG
signals were treated as a single RGB image.

In contrast to related work, our research analyzed sex recognition from a heartbeat
collection perspective. We were motivated to provide a better user experience by reducing
the acquisition time and speeding up the computing stage. Moreover, we tested the
classifier performance by varying the number of heartbeats as a control variable for our
experiment. This proposed approach is missing in the current literature. In addition, it
included as a unique feature the study of the lowest expected number of heartbeats required
to obtain the highest accuracy for an ECG sex classification. Furthermore, we found that as
the heart rate increased, it was necessary to analyze fewer PQRST complexes. Indeed, we
found intervals for which only one heartbeat was needed, and the variation in the number
of heartbeats collected for the different heart intervals did not affect the sex classification
during the person’s day-to-day activities.

Table 1. Related work on ECG sex identification with ML algorithms.

Ref. Acc.
(%) Lead Sample Length

(s) Tech. Fs
(Hz) Position Male–Female

(%)
Tr. ∣ Ts.
Sample Year

[17] 90.4 12 10 CNN 500 Supine 52–48 ∼500 k ∣ ∼275 k 2019

[18] 92.2 12 N/A DNN N/A N/A 50.5–49.5 ∼131 k ∣ ∼68.5 k 2021

[34]

DB1:
91.3
DB2:
86.3

12 10 SPAR
and KNN

DB1:
1000
DB2:
500

Resting

DB1:
60–40
DB2:
46–54

DB1:
N = 0.104 k

DB2:
N = 8.9 k

2021

[35] 84.9 12 10
CNN

xresnet
1d101

100 Resting 52–48
N = ∼22 k
10-fold:

8 ∣ 2
2021

[33]
Valid.
Int: 89

Ext: 81 and 82
12 10 DNN 250 or

500 Resting

Tr: N/A
Int. valid.: N/A

Ext. valid.:
42.6–57.4

Tr: ∼132 k
Int. valid.: 68.5 k
Ext. valid.: 7.7 k

2022

[36]
F score:

87 12 10
PCLR and

Contrastive
learning

250 or
500 Resting N/A N = ∼3229 k

90% ∣ 10% 2022

[16] 94.4 6 3.93 CNN 200 Random 51–49 ∼3 k ∣ ∼1.3 k 2022
Own 94.8 6 3.1 CNN 200 Random 51–49 ∼3 k ∣ ∼1.3 k 2023
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3. Materials and Methods
3.1. Database Description

The ECG signals analyzed in this paper were obtained from the University of Rochester
medical center, reference number E-HOL-03-0202-003 [37]. The database contained signals
with pseudo-orthogonal configurations composed of X, Y, and Z bipolar leads. Furthermore,
the signal recording was 24 h long, with a healthy population of 202 people. Heartbeats
used in this research were only those with the label Normal. Additionally, we supplemented
Thew’s website statistics with the following information: (1) The University of Rochester
confirmed that the database contained 102 males and 100 females. (2) Due to quality issues,
we excluded data from patient #1043. (3) The recording average of the whole database was
19.7 ± 6.1 h. (4) The R peak labels started at minute five.

The ECG configuration for a pseudo-orthogonal acquisition requires the mounting
of six electrodes in an orthogonal triaxial placement, as depicted in Figure 1. Taking as a
reference the 12-lead nomenclature [38], the bipolar signal X requires electrodes at the V6
location on both the right and left. Similarly, for the bipolar signal Z, the electrodes must
be in position V3 on both the chest and the back. Finally, the bipolar Y signal is measured
from the upper sternum (manubrium) and the lowest rib in the left anterior axillary line.

X+X-

YY

X

Z+

 Y+

Y-

Z-

Figure 1. Pseudo-orthogonal lead configuration, based on [39].

3.2. Methodology

The methodology proposed in this study included three baselines: (i) Figure 1 depicts
the electrode configuration used for our experiment. Each set of electrodes provided
a different heart electrical activity perspective. The magnitude indicated how strong
the heart was at different moments, and the orientation represented the direction of the
electrical activity, which was almost orthogonal between the electrodes, providing a three-
dimensional vector approach. We took advantage of the contribution of these three sources
for our sex classification. (ii) To establish a minimal acquisition time window, we were
motivated by the work of Pokaprakarn et al. and Lai et al., who used acquisition times of 3
and 5 s [40,41], respectively, with successful accuracy rates in their arrhythmia classification
approaches. (iii) We used heart rate as a configuration parameter.
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Our strategy consisted in verifying the heart rate tendencies with the use of a histogram.
The RR interval varies from 0.6 to 1.2 s, so we proposed to take advantage of the dynamism
of the heart using a range of RR values for our sex classification model. We defined a ∆RR
of 0.06 s, so the difference between the values of the RR intervals (0.6–1.2) divided by ∆RR
provided a total of 10 bins.

Figure 2 shows the distribution of the RR values according to the ten bins. Each sex
in the histogram was built with approximately 8 million samples, and it is important to
highlight that both sexes presented close tendencies. The sex distribution of our data in
Figure 2 helped us to propose the classification scenario. We proposed the creation of a
discrimination model based on the histogram bins in order to assess heartbeat dynamics
and differentiate their waveforms, focusing on each classification model, as suggested in
Figure 3.

B1 
[0.55–0.62]

B2 
[0.62–0.68]

B3 
[0.68–0.75]

B4 
[0.75–0.81]

B5 
[0.81–0.88]

B6 
[0.88–0.94]

B7 
[0.94–1.01]

B8 
[1.01–1.07]

B9 
[1.07–1.14]

B10
[1.14–1.20]

Male 10.1% 15.4% 16.3% 15.5% 13.1% 10.4% 7.6% 5.4% 3.7% 2.5%

Female 13.3% 17.9% 18.0% 15.1% 12.3% 9.3% 6.1% 3.9% 2.5% 1.6%
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[%
]

Bin [s]

Figure 2. Heart rate histogram by sex—10 bins.

The experiment presented in this manuscript was based on the contribution of the
bipolar signals X, Y, and Z, following the results of our previous work [16]. However, for
this research, by bin, we deployed the architecture of Section 4 four times, using as a control
variable the number of heartbeats collected, seeking the best accuracy result. Therefore,
each bin was tested between one and four heartbeats.

RR 
measure

Model for B1

Model for B10

Sex classifier
model selection

Model for Bn

Prediction
Variable heartbeat 

collection

1 2 3 4

Figure 3. Experiment methodology.

4. Architecture

The architecture of the experiment in general is described in Figure 4, composed of
six blocks. (i) It started with the database storage block, which contained the raw pseudo-
orthogonal XYZ ECG bipolar signals, following the description in Section 3.1. (ii) Then,
artifacts such as baseline wander, powerline, and other additive noises were removed from
each of the bipolar signals in the noise-filtering block. (iii) Randomly, the heartbeat selector
provided a set of heartbeats oriented by the bin separation of Figure 2 and the number of
heartbeats selected by sample, all acquired during the 24-h recording period per person.
(iv) The three time-variant signals XYZ were transformed into a time-frequency domain
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and themselves added to build an RGB image. (v) The sample storage block separated
each RGB image into two different folders, according to the person’s sex, male or female.
(vi) Finally, the classification stage separated the storage images into training and testing to
generate and evaluate the computational model.

Database
Noise 

filtering
Heartbeat 
selector

Signal TF
Samples 
storage

Classification

Figure 4. Experiment block diagram, taken from [16].

Figure 5 presents the set of techniques and procedures implemented for our experi-
ment, expanding the block diagram in Figure 4. Generally, we separated the architecture
into two steps, signal preprocessing and data classification. Our proposed data path, shown
in Figure 5, was performed for each person in the database.

Signal Preprocessing                     

ECG_X

ECG_Y

ECG_Z
+

Wavelet 
transform.
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Wvt-Y
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P
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 0

.7
 H

z

SP
F:

 5
0

/6
0

 H
z

Filtering Heartbeat selector by bin

Se
le

ct
io

n
 o

f 
2

3
 r

an
d

o
m

 
in

d
ex

H
ea

rt
 r

at
e 

ve
ct

o
r 

in
d

ex
 

co
lle

ct
io

n

n
h

ea
rt

b
ea

t 
ex

tr
ac

ti
o

n
 b

y 
in

d
ex

nBeats-X
nBeats-Y
nBeats-Z

Wvt-ZWvt-Y Wvt-X

[224-224] px

RGB Image

Images storage by bin

bin_k. k = 1:10

Male Female

For n = 1:4 (heartbeats)

n heartbeat 
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(a) Signal Processing stage
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training ≈ 3000

Images for 
validation ≈ 1300
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B2_model

B3_model
...
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B2_perf.
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n

 
re

gi
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er

Images storage by bin

bin_k. k = 1:10

Male Female

n heartbeat 
storage folder

For n = 1:4 (heartbeats) Data Classification

(b) Classification stage

Figure 5. Experiment architecture.

The preprocessing step was divided into five sections. The first step was the direct
application of the suppress band filter at 50 and 60 Hz and a high-pass filter at 0.7 Hz on
the frequency space using an FFT; this operation was applied to each of the XYZ bipolar
signals, covering all user data records. As the next step, we located common RR vector
indexes based on the ten bins described in Figure 2, taking advantage of the database signal
annotations. Then, 23 samples were randomly selected from the working bin. These steps
completed the extraction of the region of interest.

Then, the XYZ ROI was moved to the two-dimensional wavelet time-frequency domain,
which provided the advantage of completely using the PQRST complex without losing signal



Data 2023, 8, 97 8 of 13

information. Our wavelet was an analytic Morse within a continuous filter bank with a
time-bandwidth product of 60, a voice per octave of 12, and a symmetry characterization of 3.

The matrix magnitude of each transformed signal is depicted in Figure 5. Wvt-X,
Wvt-Y, and Wvt-Z were each represented by one color in the RGB image, as appropriate.
An example of the transformations is shown in Figure 6, in descending order from four to
one female heartbeat(s). Once the image was constructed, it was stored in the female or
male folder.

Figure 6. Wavelet transformation examples. From four to one heartbeat(s).

We performed our classification task with GoogLeNet, which is a convolutional neural
network composed of 144 layers in Matlab and a 22-layer deep network developed by
Google [42]. The data distribution for our sample storage was 70% for training and 30% for
testing. Furthermore, we configured the model using the stochastic gradient descent with
momentum (SGDM) optimization algorithm with a β = 0.9, a maximum number of epochs
of 20, a dropout of 60%, and a mini-batch size of 15 samples.

5. Results

We processed the ECG data following the architecture of Figure 5, seeking the best
accuracy rate. We used as a control variable the number of heartbeats collected in the range
of one to four heartbeats.

Figure 7 presents the best working bin accuracy rate. In each bin, the control variable
is presented with its respective performance; the leading score is highlighted by a cross,
which represents a general mean of 94.82% ± 1.96%. Bins 1, 2, 3, 4, and 6 required four
beats. Then, bins 5, 7, and 8 used three beats. Finally, bins 9 and 10 used one heartbeat. In
conclusion, the collection of four, three, and one heartbeat(s) represented a scope of 50%,
30%, and 20 %, respectively, providing an outstanding configuration for the entire system.
Therefore, as the RR increased, the results suggested that fewer beats were needed to obtain
a good sex recognition rate.

Figure 7. Classifier accuracy vs. heartbeats collected.
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Obtaining the best model by bin (Figure 8), the confusion matrix derivation values
obtained a general sensitivity of 95.59% ± 2.16%, a specificity of 94.08% ± 3.32%, and a
precision of 93.98% ± 2.88%. Taking as a reference point the results with one heartbeat (the
ideal scenario), we proposed a category point-to-point subtraction between the results of
Figure 8 and the single-heartbeat results (Table 2). This comparison is shown in Figure 9;
note that bins 9 and 10 are not included in the graph because their resulting value was zero.

Figure 8. Classification results by best heartbeat collection.

As shown in Figure 9, the accuracy measurements demonstrated positive differences
across all bins. The most representative were bins 1–6 with values of 7.0%, 5.7%, 3.9%,
4.2%, 2.0%, and 2.3%, respectively. On the other hand, the sensitivity presented a positive
difference of 16.8%, 8.5%, 5.1%, 5.6%, and 3.6% for bins 1–3 and 5–8, respectively, but
showed negative differences in bins 4 and 8, with values of 0.3% and 2.3%, respectively.
Finally, the specificity and the precision revealed positive differences of 2.9%, 2.7%, 8.6%,
1.0%, and 5.5% and 3.3%, 2.9%, 8.0%, 1.1%, and 5.3%, respectively, for bins 2–4, 6, and 8,
and negative differences of 2.9%, 1.6%, and 2.1% and 0.8%, 1.2%, and 2.0%, respectively, for
bins 1, 5, and 7.
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Figure 9. Comparison of derivative confusion matrix metrics against single-heartbeat results.

In conclusion, from the accuracy perspective presented in Figures 7 and 9, the collection
of four and three heartbeats provided a better discrimination space than the collection of one
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heartbeat for sex recognition in the range of bins 1–6. In addition, as the RR increased, the
accuracy distance between the improved heartbeat classification rate and single-heartbeat
collection tended to be closer. The sensitivity and specificity presented positive increments
for bins 2 (96.7% (↑ 8.5%), 93.4% (↑ 2.9%)); 3 (96.0% (↑ 5.1%), 95.5% (↑ 2.7%)); and 6 (97.6%
(↑ 3.6%), 97.4% (↑ 1.0%)). Moreover, bins 1,5, and 7 demonstrated an increase in their
sensitivity and decrease in their specificity, as follows: 1—95.9% (↑ 16.8%), 88.7% (↓ 2.9%);
5—96.0% (↑ 5.6%), 98.9% (↓ 1.6%); and 7—98.0% (↑ 2.5%), 96.0% (↓ 2.1%). In contrast, bins
4 and 8 generally presented a decrease in sensitivity and an increase in specificity: 4—96.9%
(↓ 0.3%), 96.7% (↑ 8.6%); 8—98.8% (↓ 2.3%), 98.0% (↑ 5.5%). In addition, the precision
presented an increase in bins 2 (↑ 3.3%), 3 (↑ 2.9%), 4 (↑ 8.0%), 6 (↑ 1.1%), and 8 (↑ 5.3%)
and a decrease in bins 1 (↓ −0.8%), 5 (↓ −1.2%), and 7 (↓ −2.0%). Finally, we present the
general experimental metrics and scores in Table 2.

Table 2. Classification results. ■ color means higher value by bin.

# HB Bin Accuracy Sensitivity Specificity Precision
4 1 0.9079 0.9586 0.8576 0.8699
3 1 0.8788 0.9455 0.8108 0.8361
2 1 0.8727 0.928 0.8157 0.8382
1 1 0.8382 0.7908 0.887 0.8781
4 2 0.9221 0.9099 0.934 0.9313
3 2 0.9206 0.9667 0.8756 0.8837
2 2 0.9114 0.9212 0.9016 0.9025
1 2 0.8651 0.8254 0.9052 0.898
4 3 0.9428 0.9596 0.9263 0.9277
3 3 0.9323 0.9092 0.9554 0.9532
2 3 0.9096 0.9454 0.8741 0.8817
1 3 0.9038 0.9083 0.8993 0.8991
4 4 0.9465 0.9255 0.9671 0.9651
3 4 0.9451 0.9687 0.9216 0.9246
2 4 0.9248 0.96 0.8899 0.8963
1 4 0.9046 0.9287 0.8809 0.8849
4 5 0.9264 0.8627 0.9893 0.9876
3 5 0.9514 0.9602 0.9427 0.9429
2 5 0.9357 0.9542 0.9174 0.9191
1 5 0.9317 0.9044 0.9584 0.9551
4 6 0.9635 0.976 0.9512 0.9517
3 6 0.9477 0.9669 0.9287 0.9303
2 6 0.9355 0.8966 0.9738 0.9711
1 6 0.941 0.9403 0.9417 0.9403
4 7 0.9517 0.9798 0.9252 0.9252
3 7 0.9561 0.9733 0.9397 0.9388
2 7 0.9498 0.9601 0.94 0.9382
1 7 0.9548 0.9488 0.9606 0.9583
4 8 0.9664 0.9567 0.9753 0.9725
3 8 0.9691 0.9571 0.9802 0.9781
2 8 0.9591 0.9839 0.9364 0.9339
1 8 0.9278 0.9875 0.8734 0.8768
4 9 0.9619 0.9446 0.9772 0.9735
3 9 0.9548 0.9331 0.974 0.9693
2 9 0.9541 0.9353 0.9707 0.9656
1 9 0.9645 0.9747 0.9556 0.9507
4 10 0.9514 0.9584 0.9458 0.9326
3 10 0.9467 0.9795 0.9209 0.9072
2 10 0.954 0.9705 0.9411 0.9284
1 10 0.9581 0.9636 0.9538 0.9421

6. Discussion

In practice, users demand plug-and-play solutions, with a short response time (e.g.,
1.3–2.3 s [19,43]), that are robust enough for any user context. On the contrary, current
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research in the field of sex recognition with ECG signals has three characteristics: a 12-lead
configuration with sensitive electrode placement, an acquisition time of ten seconds that
can be approximated to ten PQRST complexes, and analysis limited to patients in a resting
position only. To make progress in this area, our research provided a step toward these
user requirements. The architecture proposed in this paper, together with our experimental
variable control, reduced by 40% the number of attachable electrodes to be installed on
the final user, with an electrode setup comprised of four fewer electrodes compared with
the 12-lead configuration. Furthermore, on average, we decreased the acquisition time by
6.9 s compared to related research and 21% compared to our previous work. Indeed, these
differences could be increased when a few heartbeats were used, depending on the current
heart rate interval. Lastly, regarding the classification of sex during random daily activities,
our model was responsive of the heartbeat dynamics and used one heartbeat in some heart
rate intervals.

From a critical perspective, it should be noted that the results of our study were bound
by the characteristics of the Rochester database. In addition, our study did not include an
evaluation of the models using external databases, as was performed by Siegersma [33]
and Lyle [34]. In fact, this is an invitation for our next study to complement this scenario.

In summary, our classification approach achieved an accuracy of 94.82% ± 1.96%
with bipolar XYZ signals, obtaining a competitive score in contrast to related research.
Furthermore, our architecture required fewer heartbeats for analysis, providing faster
acquisition and improving the user experience. As a future project, we propose to ex-
tend our experiment to heart biometrics and sex-oriented feature extraction for cardiac
disease studies.

7. Conclusions

This research presented a deep-learning-oriented approach for recognizing the sex of
a person using their ECG signals. Our work proposed a unique study that adapted sex
classification based on the person’s current heart rate and used the number of heartbeats
as a control variable. This sex recognition architecture reached an average accuracy of
94.82% ± 1.96%, achieving in some bins rates over 96%. In addition, our results suggested
that as the RR increases, the number of heartbeats required to obtain the best classification
tended to decrease. Indeed, higher heart rate intervals required only one heartbeat. The
results of this research open up strategies for portable ECG solutions, due to users’ demands
for services with fast responses. Our findings will support the introduction of this soft
biometric attribute in a user authentication scenario for future work.
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