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Abstract: The number of reviews from customers on travel websites and platforms is quickly increas‑
ing. They provide people with the ability to write reviews about their experience with respect to
service quality, location, room, and cleanliness, thereby helping others before booking hotels. Many
people fail to consider hotel bookings because the numerous reviews take a long time to read, and
many are in a non‑native language. Thus, hotel businesses need an efficient process to analyze and
categorize the polarity of reviews as positive, negative, or neutral. In particular, low‑resource lan‑
guages such as Thai have greater limitations in terms of resources to classify sentiment polarity. In
this paper, a sentiment analysis method is proposed for Thai sentiment classification in the hotel
domain. Firstly, the Word2Vec technique (the continuous bag‑of‑words (CBOW) and skip‑gram ap‑
proaches) was applied to create word embeddings of different vector dimensions. Secondly, each
word embedding model was combined with deep learning (DL) models to observe the impact of
each word vector dimension result. We compared the performance of nine DLmodels (CNN, LSTM,
Bi‑LSTM, GRU, Bi‑GRU, CNN‑LSTM, CNN‑BiLSTM, CNN‑GRU, and CNN‑BiGRU) with different
numbers of layers to evaluate their performance in polarity classification. The dataset was classified
using the FastText and BERT pre‑trained models to carry out the sentiment polarity classification.
Finally, our experimental results show that the WangchanBERTa model slightly improved the accu‑
racy, producing a value of 0.9225, and the skip‑gram and CNN model combination outperformed
other DL models, reaching an accuracy of 0.9170. From the experiments, we found that the word
vector dimensions, hyperparameter values, and the number of layers of the DL models affected the
performance of sentiment classification. Our research provides guidance for setting suitable hyper‑
parameter values to improve the accuracy of sentiment classification for the Thai language in the
hotel domain.

Keywords: sentiment analysis; word embedding; Word2Vec; deep learning; natural language
processing

1. Introduction
In December 2019, a novel coronavirus (COVID‑19) disease was discovered, which

was later declared a pandemic by the World Health Organization (WHO). The COVID‑
19 outbreak severely impacted global economies and the financial markets, especially the
tourism industry [1]. The tourism industry was one of the main economic sectors in Thai‑
land affected by the COVID‑19 pandemic. In the pre‑COVID‑19 era, Thailand was one
of the most popular tourist destinations for travelers from around the world. In the post‑
COVID‑19 pandemic, the hotel industry needs to prepare, transform, and propose new
services for customers.

Currently, data represents one of themost important assets of an organization. For ex‑
ample, Agoda.com and Booking.com are website travel agents that provide a platform for
customers to share their experiences and provide feedback on the service quality, location,
room, and cleanliness of hotels. The customers can write text reviews on the platform
without any length limitations. Hotel companies can use customer reviews to improve
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their products, business, and services. However, text reviews are in the format of unstruc‑
tured data, and the amount of them is quickly increasing. This makes it difficult to analyze
themmanually [2], as this process requires extensive resources and time [3]. Therefore, the
sentiment analysis technique was applied to process text reviews for polarity classification.

Sentiment analysis or opinionmining is one of themost important approaches in natu‑
ral language processing (NLP), which refers to the task of extracting, detecting, classifying,
and identifying people’s opinions [4,5]. The main goal of sentiment analysis is the polar‑
ity classification of text reviews into positive, negative, or neutral [6]. Several business
domains such as product, film, travel, hotel, marketing, and news industries implement
sentiment analysis to obtain useful information from customer text reviews to improve
their product quality or services. Machine learning algorithms and DL models are two
NLP methods used for text review classification [7]. Traditional ML algorithms have been
widely utilized to perform sentiment classification in various domains [8–10], obtaining
greater accuracy than lexicon‑based methods [11]. However, traditional ML algorithms
struggle with complex text reviews and long text sequences, which can lead to less accu‑
rate results [12,13]. Recently, DLmodels have been applied in several NLP tasks, including
sentiment analysis, machine translation, speech‑to‑text, and keyword extraction. In sev‑
eral studies [14–18], DL models were found to significantly outperform lexicon‑based and
traditional ML algorithms in classifying polarity. The main categories of the DL models
that are widely used in sentiment analysis are convolution neural networks (CNNs) and
recurrent neural networks (RNNs) [15].

Sentiment analysis is one of the most researched areas in NLP, covering a wide range
of applications such as social media monitoring, product analysis, customer support in‑
sights, and employee sentiment evaluation. Numerous sentiment analysis studies using
DLmodels in English and other European languages can be found, which can achieve great
predictive accuracy; however, they use richly developed resources and tools to construct
the corpus. The Thai language, on the other hand, is a low‑resource language lacking the
available datasets for training and testing sentiment analysis using AI systems [19]. More‑
over, sentiment analysis studies based on the Thai language are comparatively very scarce.
Therefore, a suitable DL model needs to be investigated for Thai sentiment analysis.

The main contributions of this paper can be summarized as follows:
1. We collected data and constructed a Thai sentiment corpus in the hotel domain;
2. We focused on and applied deep learning models to discover a suitable architecture

for Thai hotel sentiment classification;
3. We applied the Word2Vec model with the CBOW and skip‑gram techniques to build

a word embedding model with different vector dimensions, highlighting their effect
on the accuracy of sentiment classification in the Thai language. We then compared
the Word2Vec, FastText, and BERT pre‑trained models;

4. We also evaluated the classification accuracy of deep learningmodels usingWord2Vec
and term frequency‑inverse document frequency (TF‑IDF) models, comparing their
performance with various traditional machine learning models.
The remainder of this paper is organized as follows: Section 2 briefly outlines the

various sentiment classification techniques for different languages by applying feature ex‑
traction using ML algorithms and deep learning models. Section 3 presents the research
background. In Section 4, the proposed methodology is explained. The experimental re‑
sults are presented and discussed in Section 5. Lastly, we provide the conclusion and fu‑
ture perspectives in Section 6.

2. Related Works
Many techniques have been applied to sentiment analysis to classify text reviews as

positive, negative, or neutral. Piyaphakdeesakun et al. [20] proposed an approach to sen‑
timent classification in the Thai language using deep learning techniques. CNN and RNN
models were compared to find an appropriate approach for the sentiment classification of
Thai online documents. The pre‑trained ULMFiT Thai language model was utilized for
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text classification. The research result found that the BGRUmodel with an attention mech‑
anism had the best performance. Ayutthaya et al. [21] incorporated two‑feature extraction
methods for accurate sentiment classification using deep learning techniques. The speech
feature was utilized to identify types of words and the sentic features were utilized to
identify the emotion of certain words in the reviews. The Bi‑LSTM and CNNmodels were
combined for the sentiment classification of 40 Thai children’s stories. The proposed ap‑
proach obtained the best results. A comparative study was also presented in [22] to gauge
the performance of various deep learning techniques, including the CNN, LSTM, and Bi‑
LSTM models, by extracting several features. The results showed that the combination of
CNN with three feature extraction methods (word embedding, POS tagging, and sentic
vectors) achieved the highest accuracy. A framework for Thai sentiment analysis was also
proposed in [23], which includes data pre‑processing, feature extraction, and DL model
construction to classify sentiment. The three datasets in the Thai language (WiseSight,
ThaiEconTwitter, and TaiTales) were utilized for the evaluation of the performance of DL
models. The results indicated that the combination of feature and hybrid DL models can
increase the performance of classification. In their model, however, they utilized the CNN
and LSTM model combination and thai2vec word embedding for Thai sentiment classi‑
fication. They did not test with another DL model or other word embedding algorithms.
Leelawat et al. [24] utilizedML algorithms for sentiment polarity classification of sentiment
and intention classes. The dataset was collected from the Twitter social media platform
with the application programming interface (API) along with Thailand tourism data. This
research used the TF‑IDF to represent textual documents as vectors, which required ML
algorithms. The experimental result found that SVM reached the best result for sentiment
analysis. The random forest algorithm achieved the best result from the intention analy‑
sis. However, deep learning models were compared for sentiment polarity classification
in this research. Bowornlertsutee and Pireekreng [25] proposed the technique of building
a model for the sentiment classification of online shopping reviews in the Thai language.
This research compared the accuracy of polarity classification in terms of positive, neutral,
and negative using the DL model (long short‑term memory) and three ML models (SGD,
LR, and SVM). The experimental results show that the LSTM model provided the high‑
est accuracy. However, other word embedding approaches, such as TF‑IDF or word2vec,
should be applied to the model to compare the performance of sentiment classification.

Pugsee et al. [26] applied various deep learning techniques for sentiment classifica‑
tion in the Thai language on the TripAdvisor website. The dataset was divided into three
classes: positive, negative, and neutral. The CNN and LSTM models were combined to
build a classification model and measure the sentiment of text reviews. The proposed clas‑
sification model achieved greater accuracy in the sentiment classification task. Vateekul
et al. [27] applied deep learning techniques to classify sentiment polarity in the Thai lan‑
guage using a Twitter dataset. An appropriate data pre‑processing approach was also pro‑
posed to dealwith noisy data. Twodeep learning techniqueswere applied to evaluate their
performance in accurately classifying positive and negative polarities. The best model for
sentiment classificationwas theDCNNmodel, producing a higher accuracy than the LSTM
and traditional machine learning algorithms, such as NB and SVM. Thiengburanathum
and Charoenkwan [28] compared traditional ML algorithms, deep learning models, and
pre‑trained bi‑directional encoder representations for transformers (BERT) to predict toxic
comments in Thai tweets. The bag‑of‑words (BOW) and term frequency‑inverse document
frequency (TF‑IDF) methods were utilized to extract features and transform each word in
the sentence into a number. The proposed approach showed that the extra trees algorithm
andBOWcombination outperformeddeep learning andBERT, producing the highest accu‑
racy. Khamphakdee and Seresangtakul [29] compared nineML algorithms for text classifi‑
cation in the Thai language in the hotel domain. The different techniques used for feature
extraction consisted of Delta TF‑IDF, TF‑IDF, N‑Gram, andWord2Vec to classify sentiment
polarity. The SVM algorithm with Delta TF‑IDF combination archived the best classifica‑
tion results. Li et al. [30] applied DLmodels for sentiment analysis in the restaurant review
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domain combined with Word2Vec, Bi‑GRU, and Attention. A dataset from Dianping.com
was used to test and validate the sentiment analysis model. The proposed model achieved
good results, which were superior to the ML models used.

Lai et al. [31] applied ML algorithms and deep learning approaches for fake news
classification. TF‑IDF was combined with ML algorithms, while Word2Vec was applied
with deep learning models for classification. The experiment found that the CNN and
LSTMmodels outperformed the traditional ML algorithms. Kim and Jeong [18] proposed
convolutional neural networks for sentiment analysis using three datasets consisting of
Amazon customer review data, Stanford sentiment treebank data, and movie reviews for
polarity classification. The proposed CNNmodel obtained the highest accuracy for binary
and ternary classification. Xu et al. [2] proposed a sentiment analysis method using the Bi‑
LSTM model for the binary classification of hotel comments. The Word2Vec embedding
model was used to obtain a representation of distributed words. A new representation
method of word vectors was also proposed to improve the term weight computation. The
proposed method was compared with many sentiment analysis methods including the
RNN, CNN, LSTM, and NB models. The proposed method achieved the highest accu‑
racy. Muhammad et al. [32] integrated the Word2Vec model and LSTM model to analyze
sentiments in Indonesian hotel reviews. The LSTM model was also combined with the
Word2Vec model (skip‑gram and CBOW) to compare differences in sentiment classifica‑
tion performance. The skip‑gram method was applied with a vector dimension value of
300. The LSTM model had a dropout value and learning rate of 0.2 and 0.001, respec‑
tively. The proposed approach can solve the problem of sentiment classification. Naqvi
et al. [33] proposed a framework for text sentiment analysis inUrduusing deep learning ap‑
proaches. This research utilized different word embedding methods combined with deep
learning models to classify sentiment. The experiment showed that Bi‑LSTM‑ATT was the
best approach for sentiment classification, obtaining the highest performance among the
approaches assessed.

Fayyoumi et al. [34] proposed two models: the traditional Arabic language (TAL)
model and semantic partitioning Arabic language (SAP) model, to compare the polarity
categorization of Jordanian opinions collected from tweets. This study utilized traditional
ML algorithms (support vector machine (SVM), naïve Bayes (NB), J48, multi‑layer percep‑
tron (MPL), and logistic regression (LR)) to measure the performances of sentiment anal‑
ysis in terms of positive and negative polarity. The SAP model outperformed the TAL
model. Ay Karakuş et al. [35] used a movie review dataset in the Turkish language to
evaluate various deep learning techniques. This research also compared the accuracy and
time computation performance of sentiment classification using different deep learning
techniques. The Word2Vec model with the skip‑gram method was applied to build a
pre‑trained word embedding model from the dataset. The experimental results showed
that the combination of three models (CNN, LSTM, and the pre‑trained word embedding
model) outperformed all other models, including CNN, Bi‑LSTM, and LSTM. The one‑
layer CNNmodel and CNN‑LSTM also exhibited the best performance in terms of overall
running time. Rehman et al. [36] proposed a hybridmodel using a combination of theCNN
and LSTM models, which outperformed traditional models in sentiment analysis. The
dropout technology, normalization, and a rectified linear unit were also applied to boost
accuracy. The Word2Vec embedding model was utilized for the transformation of text re‑
views into numerical vectors. The proposed hybrid model outperformed the traditional
deep learning and machine learning algorithms in terms of precision, recall, F1‑score, and
accuracy. Feizollah et al. [37] focused their sentiment analysis on tweets referring to two
halal topics: tourism and cosmetics. The Word2Vec and Word2Seq embedding methods
were applied to transform the tweets into vectors, and then each word embedding method
was combined with the CNN and LSTM models to analyze the tweet sentiments. The ex‑
perimental results showed that the combination of theWord2Vec embeddingmethodwith
the CNN and LSTM models achieved better results. Dang et al. [38] compared different
deep learning architectures to solve the sentiment analysis problem on different datasets.
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Two popular word embedding models (TF‑IDF andWord2Vec) were applied to transform
words into vectors. Each word embedding method was combined with DNN, CNN, and
RNN models to compare their accuracy in sentiment classification. The combination of
Word2Vec and CNN outperformed the other models in terms of accuracy and CPU run‑
time, while the RNN model obtained a higher accuracy on most datasets at the cost of a
longer computation time. Tashtoursh et al. [39] evaluated the performance of DL mod‑
els and a hybrid model to compare polarity classification using the COVID‑19 fake news
dataset. The pre‑trained GloVe was applied to convert text into vectors to represent words.
The highest accuracy score was achieved by the CNN model.

3. Background
This section provides details of the word embedding techniques and DL models.

3.1. Word2Vec
There are several techniques to convert words into vectors to represent words. Al‑

though TF‑IDF (term frequency‑inverse document frequency) [40] is widely used in sen‑
timent analysis to classify polarity along with ML algorithms and DL models, it does not
consider the semantic context between words in sentences, while also generating high‑
dimensional sparse vectors. In 2013, Word2Vec was published by Mikolov, T. et al. [41],
after which it became one of the most popular techniques for learning the vector repre‑
sentation of words. The Word2Vec technique can be used to create word embeddings by
mapping words to numerical vectors using neural networks. A comparison of TF‑IDF and
Word2Vec also revealed that theWord2Vec technique was shown to achieve a higher accu‑
racy than TF‑IDF in sentiment classification [42]. The Word2Vec technique produces nu‑
merical vector representations of words through a training sentiment corpus. Researchers
can define the size parameter of word embedding to produce a suitable model. There are
two different architectures used in the Word2Vec technique to create word embedding
representations: continuous bag‑of‑words (CBOW) and skip‑gram. In the CBOW architec‑
ture, the context word is used as input to predict the central word. On the other hand, the
skip‑gram architecture uses the central word as the input to predict the context word [43].
The CBOW architecture has a better learning rate than the skip‑gram architecture but at
the cost of greater computation time. On the other hand, the skip‑gram architecture ex‑
hibits a higher accuracy than the CBOW architecture if the dataset is small and contains
manyword variations [44]. To obtain the best word embeddingmodel in this research, the
CBOW and skip‑gram architectures were applied to generate different vector dimensions
to analyze their impact on polarity classification using DL models.

3.2. FastText Pre‑Training Model
Word embeddingmodels have become one of the important parts of natural language

processing due to their increase in accuracy. In 2016, a Facebook research team proposed
the word embedding process called the FastText embedding model [45]. The main appli‑
cation of this model is the sentiment classification task. This model is an extension of the
continuous skip‑grammodel [41], which improves the processing speed and performance
of classification. The FastText embeddingmodel splitswords into sub‑words and then uses
the n‑gram technique to build word representations. Therefore, the FastText embedding
model can build word representations as numeric vectors of words that do not appear in
the corpus. The FastText embedding model is an open‑source and efficient model. There
are pre‑trained word embeddings for 157 languages in addition to the Thai language that
can be downloaded at https://fasttext.cc/docs/en/crawl‑vectors.html (accessed on 22 April
2023). The pre‑trained models were trained using the CBOW approach with hyperparam‑
eters defined as follows: a dimension of 300, length of n‑grams of 5, and window sizes of
5 and 10.

https://fasttext.cc/docs/en/crawl-vectors.html
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3.3. BERT Pre‑Training Model
In 2018, the Google AI team introduced BERT (bi‑directional encoder representations

from transformers) [46], which became the state‑of‑the‑art framework for several NLP
tasks, such as question answering and sentence pair classification. The two steps of BERT
are pre‑training and fine‑tuning. BERT is a language processing pre‑trained model that
uses a large dataset with unlabeled data from the BooksCorpus and English Wikipedia. It
can then be fine‑tuned for downstream tasks with labeled data. BERT was pre‑trained in
two tasks. The first task is masked language modeling (MLM), in which 15% of the tokens
in a sentence fed into themodel are randomlymasked. After that, themodel predicts those
hidden words at the output layer. The second task is next sentence prediction (NSP), in
which the model trains a pair of sentences to understand the relationships between words
in a sentence and then predicts whether the second sentence is related or not (e.g., question
answering and natural language inference). There are two different BERT architectures:
BERTbase and BERTlarge, with 12 and 24 encoder layers, respectively. The total number of
parameters of BERTbase is 110 M and BERTlarge is 340 M.

Currently, there are many BERT models available, which have been presented in dif‑
ferent domains. Some BERT models were pre‑trained for multi‑lingual language process‑
ing, such asmulti‑lingual BERT (M‑BERT) [47]with 104 languages, andXML‑RoBERTa [48],
with 100 languages. However, those language models produce a low performance on
downstream tasks for the Thai language. To address these problems,WangchanBERTa [49]
was proposed by Lowphansirikul et al. in 2021. Specifically, it is a mono‑lingual language
model for the Thai language that contains a large dataset (78 GB) of many domains, in‑
cluding social media posts, news articles, and other public adverts. The WangchanBERTa
language model was pre‑trained based on the RoBERTa architecture and WanghanBERTa
model and can be downloaded at https://huggingface.co/airesearch/wangchanberta‑base‑
att‑spm‑uncased (accessed on 22April 2023). for fine‑tuning to different downstream tasks.

3.4. Deep Learning
Deep learning models are gaining increased popularity to solve several tasks, such

as NLP, image processing, bioinformatics, and medical problems. Deep learning is a type
of machine learning with multiple hidden layers in the neural network. Deep learning
models achieve better accuracy and performance than machine learning algorithms be‑
cause they can automatically learn and extract features from very complex patterns of
large datasets [35]. Deep learning models can compute a huge amount of unstructured
data to extract important information. In the NLP task, deep learning models can solve
most language problems while achieving state‑of‑the‑art results [50].

3.4.1. Convolutional Neural Network (CNN)
The CNN model is a type of deep neural network architecture that is mostly used

in image processing, object detection, image segmentation, and face detection. Moreover,
the CNN model can be applied for sentiment classification, achieving superior results to
traditional ML algorithms. It can detect the complex features of data while reducing the
execution time. There are three major layers in the CNNmodel, including the convolution
layer, pooling layer, and fully connected layer [38,51].

The word embedding results are used as the input to the convolution layer to extract
features using filters to produce a feature map as the output. Several techniques can be
used to construct the word vector matrix, such as Word2Vec, FastText, and GloVe. To
apply a CNN, the words N in a sentence S are transformed into an embedding vector of
size si. Then, the sentence is represented as a matrix M.

M =[s1, s2, s3, . . . , si, . . . , sn−1, sn] (1)

https://huggingface.co/airesearch/wangchanberta-base-att-spm-uncased
https://huggingface.co/airesearch/wangchanberta-base-att-spm-uncased
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To perform convolution, let x be the input data and k the number of filters in the
convolutional layers. Convolution can be performed using the following [52]:

yi = ∑
i

f
(

M ∗ wj+bj
)
, j = 1, 2, . . . , k (2)

where yi is the matrix after the convolution operation, ∗ is the convolution operation, wj
and bj are the weight and bias, respectively, and f (·) is an activation function.

Thepooling layer reduces the dimensions of features by combining the outputs, thereby
reducing the number of parameters for computation while retaining the most important
information. Two methods are commonly used for pooling: max pooling and average
pooling. The operation of average pooling can be calculated as follows:

z =
1
N ∑

(i,j)∈s
xij, i, j = 1, 2, . . . , p (3)

where xij is the activation value at (i, j).
Finally, the fully connected layer produces the result of sentiment classification from

the output of the previous layers.

Υ = ∑
i

f (wz + b) (4)

where Υ and z are denoted the output vector and input features, respectively, and w and
b represent the weight and bias of the fully connected layer, respectively.

3.4.2. Recurrent Neural Network (RNN)
The RNN model is a type of deep learning network structure designed to deal with

special sequence data, such as text reviews, sensor data, and stock prices. The RNNmodel
has gained increased popularity in the NLP task in recent years. Unlike traditional neural
networks, the RNN model can process sequence data by retaining the output of previous
states before feeding it as an input of the next state for a better prediction. The most used
RNN models are long short‑term memory (LSTM) and gated recurrent unit (GRU).

• Long short‑term memory (LSTM) and bi‑directional long short‑term memory
(Bi‑LSTM).

The LSTM model is a special type of recurrent neural network (RNN) that is applied
in several areas to process the long‑term dependencies of input sequence data [53]. The
LSTMmodel was proposed by Hochreiter and Schmidhuber [54] to address the vanishing
gradient and exploding gradient problems of RNNs by adding a memory cell and gate
units, thereby reducing the complexity in training and fine‑tuning parameters. The LSTM
model consists of two main state vectors: hidden state hi and cell state Ci. In addition, the
three main gates of the LSTM model are the input gate it, output gate ot, and forget gate
ft [55]. Each state is calculated as follows:

ft= σ
(

W f · [ht−1, xt]+b f

)
(5)

it= σ(Wi · [ht−1, xt]+bi) (6)

C̃t = tanh(Wc · [ht−1, xt]+bc) (7)

Ct= f t × Ct−1 + it × C̃t (8)

ot= σ(Wo · [ht−1, xt]+bo) (9)
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ht= Ot × tanh(Ct) (10)

The bi‑directional long short‑term memory (Bi‑LSTM) model improves on the disad‑
vantages of the LSTM model, which only processes sequential information in a forward‑
to‑backward direction. The Bi‑LSTM model can instead process sequential information
in both directions, thus better learning and capturing the context of the sentence. The
Bi‑LSTM model is often used to solve NLP tasks, exhibiting better performance than the
LSTM model [6].

• Gated recurrent unit (GRU) and bi‑directional gated recurrent unit (Bi‑GRU).

The GRU model was proposed by Chung et al. [56] to address the issues with tradi‑
tional recurrent neural networks such as the LSTM model. The GRU model has a similar
structure to the LSTM model, with gating structures for processing sequence information.
It contains twomain gate structures: the reset gate rt and the update gate zt. The reset gate
determines the information to forget, which allows one to control the information to pre‑
serve memory. The GRUmodel also solves the disadvantages of the LSTMmodel, such as
memory consumption and slowprocessing time. TheGRUmodel has been used in the task
of sentiment classification, showing a better performance than the LSTM model [57–60].
Each gate and state of the GRU model is calculated as follows [55]:

zt= σ(Wz · [ht−1, xt]+bz) (11)

rt= σ(Wi × [ht−1, xt]+br) (12)

h̃t= tanh(Wc × [rt × ht−1, xt]+bc) (13)

ht = (1− zt)× ht−1+zt × h̃t (14)

Although the GRUmodel can automatically learn and extract useful information bet‑
ter than the LSTM model, it also learns sequence information in the forward‑to‑backward
direction only. Therefore, useful information can be easily lost in sentiment analysis tasks.
Accordingly, the Bi‑GRUmodel can solve this problem, constituting a forward outputGRU
model and reverse output GRU model to learn sequence information [61]. Several studies
have demonstrated the better performance of the Bi‑GRU model compared to the GRU,
LSTM, and Bi‑LSTM models in the sentiment classification task [62–64].

A bi‑directional RNN (BRNN) can outperform a uni‑directional RNN because the bi‑
directional model can learn the context of reviews in both the past and future. The BRNN
is computed as follows [55]:

→
h = σ

(
xtU+

→
h t−1+w + bt

)
(15)

←
h= σ

(
xtU+

←
h t−1+w + bt

)
(16)

where
→
h and

←
h are the forward hidden state and backward hidden state, respectively, to

obtain the hidden state at time t.

4. Methodology
In this research, we propose a framework for the sentiment analysis of Thai hotel

reviews using the Word2Vec technique, applying DL models for polarity classification.
Figure 1 depicts the proposed framework including data collection, corpus construction,
building word embedding, DL model design and evaluation, and experimental results.



Data 2023, 8, 90 9 of 22

Data 2023, 8, x FOR PEER REVIEW  9  of  22 
 

 

where  h

  and  h


  are the forward hidden state and backward hidden state, respectively, to obtain 

the hidden state at time  t . 

4. Methodology 

In  this research, we propose a  framework  for  the sentiment analysis of Thai hotel 

reviews using the Word2Vec technique, applying DL models for polarity classification. 

Figure 1 depicts the proposed framework including data collection, corpus construction, 

building word embedding, DL model design and evaluation, and experimental results. 

 

Figure 1. Framework of sentiment analysis using a combination of the Word2Vec and DL models. 

4.1. Data Collection 

There are  limited datasets  in  the Thai  language  to study sentiment analysis  tasks. 

Therefore, we collected and constructed a corpus of customer reviews from two popular 

travel websites (Agoda.com and Booking.com) used for hotel booking. A total of 25,398 

unlabeled customer reviews were collected from January 2019 to March 2020. An example 

of the collected unlabeled dataset is illustrated in Table 1. 

Table 1. Examples of unlabeled reviews. 

No  Reviews 

1 

หอ้งน่ารกั สะอาด ไม่ใหญม่าก เดนิทางไปไหนสะดวก ... พนักงานผูช้ายไม่น่ารกัคะ่ ตอนเชค็อนิไม่สวสัด ี
ไม่อธบิายอะไรเลย... แตต่อนเชค็เอาสพ์นักงานผูห้ญงิน่ารกัดคีะ่ 
Lovely room, clean, not very big, easy to travel anywhere ...  Male employees are not cute. Check-in is not good. 

Doesn’t explain anything... But when checking out, the female staff are nice. 

2 

อปุกรเ์คร ือ่งใชภ้ายในชาํรดุเช่น่ 
ทีท่ํานํ้าอุน่ไม่ทํางาน/สายชาํระไม่ม/ีผา้ม่านขาดสกปรก/ของใชเ้กา่มากผา้เชด็ตวัและชดุเคร ือ่งนอนเกา่ดาํไม่สมรา
คา 
Internal equipment is damaged, such as the water heater does not work/there is no payment line/the curtains 

are dirty/the items are very old, the towels and bedding are old, black, not worth the price. 

3 
โรงแรมเกา่ ผา้ปูทีน่อนยบั เกา้อีใ้นหอ้งเบาะขาดและจะหกัแลว้ ถา้พกัแบบไม่คดิอะไรก็ไดน้ะ 
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Figure 1. Framework of sentiment analysis using a combination of the Word2Vec and DL models.

4.1. Data Collection
There are limited datasets in the Thai language to study sentiment analysis tasks.

Therefore, we collected and constructed a corpus of customer reviews from two popular
travel websites (Agoda.com and Booking.com) used for hotel booking. A total of 25,398
unlabeled customer reviews were collected from January 2019 to March 2020. An example
of the collected unlabeled dataset is illustrated in Table 1.

Table 1. Examples of unlabeled reviews.

No Reviews

1

ห้องน่ารัก สะอาด ไมใ่หญม่าก เดินทางไปไหนสะดวก . . . พนักงานผูช้ายไมน่่ารักคะ่ ตอนเชค็อินไมส่วัสดี ไมอ่ธิบายอะไรเลย . . .
แตต่อนเชค็เอาสพ์นักงานผูห้ญงิน่ารักดีคะ่
Lovely room, clean, not very big, easy to travel anywhere . . . Male employees are not cute. Check‑in is not
good. Doesn’t explain anything . . . But when checking out, the female staff are nice.

2

อุปกร์เคร่ืองใชภ้ายในชาํรุดเช่น่
ท่ีทาํนํา้อุน่ไมท่าํงาน/สายชาํระไมมี่/ผา้มา่นขาดสกปรก/ของใชเ้กา่มากผา้เชด็ตัวและชุดเคร่ืองนอนเกา่ดาํไมส่มราคา
Internal equipment is damaged, such as the water heater does not work/there is no payment line/the curtains
are dirty/the items are very old, the towels and bedding are old, black, not worth the price.

3
โรงแรมเกา่ ผา้ปูท่ีนอนยับ เกา้อ้ีในห้องเบาะขาดและจะหักแลว้ ถา้พักแบบไมค่ดิอะไรกไ็ดน้ะ
Old hotel, wrinkled sheets, the chair in the cushion room is torn and will be broken. If you can rest without
thinking about anything.

4
ขนาดห้องกก็ว้างมีกาแฟและท่ีตม้นํา้สว่นห้องอาบนํา้นัน้นํา้ไมอุ่น่พอดีไปชว่งอากาศเยน็และเวลาอาบนํา้ระบายนํา้ไมค่อ่ยไดดี้เทา่ท่ีควร
The size of the room is large, there is coffee and a water boiler, and the shower room is not warm enough in
the cold weather and the water drainage is not as good as it should be.

4.2. Thai Sentiment Corpus Construction in the Hotel Domain
We utilized a framework [65] consisting of three main modules (data pre‑processing,

cosine similarity, and polarity labeling) to construct the Thai sentiment corpus in the hotel
domain.

4.2.1. Data Pre‑Processing
In order to construct the Thai sentiment corpus, a data pre‑processing step was ap‑

plied to transform the raw text reviews into an appropriate data format to build a senti‑
ment corpus using a cosine similarity method. Unlike the English language, text review
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pre‑processing for the Thai language consists of many steps to obtain a useful and un‑
derstandable format, because text reviews contain spelling errors and are written with‑
out spaces between the words. Moreover, the text reviews do not contain punctuation
marks that identify where one sentence ends and another sentence begins. We utilized the
Python@ 3.8 version and the newmm engine of the PyThaiNLP library to develop each
data pre‑processing step. The following data pre‑processing steps were applied:
• Symbol removal: the regular expression is applied to remove a symbol, such as “<, >,

() {}, = , +, @”, and punctuation is also removed, such as “:, ;, ?, !, ‑, .”;
• Number removal: Numbers do not convey the writer’s feelings and they are useless

for sentiment analysis. Thus, all numbers are removed from the text review;
• English word removal: English words are not considered in the text pre‑processing,

and they also affect the word tokenization step;
• Emoji and emoticon removal: Emojis and emoticons are a short form to convey the

writer’s feelings using keyboard characters. However, there are many emojis and

emoticons that do not give information about the feeling of the writer, such as
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(Cheer), \o/ (Cheer), @}; (Rose), > < > (Fish);
• Text normalization: This process aims to improve the quality of the input text. This

step transforms the mistyped word into a correct form. For example, the sentence
“ห้องเกา่ บิรการแย่ พนกังานไมสุ่ภาพ” will be normalized as “ห้องเกา่ บริการแย่
พนักงานไมสุ่ภาพ” (old room, poor service, impolite staff), which is the correct form of
the Thai text. We can see that the word “บริการ” and “พนกังาน” have been transformed
into the “บริการ” (service) and “พนักงาน” (employee). However, the text normalization
step cannot transform the word into a complex misspelled word (i.e., “บร้ิการแย่ม๊าก”,
“ไม ๊สภุาพม๊าก”);

• Word tokenization: The Thai writing system has no spaces betweenwords. Instead, a
space is utilized to identify the end of a sentence. In Thai text reviews, the expression
of feelings is written in free form and contains many sentences. This makes the pro‑
cess difficult if the sentence contains complex words and misspellings. Thus, word
tokenization is a crucial part of Thai sentiment analysis. For example, a sentence “ห้อง-
เกา่ บร้ิการแย่ม๊าก พนักงานไมสุ่ภาพ” will be tokenized into an individual word as {“ห้อง“,
“เกา่“, “ “, “บร้ิ“, “การ“, “แย“่, “ม๊าก“, “ “, “พนักงาน“, “ไม“่, “สุภาพ“}. We can see that the
words “บร้ิ“, “การ“, “แย“่,“ม๊าก“, “ไม“่, and “สุภาพ“ were tokenized incorrectly. Hence,
the database was created to store custom words (i.e., the words “บร้ิการ”,“แยม่๊าก”, and
“ไมสุ่ภาพ”) and to refine words in the sentences for word tokenization. Thus, the out‑
put of word tokenization is split into individual words, such as {“ห้อง“, “เกา่“, “ “,
“บร้ิการ“, “แยม่๊าก“, “ “, “พนักงาน“, “ไมสุ่ภาพ“}. However, the words “บร้ิการ“ and “แยม่๊าก“
are misspelled mistakes in the Thai text. They are converted into the correct form in
the checking spelling errors step.

• Whitespace and tap removal: After the sentences are tokenized into individual words,
there are whitespaces, blanks, and taps that are not useful for text analysis. These are
removed, and the output, such as {“ห้อง“, “เกา่“, “บร้ิการ“, “แยม่๊าก“, “พนักงาน“, “ไมสุ่ภาพ“},
is produced;

• Single character removal: Single characters often appear after the word tokenization
step. They have no meaning in the review;

• Converting abbreviations: “กม.“ and “จว.“ are examples of abbreviations. They are
converted into “กิโลเมตร“ (kilometer) and “จังหวัด“ (province);

• Checking spelling errors: The text reviews contain misspelled words. These lead to
incorrect tokenization. For example, the words “บร้ิการ“ (service) and “แยม่๊าก“ (very
bad) are spelled incorrectly. They are converted into “บริการ” and “แยม่าก“;

• Stop‑word removal: Stop‑words are commonly usedwords in the Thai language, and
they are useless for sentiment analysis. Examples of stop‑words are “คือ” (is), “หรือ”
(or), “มัน” (it), “ฉัน” (I), and “อ่ืนๆ” (other). These stop‑wordsmust be removed from re‑
views.
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4.2.2. Cosine Similarity
To construct the Thai sentiment corpus in the hotel domain, the cosine similarity tech‑

nique was applied for a similarity measurement of the sentiment training corpus and text
reviews. Initially, we randomly selected 1000 reviews from the collected dataset to label
as 1 (positive) or 0 (negative) and the initial sentiment training corpus was built by five
experts in text sentiment analysis. The rest of the text reviews were used as testing data.
Next, both the initial sentiment training corpus and text review were transformed into nu‑
merical vectors using the TF‑IDF technique. Then, the TF‑IDF vector of the testing data
was compared to the TF‑IDF vectors of the initial sentiment corpus to produce similarity
scores, with a score value from 0 to 1. A score value close to 1 indicated that the testing data
had a greater similarity to the initial sentiment training corpus of the positive or negative
polarity. Otherwise, a score value close to zero indicated that the testing dataset was dis‑
similar to the initial sentiment training corpus. However, the result was also reviewed by
the experts because the initial sentiment corpus was small. Lastly, the correct results of the
similarity measurements were increased in the initial sentiment training corpus, whereas
the incorrect results were repeated for the similarity measurement. Table 2 shows some
text reviews of Thai hotels with specified polarity classes. We obtained a sentiment corpus
of 22,018 reviews, which were classified into 11,086 positive and 10,932 negative reviews.

Table 2. Examples of Thai hotel reviews with positive and negative polarities.

No Reviews Class

1 ห้องไมส่ะอาด ห้องนํา้สกปรก ผนังข้ึนรา ควรปรับปรุงนะคับ
The room is not clean, the bathroom is dirty, the walls are moldy, should be improved.

0 (negative)

2
สภาพห้องเป็นห้องเกา่ๆ ห้องนํา้เหมน็มาก ไมมี่แชมพู ไมมี่ตูเ้ยน็ พนักงานบริการไมดี่
The room is old. The bathroom is very smelly, no shampoo, no refrigerator, bad
service from staff.

0 (negative)

3
บริการดว้ยรอยยิ้ม อยูใ่จกลางเมือง ดส้นหลังมีผับ ใกลๆกมี็ร้านขายของกินเพียบเลย
Service with a smile, located in the center of the city. There is a pub in the back. There
are many food shops nearby.

1 (positive)

4
ชอบมาก เตียงใหญนุ่่ม สะอาด สบาย นํา้กแ็รง เคร่ืองทาํนํา้อุน่กดี็มาก อาบสบายสุดๆ ชอบคะ่
I like it very much; the bed is soft, clean, and comfortable; the water pressure is strong;
the water heater is very good; the bath is very comfortable; I like it.

1 (positive)

4.3. Building Word Embedding
The dataset was pre‑processed before being fed into the DL models. Text data were

converted into numeric data for computation with the ML algorithms or DL models. This
was typically conducted using a one‑hot encoding method. However, this approach is un‑
suitable for a large number of unique words because this method generates a spare vector
matrix, where zero values increase the computation cost. Therefore, this research utilized
a word embeddingmethod to solve the above problem, i.e., theWord2Vec technique. This
technique uses a neural network model to learn word embedding from a large corpus of
text to produce dense word vectors as the output. The Word2Vec technique has several
advantages over one‑hot encoding such as a small size of word embedding, less memory
use, and faster processing. We generated word embedding dimensions of different sizes
to evaluate their performance in line with [66]. Table 3 depicts the hyperparameter values
for generating word embedding. The CBOW and skip‑gram architectures were utilized
for the parameter evaluation of different vector dimensions.
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Table 3. Hyperparameter for training Word2Vec.

Embedding Hyperparameters Values

Dimensions 50, 100, 150, 200, 250, 300
Architectures CBOW, skip‑gram
Window size 2
Min_count 1
Workers 2
Sample 1 × 103

4.4. DL Model Design for Evaluation
The main aim of our research was to build a suitable DL model for Thai sentiment

classification with more design options. The performance of various DL models, namely,
CNN, LSTM, GRU, Bi‑LSTM, Bi‑GRU, CNN‑LSTM, CNN‑GRU, CNN‑BiLSTM, and CNN‑
BiGRU, were compared in sentiment classification. The hyperparameter values of the DL
models were determined according to [66].

To compare the performance of the CNN models, the hyperparameter values in Ta‑
ble 4 were introduced. We applied CNN models with 3–5 convolution layers. Figure 2
shows the CNN model with three convolution layers. Each convolution layer used the
same number of units with a kernel size of 2. There were two max‑pooling layers, and the
activation function was set to “ReLU”. The two dense fully connected layers were used for
classification based on the output of the convolution layers. In the first layer, the activation
function was set to “ReLU”. We trained each CNNmodel at a learning rate of 0.0001, with
the batch size set to 128 and the dropout rate set to 0.2. The dataset was trained for 30
epochs. The optimizer and loss functions were set to “adam” and “binary_crossentropy”.
The final dense layer used the “sigmoid” activation function. The results were obtained
in terms of accuracy, F1‑score, recall, and precision. The process was repeated for CNN
models with a different number of units.

Table 4. Hyperparameter values for CNN model configuration.

Embedding Hyperparameters Values

Number of convolution layers 3, 4, 5
Number of units 8, 16, 32, 64, 128

Batch size 128
Learning rate 0.0001
Dropout rate 0.2
Kernel size 2
Epochs 30
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To evaluate the performance of the RNN and Bi‑RNNmodels (LSTM, Bi‑LSTM, GRU,
and Bi‑GRU), we evaluated the performance of 3–5 layers in sentiment classification. The
specific hyperparameter values of the sentiment analysis models are shown in Table 5. For
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example, Figures 3 and 4 depict the flow of the three‑layer RNN and Bi‑RNN models for
sentiment classification, respectively. In the experimental step, the word embedding re‑
sults were fed into the developedmodels (RNN and Bi‑RNN). Each layer of the developed
models had the same number of units, and the “return_sequences” parameter was set to
true, while the dropout layer was set to 0.2. The global max pooling layer was applied to
reduce the feature size according to the output of the previous layer.

Table 5. Hyperparameter values for RNN and Bi‑RNN model configuration.

Embedding Hyperparameters Values

Number of layers 3, 4, 5
Number of units 8, 16, 32, 64, 128

Batch size 128
Learning rate 0.0001
Dropout 0.2
Epochs 30
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Lastly, the two dense fully connected layers were configured with the activation func‑
tion “ReLU”, and the last dense layer was set to “sigmoid” to predict the result of positive
or negative polarity. We trained each developedmodel with a learning rate of 0.0001 and a
batch size of 128 over 30 epochs. The optimizer and loss functions were set to “adam” and
“binary_crossentropy”. The final dense layer used a “sigmoid” activation function. The re‑
sults were obtained in terms of accuracy, F1‑score, recall, and precision. The process was
repeated for the RNN and Bi‑RNN models with a different number of units.

In this research, we also developed hybrid DL models by combining CNN and RNN
models (e.g., CNN‑LSTM, CNN‑BiLSTM, CNN‑GRU, and CNN‑BiGRU) to evaluate their
performance in Thai sentiment analysis. Table 6 shows the hyperparameter values for the
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hybrid models. Figure 5 shows the overall structure of an example of a developed hybrid
model combining CNN and LSTMwith fivemain layers. The first layer was the input layer
of word embedding generated with different vector dimensions. The second layer was the
CNN model with 3–5 convolution layers, each assigned with the same number of units, a
kernel size of 2, and the “ReLU” activation function, followed by two max‑pooling layers
with a dropout rate of 0.2. The third layerwas the LSTMmodel applied to filter information
from the CNN output, with a dropout rate of 0.2. Finally, two dense fully connected layers
were applied for the product output in terms of sentiment polarity using the “ReLU” and
“sigmoid” activation functions. We used the “adam” optimizer and “binary_crossentropy”
loss function considering their suitability for binary classification.

Table 6. Hyperparameter values for hybrid model configuration.

Embedding Hyperparameters Values

Number of convolution layers 3, 4, 5
RNN layer LSTM, BiLSTM, GRU, BiGRU

Number of units 8, 16, 32, 64, 128
Batch size 128

Learning rate 0.0001
Dropout 0.2
Epochs 30
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5. Experimental Results
To evaluate the performance of the DL models for the text classification of Thai hotel

reviews, the data collection, data pre‑processing, experimental setup, and performance
metrics are described below.

5.1. Experimental Setup
To perform the experiment, we used an NVIDIA GeForce RTX 3060 12 GB GPU, In‑

tel(R) Core(TM) i9–9900 k 3.60 GHz CPU, 64 GB of RAM, and the Windows 10 Education
operating system. The Keras [67] and Tensorflow [68] libraries were utilized to develop the
nine DL models for sentiment classification of the Thai hotel dataset. Other libraries such
as pandas [69], scikitern [70], andmatplotlib [71] were also used for the investigation of the
dataset and visualization of the confusion metrics. All DL models were developed using
the Python3.8 programming language. In our experiments, we used 70% of the dataset for
training, while the remaining data were used for testing (15%) and performance validation
(15%) of the trained classifiers.

5.2. Evaluation Metrics
To evaluate the performance of each DL model in binary classification, we utilized a

confusion matrix to report the results of the classification problem as true positives (TP),
false positives (FP), true negatives (TN), and false negatives (FN). These terms were then
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used to calculate the following performance metrics: accuracy, recall, precision, and F1‑
score using Equations (17)–(20) [30,33,72], respectively.

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(17)

Recall =
TP

TP+ FN
(18)

Precision =
TP

TP+ FP
(19)

F1 =
2× Precision× Recall
Precision+ Recall

(20)

5.3. Results Comparison and Analysis
We performed word embedding with various vector dimensions using Word2Vec

(CBOW and skip‑gram) and compared their performance. All developed DL models
(CNN, LSTM, Bi‑LSTM,GRU, Bi‑GRU, CNN‑LSTM, CNN‑BiLSTM, CNN‑GRU, andCNN‑
BiGRU) were employed to solve the sentiment analysis problem of the Thai hotel domain
into binary classes. Table 7 shows the experimental results of the CBOW architecture with
various vector dimensions. The results of the best DL model are reported on the basis of
the number of layers with the highest accuracy. The overall experimental results revealed
the highest accuracy of the CNNmodel with four convolution layers and 64 units (0.9146),
outperforming the other DL models with 100‑word embedding dimensions. In the case of
50‑word embedding dimensions, the CNN‑BiLSTM model with four convolution layers
and 64 units achieved the highest accuracy of 0.9119. With 150‑ and 250‑word embedding
dimensions, the GRU model with four convolution layers performed best in sentiment
classification, with 16 and 8 units achieving accuracies of 0.9107 and 0.9113, respectively.
With 200‑word embedding dimensions, the CNN‑GRU model with three convolution lay‑
ers and 32 units reached the highest accuracy of 0.9137, whereas the highest accuracy of
0.9113 was achieved by the CNN‑BiLSTMmodel with three convolutional layers and four
units for 300‑word embedding dimensions.

We applied the same investigation for sentiment classification with Word2Vec using
skip‑gram. Table 8 summarizes the results in terms of accuracy, precision, recall, and F1‑
score. For 100‑word embedding dimensions, the highest accuracy was achieved by the
CNN model (0.9170) with four convolution layers and 64 units. For 50‑word embedding
dimensions, the CNN‑LSTM model with four convolution layers and 128 units achieved
better results than the other models with an accuracy of 0.9143. For 150‑word embedding
dimensions, the CNN‑BiLSTM model with four convolution layers and 64 units achieved
the best accuracy of 0.9149. For 200‑word embedding dimensions, the CNN and CNN‑
GRU models achieved equal results in terms of accuracy (0.9146); the CNN model used
three convolution layers and 32 units, while the CNN‑GRU model used five convolution
layers and 64 units. For 250‑ and 300‑word embedding dimensions, the CNN model with
five convolution layers achieved the best results with an accuracy of 0.9128, with 64 and 32
units, respectively.
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Table 7. Performance comparison of CBOW technique with different vector dimensions.

Vector Dimensions DL Models Layers Units
Matrix

Accuracy Precision Recall F1‑Score

50
CNN‑LSTM 3 64 0.9098 0.9204 0.8995 0.9099
CNN‑BiLSTM 4 64 0.9119 0.9127 0.9133 0.9130

LSTM 5 16 0.9107 0.9185 0.9037 0.9111

100
CNN‑LSTM 3 32 0.9077 0.8855 0.9390 0.9115

CNN 4 64 0.9146 0.9167 0.9145 0.9156
LSTM 5 16 0.9128 0.9134 0.9134 0.9134

150
GRU 3 16 0.9107 0.9232 0.8983 0.9106
GRU 4 16 0.9098 0.9124 0.9091 0.9107

CNN‑BiGRU 5 64 0.9095 0.9214 0.8977 0.9094

200
CNN‑GRU 3 32 0.9137 0.9170 0.9121 0.9145

GRU 4 16 0.9119 0.9127 0.9133 0.9130
CNN‑BiLSTM 5 32 0.9122 0.9032 0.9258 0.9144

250
CNN‑LSTM 3 64 0.9104 0.8954 0.9318 0.9132

GRU 4 8 0.9113 0.9171 0.9067 0.9119
BiGRU 5 8 0.9101 0.9273 0.8933 0.9095

300
CNN‑BiLSTM 3 32 0.9113 0.9212 0.9019 0.9115
CNN‑GRU 4 32 0.9095 0.9163 0.9037 0.9100

GRU 5 16 0.9122 0.9098 0.9175 0.9136

Table 8. Performance comparison of skip‑gram technique with different vector dimensions.

Vector Dimensions DL Models Layers Units
Matrix

Accuracy Precision Recall F1‑Score

50
CNN‑BiGRU 3 64 0.9116 0.9088 0.9175 0.9131
CNN‑LSTM 4 128 0.9143 0.9136 0.9175 0.9155
CNN‑BiGRU 5 128 0.9113 0.9102 0.9151 0.9126

100
CNN‑LSTM 3 128 0.9140 0.9201 0.9091 0.9146

CNN 4 64 0.9170 0.9294 0.9094 0.9170
CNN 5 64 0.9113 0.8924 0.9378 0.9146

150
CNN‑BiGRU 3 32 0.9143 0.9088 0.9234 0.9160
CNN‑BiLSTM 4 64 0.9149 0.9243 0.9061 0.9151

CNN 5 32 0.9137 0.9160 0.9133 0.9146

200
CNN 3 32 0.9146 0.9117 0.9205 0.9161

CNN‑GRU 4 64 0.9119 0.9177 0.9073 0.9125
CNN‑GRU 5 64 0.9146 0.9098 0.9228 0.9163

250
CNN‑BiGRU 3 64 0.9128 0.9134 0.9145 0.9139

CNN 4 32 0.9125 0.9046 0.9246 0.9145
CNN 5 64 0.9128 0.9042 0.9258 0.9149

300
CNN‑BiLSTM 3 32 0.9101 0.9104 0.9121 0.9113

CNN 4 32 0.9116 0.9197 0.9043 0.9119
CNN 5 32 0.9128 0.9184 0.9085 0.9134

According to the above results, we can see that the skip‑gram architecture and CNN
model combination achieved better results than all CBOW architecture and model combi‑
nations, with an accuracy of 0.9170, a precision of 0.9294, a recall of 0.9094, and an F1‑score
of 0.9170 for the sentiment classification of the Thai hotel dataset.

Table 9 presents the results of different DL models combined with the Delta TF‑IDF
technique to classify sentiments in the hotel reviews dataset. Each DL model was defined
with 3–5 layers and 8, 16, 32, 64, or 128 units to compare their performance, resulting in
slightly different overall accuracies. The LSTMmodelwith five layers and 128 units outper‑
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formed the other DL models with an accuracy of 0.9091. On the contrary, the combination
of the CNN and LSTM models with five layers and 128 units produced the lowest result
(accuracy of 0.7581). The sentiment analysis of Thai hotel reviews did not achieve effective
results using a combination of hybrid models and the Delta TF‑IDF method. The CNN‑
BiLSTM produced an accuracy of 0.8485 only, while the accuracies of the CNN‑GRU and
CNN‑BiGRUmodelswere only 0.7992 and 0.7793, respectively. Similarly, the accuracies of
the CNN, Bi‑LSTM, GRU, and Bi‑GRUmodels were only 0.8883, 0.8874, 0.8868, and 0.8880,
respectively. Thus, these models could not capture the semantic meaning of words from
the text reviews, producing lower accuracies than the combination of DL models and the
Word2Vec method.

Table 9. Performance comparison of Delta TF‑IDF technique with different DL models.

DLModels Layers Units
Matrix

Accuracy Precision Recall F1‑Score

CNN
3 16 0.8871 0.8648 0.9077 0.8857
4 32 0.8883 0.8815 0.8960 0.8887
5 128 0.8880 0.8923 0.8870 0.8896

LSTM
3 32 0.8886 0.8839 0.8946 0.8892
4 64 0.8831 0.9126 0.8640 0.8877
5 128 0.9091 0.8983 0.9254 0.9116

Bi‑LSTM
3 16 0.8874 0.9019 0.8787 0.8901
4 64 0.8804 0.8839 0.8802 0.8821
5 16 0.8843 0.8977 0.8767 0.8870

GRU
3 8 0.8856 0.8857 0.8878 0.8868
4 8 0.8816 0.9001 0.8704 0.8850
5 16 0.8868 0.8869 0.8890 0.8880

Bi‑GRU
3 16 0.8847 0.8983 0.8768 0.8874
4 32 0.8780 0.8863 0.8743 0.8802
5 8 0.8880 0.8659 0.9083 0.8866

CNN‑LSTM
3 16 0.7172 0.8013 0.6899 0.7414
4 128 0.7374 0.7971 0.7141 0.7533
5 128 0.7581 0.8306 0.7290 0.7765

CNN‑BiLSTM
3 64 0.7299 0.8019 0.7049 0.7503
4 16 0.8485 0.7606 0.6961 0.7269
5 32 0.7944 0.8612 0.7630 0.8091

CNN‑GRU
3 64 0.6897 0.7606 0.6704 0.7126
4 64 0.7992 0.9081 0.7230 0.8050
5 128 0.7520 0.7923 0.7372 0.7638

CNN‑BiGRU
3 8 0.7060 0.7151 0.7071 0.7111
4 128 0.7605 0.8013 0.7447 0.7720
5 64 0.7793 0.8671 0.7408 0.7990

The performance obtained from different DL models, the Word2Vec and FastText
combination, and different BERT models are shown in Table 10. We chose the best DL
model from the combinations with the Word2Vec model and then applied it with Fast‑
Text. The results show that the WangchanBERTa pre‑trained model outperformed the
other models with an optimum accuracy of 0.9225. In addition, it performed better than
the DL models andWord2Vec model combination in classifying sentiment in the Thai lan‑
guage, in which the BERT model learned the contextual meaning of each word using a bi‑
directional strategy. The overall results of theDLmodel and FastTextmodel provided accu‑
racies lower than those of the DL models and Word2Vec combination because Word2Vec
was trained in a specific domain. Similarly, the pre‑trained M‑BERT model exhibited a
poor performance for sentiment classification in the Thai language as a result of the lim‑
ited support for non‑English languages.
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Table 10. Model performance comparison for sentiment polarity classification.

MLModels
Matrix

Accuracy Precision Recall F1‑Score

CNN + FastText 0.9028 0.9132 0.8954 0.9042

LSTM + FastText 0.8925 0.8631 0.9391 0.8995

CNN‑LSTM + FastText 0.9037 0.9013 0.9119 0.9066

CNN + Word2Vec (skip‑gram) 0.9170 0.9294 0.9094 0.9170

CNN + Word2Vec
(CBOW) 0.9146 0.9167 0.9145 0.9156

WangchanBERTa 0.9225 0.9204 0.9291 0.9247

XML‑RoBERTa 0.9195 0.9201 0.9195 0.9194

M‑BERT 0.7545 0.6914 0.6914 0.7969

Table 11 indicates the experimental results of the Delta TF‑IDF technique combined
with traditionalMLmodels, i.e., stochastic gradient descent (SGD), logistic regression (LS),
Bernoulli naïve Bayes (BNB), support vector machine (SVM), and ridge regression (RR),
obtained from the scikit‑lean library. Among the traditional ML models, the SVM model
produced the best performance with an accuracy of 0.8966 and an F1‑score of 0.8968.

Table 11. Experimental results of Delta TF‑IDF technique with different ML models.

MLModels
Matrix

Accuracy Precision Recall F1‑Score

SGD 0.8962 0.8951 0.8983 0.8967

LR 0.8965 0.8900 0.9030 0.8964

BNB 0.8789 0.8704 0.8869 0.8786

SVM 0.8966 0.8921 0.9015 0.8968

RR 0.8924 0.8821 0.9019 0.8919

Statistical evaluation of the performance of each model pair using the Z‑test analy‑
sis [73] for each of the classification results, including accuracy, precision, and F1‑Score.
This is utilized to check whether the performance of a model that obtains the highest score
is significantly different from the others or not. We used a Z‑test with a 95% confidence
level of significance: Z < −1.645. Therefore, if the Z‑test score is less than −1.645 for each
model pair, there is a significant difference between the classification result of the model
pairs. For example, as can be seen in Table 12, theWanchanBERTamodel obtained a signif‑
icantly higher accuracy than the CNN + FastText, LSTM + FastText, CNN‑LSTM + FastText,
M‑BERT, and SVM models at Z < −1.645. Although the WanchanBERTa model achieved
higher accuracy than the CNN + Word2Vec and XML‑RoBERTa models, it was not signifi‑
cant at Z > −1.645.



Data 2023, 8, 90 19 of 22

Table 12. The Z‑test results of model pairs.

Models
Z‑Test

Accuracy Precision Recall F1‑Score

CNN + FastText–WangchanBERTa −2.836 −1.059 −4.843 −2.979
LSTM + FastText–WangchanBERTa −4.208 −7.495 1.639 −3.616

CNN‑LSTM +
FastText–WangchanBERTa −2.712 −2.724 −2.584 −2.645

CNN + Word2Vec
(skip‑gram)–WangchanBERTa −0.823 1.388 −2.940 −1.159

CNN + Word2Vec
(CBOW)–WangchanBERTa −1.174 −0.550 −2.211 −1.364

XML‑RoBERTa–WangchanBERTa −0.452 −0.045 −1.475 −0.803
M‑BERT–WangchanBERTa −18.552 −23.532 −24.640 −15.001
SVM–WangchanBERTa −4.001 −4.593 −3.347 −3.976

6. Conclusions and Future Work
This research proposed various DL models for the sentiment classification of Thai re‑

views in the hotel domain. The Word2Vec model (CBOW and skip‑gram) was utilized to
build different word embedding dimensions. Delta TF‑IDF was also utilized to extract fea‑
tures from text reviews. Nine DL models were evaluated to compare the binary sentiment
classification performance (positive and negative). In this experiment, a crucial stepwas to
tune the hyperparameter values of each DL model to verify their effect on sentiment anal‑
ysis. The results revealed the superior performance of 100‑word embedding dimensions
using the Thai hotel reviews dataset to extract features. The CNNmodel with four convo‑
lution layers and 64 units achieved better results than the other models developed on the
dataset. The combination of the Word2Vec method (skip‑gram) and DL models achieved
better results than the Delta TF‑IDF + DL model and Delta TF‑IDF + ML model combi‑
nations. Moreover, we also evaluated the performance of sentiment classification using
a combination of the FastText pre‑trained model, DL models, and the BERT pre‑trained
model. The WangchanBERTa pre‑trained model exhibited the best performance among
the models tested. However, this research only considered binary sentiment classification
(positive and negative), and all of the models were evaluated on a small dataset.

In future work, we will extend the dataset for multi‑class classification to verify the
performance of the developed models, and we will continue to design better DL architec‑
tures and BERT models for sentiment classification in the Thai language on other tasks,
such as aspect‑based sentiment analysis, fake news, and so on. We believe that this study
can provide researchers with a more comprehensive idea of current practices in
this domain.
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