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Abstract: To address the COVID-19 situation in Indonesia, the Indonesian government has adopted a
number of policies. One of them is a vacation-related policy. Government measures with regard to
this vacation policy have produced a wide range of viewpoints in society, which have been extensively
shared on social media, including YouTube. However, there has not been any computerized system
developed to date that can assess people’s social media reactions. Therefore, this paper provides
a sentiment analysis application to this government policy by employing a bidirectional encoder
representation from transformers (BERT) approach. The study method began with data collecting,
data labeling, data preprocessing, BERT model training, and model evaluation. This study created
a new dataset for this topic. The data were collected from the comments section of YouTube, and
were categorized into three categories: positive, neutral, and negative. This research yielded an
F-score of 84.33%. Another contribution from this study regards the methodology for processing
sentiment analysis in Indonesian. In addition, the model was created as an application using the
Python programming language and the Flask framework. The government can learn the extent to
which the public accepts the policies that have been implemented by utilizing this research.

Keywords: sentiment analysis; bidirectional encoder representation from transformers; government
policy; COVID-19

1. Introduction

The global increase in Coronavirus Disease 2019 (COVID-19) cases has continued
worldwide, notably in Indonesia [1]. As a result, the Indonesian government must under-
take steps to limit the rising number of cases [2]. To address the high number of confirmed
positive cases, the government implemented a variety of programs to reduce the number of
positive confirmed cases. One of the policy considerations raised by the administration con-
cerned vacations [3]. This strategy was implemented as an effort to avoid the formation of
new clusters as a result of people taking extended vacations. To address this issue, the gov-
ernment issued Circulation No. 12 of 2021 concerning the Provisions for Domestic Travel
During the 2019 Coronavirus Disease (COVID-19) Pandemic [4] and Circular No. 13 of 2021
concerning the Elimination of Homecoming for Eid al-Fitr 1442 Hijri and Efforts to Control
the Spread of Coronavirus Disease 2019 (COVID-19) During the Holy Month of Ramadan
1442 Hijri [5]. The government was concerned that the number of positive COVID-19 cases
might continue to grow, therefore the administration took measures designed to maintain a
decline in positive cases by introducing this program.
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Undoubtedly, these policies attracted diverse viewpoints from the general populace.
The numerous responses were generally categorized into three groups: agreeing (pro),
disagreeing (contra), and indifferent. These comments were frequently disseminated
in print media, online news channels, and social media. One such social media site is
YouTube [6], which features a comments area where varied views, ideas, opinions, and
public opinion on government policies may be expressed. YouTube is the top social media
platform in Indonesia, with most of the population having access to it. As a result, YouTube
may be used as a source of information to gauge the public’s reaction to government
efforts to fight the COVID-19 pandemic. To determine the public’s reaction to this policy, a
sentiment analysis needs to be used in the YouTube video comment column. For the public
impact worldwide, commercial choices, and policy formation, large-scale extractions of
human emotions and reactions from social media networks are vital [7].

Sentiment is a description of an emotion or an emotionally significant occurrence. It
may additionally be described as an individual’s viewpoint (it is generally subjective). In
contrast, sentiment analysis is a method for measuring opinions, emotions, and subjectivity
in written texts [8]. It is sometimes referred to as opinion mining, and a topic of research that
employs natural language processing (NLP), text mining, computational linguistics, and
a measurement to identify, release, evaluate, and explore emotional states and subjective
data [9]. The use of sentiment analysis is employed to evaluate the speaker’s disposition
based on their emotional responses, which will indicate the emotional response of the
speakers as they talk. It is possible to construct a system that detects and extracts text-
based opinions using sentiment analysis. Currently, sentiment analysis may be used
to investigate various social media opinions so as to determine an individual or group
perspective on a certain topic. This evaluation is based on dialogue and evaluative discourse
to examine attitudes and sentiments toward the associated brand [10,11]. In sentiment
analysis, there are three key aspects to be considered, namely the topic, the polarity, and
the opinion holder [12]. The topic refers to the relevance to the issue being discussed.
Polarity describes the value of the opinions expressed, and whether they are favorable,
negative, or neutral. The person who conveys an opinion is the opinion holder. According
to the above description, it is a technique used to extract information in the form of an
individual’s opinion about a certain topic or event. Using sentiment analysis, the varied
perspectives offered by each of these individuals will be interpreted and categorized. These
categorization phases can be modified to match the aims of the research.

Machine learning is a subfield of artificial intelligence (AI) that allows machines to
undertake human-like activities [13]. The existence of machine learning supports many
human activities. Among the applications of machine learning is sentiment analysis [14–16].
Sentiment analysis is a science used to extract information in the form of an individual’s
opinion on a topic or an incident [17–19]. By using this kind of analysis, various public
perspectives on a government’s policy may be determined. Sentiment analysis extracts
the opinions expressed by the public via social media, which is information reflecting
the perspective of the community on a particular policy. Undoubtedly, the government’s
policy with regard to extended vacations during the COVID-19 pandemic would provoke a
variety of responses among Indonesians. A portion of society agrees with and supports
the government’s policy to reduce the spread of COVID-19 [20]. On the other hand, there
are individuals who oppose this program and there are also those who are uninterested in
the topic. Using sentiment analysis to determine the public’s reaction to this government
program is therefore of value.

This study employs bidirectional encoder representations from transformers (BERT)
to be used for sentiment analysis on this topic. It can educate robots to learn human
speech patterns sentence-by-sentence, as opposed to the current method of learning word-
by-word [21]. Google released the algorithm for the first time in October 2019. BERT
is an NLP technique that mixes machine and human language [22]. BERT’s application
includes two-way learning, which increases the model learning. It is more accurate than
the conventional model [23]. Consequently, the objective of this study is to automate



Data 2023, 8, 46 3 of 17

the categorization of public sentiment toward government vacation policies during the
COVID-19 pandemic. Considering that sentiment analysis has been developed to be used
in English, this analysis is language dependent, so advances in processing technology in
other languages cannot be applied directly to other languages. Therefore, this study also
contributes to the methodology of sentiment analysis in Indonesian. It also provides a web-
based application for sentiment analysis utilizing a trained BERT model. The anticipated
significance of this study is that the government will be able to establish the policies taken
during the COVID-19 outbreak when they are accepted by the people. Using sentiment
analysis in this study will certainly make it easier to achieve this objective.

2. Related Works

As a means of connecting people and encouraging the exchange of ideas, information,
and expertise, social media has created a number of online platforms. It is undeniable that
social media platforms have more sway than ever before, and their prominence is on the
rise [11]. Since many people use their devices and spend so much time consuming content
on social media sites, these platforms are sometimes referred to as the Big Data of the world;
thus, social and statistical research have concluded that they have a significant impact on
users’ habits. In terms of global use, YouTube, Facebook, Twitter, Instagram, and Reddit
are among the top social media platforms. In spite of the vast amounts of information
available on these sites, the material may have opposing impacts, including both good and
negative psychological sway on users’ lives [16]. It is possible that those who are addicted
to social media use it to vent their frustrations and express their perspectives. Therefore, it
is important to seek ways to convert these comments and postings into assets by utilizing
sentiment analysis.

Studies on sentiment analysis have progressed significantly. This study has been con-
ducted in a number of languages, including Arabic [24], Malaysian [25], Brazilian [26],
Persian [27], German [28], Portuguese [29], Chinese [30,31], Urdu [32], Bengali [33], Viet-
namese [34], Indonesian [35], and Lithuanian [36]. This kind of research is language depen-
dent, since the success of technology in one language cannot be applied straight to other
languages. Each language has its own characteristics, such as word formation, sentence
structure, and style of language use. This is a barrier for sentiment analysis research, as
each language requires a unique approach. Research produced by Xu et al. presents a cross-
lingual technique to accommodate diverse languages in this research [37]. Their research
advances not only language modeling but also the preprocessing techniques employed.
Pradha et al. [38] proposed a method for effectively processing text input and developing an
algorithm for training Support Vector Machine (SVM), Deep Learning (DL), and Naive Bayes
(NB) classifiers to categorize tweets. When computing the sentiment score, they designed a
system that lends greater weight to hashtags and more recently cleansed content. They com-
pared the success of Google Now and Amazon Alexa using Twitter data. According to the
findings, the stemming method is the most efficient. de Oliveira et al. [39], Sohrabi et al. [40],
Alam et al. [41], and Resyanto et al. [42] also conducted research pertaining to additional
text preparation.

Many classification methods have also been extensively used to address the issues
presented in this research. Several traditional machine learning techniques that have been
implemented include Naive Bayes [43,44], Support Vector Machine (SVM) [45], Decision
Trees [46], Random Forests [47], and Regression [48]. This investigation leads to the context
of Big Data as the era of social media becomes more sophisticated. The created method
is also in the deep learning stage of processing [49,50]. Long Short-Term Memory [51],
Convolutional Long Short-Term Memory [52–55], Bi-LSTM [56], and BERT [57–59] are
some of the deep learning algorithms that have been developed.

3. Methodology

As a case study, this paper examines Indonesia’s vacation regulations during the
COVID-19 pandemic. In reaction to the impending vacation, the administration has chosen
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to impose this policy after examining the trend of positive COVID-19 cases. The govern-
ment’s plan is to reduce the spread of infectious illnesses in famous tourist destinations. The
research activities were undertaken by collecting data, labeling data, processing data, and
designing and building models to conduct sentiment analysis, and assessing the outcomes,
as illustrated in Figure 1.

Data 2023, 8, x FOR PEER REVIEW 4 of 18 
 

 

3. Methodology 

As a case study, this paper examines Indonesia’s vacation regulations during the 

COVID-19 pandemic. In reaction to the impending vacation, the administration has cho-

sen to impose this policy after examining the trend of positive COVID-19 cases. The gov-

ernment’s plan is to reduce the spread of infectious illnesses in famous tourist destina-

tions. The research activities were undertaken by collecting data, labeling data, processing 

data, and designing and building models to conduct sentiment analysis, and assessing the 

outcomes, as illustrated in Figure 1. 

 

Figure 1. Proposed framework. 

3.1. Data Collecting 

This study draws its data from the textual comments sections of YouTube social me-

dia videos highlighting government activities for the Eid holiday in 2021. The footage 

originated from user accounts of Indonesian news. Keywords linked with the 2021 Eid 

holiday were used to locate videos. From April to May 2021, the data were collected from 

the YouTube social media comments section. The selected comments are only in Indone-

sian. This timeframe was chosen because it corresponded with the height of public con-

versation around the 2021 Eid holiday policy. For this objective, we deployed the Python 

programming language and a scraping technique. The YouTube data were retrieved after 

obtaining the API key from YouTube. The procedure began with the creation of a Google 

Developer Console account. Google’s Google API client library and httplib are the librar-

ies used to access the YouTube API. The installation of a library is accomplished with the 

following command: 

pip install --upgrade google-api-python-client google-auth-httplib2 google-auth-oauthlib  

It was then followed by invoking the library through syntax “from googleapicli-

ent.discovery import build”. There were 10,397 replies collected in all. 

3.2. Data Labeling 

After gathering the feedback, the data were labeled. This study built machine learn-

ing via a supervised method. A supervised technique requires ground truth. All of these 

collected data were individually labeled by the Indonesian Literature Study Program per-

sonnel at Padjadjaran University, Bandung, Indonesia. Assigning a sentiment category to 

each piece of text in the dataset was the initial stage in this labeling technique. This manual 

method creates the ground truths for this study. Using this fact, machine learning ana-

lyzes data to generate models. The second stage was to transform any non-standard ter-

minology into its corresponding synonyms. The labeling step categorized the gathered 

Figure 1. Proposed framework.

3.1. Data Collecting

This study draws its data from the textual comments sections of YouTube social
media videos highlighting government activities for the Eid holiday in 2021. The footage
originated from user accounts of Indonesian news. Keywords linked with the 2021 Eid
holiday were used to locate videos. From April to May 2021, the data were collected
from the YouTube social media comments section. The selected comments are only in
Indonesian. This timeframe was chosen because it corresponded with the height of public
conversation around the 2021 Eid holiday policy. For this objective, we deployed the
Python programming language and a scraping technique. The YouTube data were retrieved
after obtaining the API key from YouTube. The procedure began with the creation of a
Google Developer Console account. Google’s Google API client library and httplib are the
libraries used to access the YouTube API. The installation of a library is accomplished with
the following command:

pip install –upgrade google-api-python-client google-auth-httplib2 google-auth-oauthlib

It was then followed by invoking the library through syntax “from googleapiclient.dis-
covery import build”. There were 10,397 replies collected in all.

3.2. Data Labeling

After gathering the feedback, the data were labeled. This study built machine learning
via a supervised method. A supervised technique requires ground truth. All of these
collected data were individually labeled by the Indonesian Literature Study Program
personnel at Padjadjaran University, Bandung, Indonesia. Assigning a sentiment category
to each piece of text in the dataset was the initial stage in this labeling technique. This
manual method creates the ground truths for this study. Using this fact, machine learning
analyzes data to generate models. The second stage was to transform any non-standard
terminology into its corresponding synonyms. The labeling step categorized the gathered
data into positive, negative, and neutral categories. There were a total of 1616 positive
comments, 6640 negative comments, and 2141 neutral opinions. Negative comments
contained the greatest info relative to other comments. The positive comments were the
fewest in number. Table 1 below depicts the data proportion with labels. In the final step,
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retracing the labeling process was carried out to ensure inter-rater reliability. Table 2 shows
an example of the resulting data from the labeling stage.

Table 1. Statistics of data.

Label Count

Positive 1616
Negative 6640
Neutral 2141

Total 10,397

Table 2. Example of data.

No. Comment Label

1
Saya dukung lock down -7sebelum idul fitri +7 semoga berahir secepatnya
corana di Indonesia (I support the lockdown -7D before Eid Al-Fitr
+7D, hopefully corona in Indonesia will end as soon as possible)

Positive

2
Oke saya setuju di larang mudik tapi tolong kapal dan pesawat di

berntikan juga beroprasi gimana oke (Ok I agree mudik is prohibited,
but please also stop the operation of ships and planes, OK).

Negative

3
Saya ngak mudik pakde, saya cuman kangen pengen ketemu Orang tua
dan saudara (I don’t go mudik, Sir, I only miss and want to see my

parents and relatives)
Neutral

3.3. Text Preprocessing

Text preprocessing is the cleaning and categorizing of the text preparation. It is chal-
lenging due to the diverse nature of the gathered data, particularly the text data. In addition,
certain words do not alter the main direction of sentences [60]. It is a critical step in sentiment
analysis since it increases the quality of the categorization process. It eliminates noise from
phrases [61]. There are several steps to preprocessing, including the following:

1. Case folding
Case folding is the standardization of all text inside a phrase or document [62]. In this
context, lowercase or non-capitalized letters are most frequently employed.

2. Character deletion
The obtained data contain several features that are unnecessary for the analytical
technique. Certain characters, including the uniform resource locator (URL), numbers,
and punctuation, are eliminated.

3. Tokenizing
Based on the units of analysis, this process breaks down texts or phrases into indi-
vidual words. This method generates word vectors, often known as a bag of words
(BOW) [63].

4. Stop-word removal
This technique is used to eliminate frequent but insignificant terms from sentences [64].
It decreases the corpus size without compromising the key information contained.

5. Stemming
It is the process of breaking down words into their simplest versions. This approach is
used to reduce the complexity of the token’s words [65]. During this phase, all affixes,
whether prefixes, infixes, or suffixes, will be removed from the word.

This study employed a variety of experimental methods to discover the ideal pre-
processing technique. The preprocessing steps used in this inquiry are shown in Figure 2.
Trials in this study employed stemming and two distinct sets of stop-words. The stop-word
removal technique keywords were extracted from a repository at the following address:
https://github.com/datascienceid/stopwords-bahasa-indonesia (accessed on 18 February
2021). This study aimed to discover which of the two lists of stop-words would be more

https://github.com/datascienceid/stopwords-bahasa-indonesia
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beneficial in this work. The first set of stop-words was taken directly from the aforemen-
tioned source. The second list, on the other hand, contained modified variants of already
established stop-words. Numerous new stop words have been introduced, while negation
terms have been eliminated. Eliminating negation words and introducing new stop words
were among the modifications. Four distinct tests were undertaken in this work.
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3.4. Modelling

The BERT approach is based on transformers, which examine contextual relationships
between words in a text [66]. Language translation techniques were first modeled after
transformers. Transformers consist of two components: an encoder and a decoder. Each
has a stack of six identical levels, while every stack has an identical architecture.

• Encoders
The transformer component responsible for receiving instructions is the encoder. In
an encoder layers, there are two sorts of sub-layers: self-attention and feed-forward
neural networks. Self-attention can aid the encoder in paying attention to other words
in the text input, in addition to focusing on the word being encoded directly. The
output of the self-attention layer will be routed through a feed-forward neural network
before reaching the subsequent layer.

• Decoders
The decoder is a transformer component whose function is to create output predictions.
Encoders and decoders are distinguished by the number of stacked layers. The decoder
consists of three layers: self-attention, the feed-forward neural network, and attention.
Self-attention and feed-forward neural networks fulfill a role analogous to that of
encoders. In the meantime, the decoder benefits from the presence of the attention
layer between the two.

The transformer theory is merely based on the notion of self-awareness. Self-attention
enables the model to perceive the context, as opposed to only the overall word order.
Using this information may determine the probable links between a given word and
others in the language. The component called a feed-forward neural network (FFNN)
generates predictions for the next word in a text [67]. Without consideration of the output,
an FFNN will produce illogical data predictions. Randomly generated word predictions
are contextually connected to the current phrase using a combination of FFNN and self-
attention. The self-attention and FFNN outputs of both the encoder and the decoder
are processed by the add & norm layer, which also contains the residual structure and
layer normalization.

The encoder and decoder operations are described below [68].

1. The transformer will convert each entered word into a token representation. The
tokenization of data will be adjusted to align with the language of the model. The
embedding process is then utilized to convert each token into a vector sequence. Each
of these vectors is comprised of 512 bytes. This operation is exclusive to the start of
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the encoding phase, since the output of this initial encoder will function as the input
for the next encoder.

2. Next, the vector series will enter the FFNN and self-attention phases. Throughout
this operation, the input vector will be parsed into a query vector, a key vector, and a
value vector. These three vectors are founded upon the multiplication of embeddings.
In contrast to the encoder and decoder, which have 512 dimensions apiece, each of
these three additional vectors has 64 dimensions.

3. Step two of self-awareness involves the making of a tally. This rating is determined
by doing a dot product on the query and key vectors. Given that the square root of
the dimension of each vector is eight, the total score will be divided by eight. After
completion, the Softmax function will be utilized to calculate the final score. This
function converts the score to a positive integer and the total to 1 when called. The
result of the Softmax function will then be multiplied by the value vector. After
combining the values in the vector, the outcome is the self-attention output. In the
next phase of FFNN, this output will be utilized.

4. The next output will enter the decoder when all encoders have completed processing.
In all practical ways, the decoder approach is similar to the encoding procedure. How-
ever, the decoder has a layer of attention between the self-attention and FFNN stages.
A decoder search for significant words is facilitated by an attention layer. The decoder
will produce a vector of floating-point values as its final output. The job of converting
numbers into words requires the inclusion of two layers, specifically the final linear
layer and the Softmax layer. Finally, we have a completely interconnected linear layer
that yields vector logits—a vector collection of possible words. The Softmax layer is
responsible for translating logit vectors into probabilities when everything else fails.
The procedure’s ultimate output will have the highest probability.

The model was developed utilizing deep learning techniques and draws influence
from a variety of research models (such as ELMo, OpenAI GPT, and Transformer) [69]. The
BERT model was founded based on the transformer language paradigm. Unlike traditional
models that only learn in a single direction, this one is capable of self-improvement. The
model can differentiate between right-to-left and left-to-right direction orders. Since it
employs bidirectional learning, it can process text sequences from both left to right and right
to left directions. In addition, this technique is a trained language model that simultaneously
considers left and right word contexts. Several natural language processing (NLP) models,
such as sentiment analysis, can benefit from BERT’s capacity to improve their own findings.
It is superior to split-training models because it can extract more context information [70].
It has been applied to a broad variety of NLP challenges in practice. BERT may perform
tasks such as text encoding, similarity retrieval, summarization, question answering, and
phrase categorization [66]. These multiple duties should be taught to the model with as
few adjustments to the model as possible. Fine-tuning is the process of training a model to
do this specific task.

The model is also built as a multilayered, bidirectional transformer, similar to an
actual transformer. However, there is a minor discrepancy in that it solely utilizes the
encoder component. Despite the absence of a decoder, it gets excellent performance, which
enables the encoder to produce more stacks, more hidden sizes, and model training on
enormous data sets, all of which contribute to this outcome. It may be built using either
the BERTBASE or BERTLARGE major architectural models. BERTBASE is comprised of a
total of 12 encoder layers, 12 self-attention heads, 768 hidden parameters, and 110 million
parameters. However, BERTLARGE has 340 million parameters, 16 self-attention heads, a
hidden size of 1024 bytes, and 24 encoder layers. Tokenization will be the initial stage in
the model’s text processing. The rules include introducing a special token at the beginning
and end of each phrase, inserting a padding token to ensure that sentences are always the
same length, and then employing an attention mask to differentiate between the padding
token and the original token. Classifier tokens, also known as classifier token sets (CLS),
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are added at the beginning of a set to signal the classification phase [71]. Separation tokens,
often known as [SEP]s, are utilized to indicate the conclusion of a sentence.

There are two steps to the BERT procedure: pre-training and tuning. During pre-
training, which is conducted on a massive corpus of unlabeled text, the model will perform
several tasks, including masked language modeling and sentence prediction. The funda-
mental objective of this basic training step is to develop a model capable of recognizing
the context of a language. After receiving preliminary instruction, the model may be
customized for specific occupations. Models are fine-tuned by executing them on training
parameters and then adjusting them using labeled data [72]. The input representation is
utilized to represent the input as a phrase on the token sequence, enabling it to perform a
number of tasks. Each of these tokens will be represented with three distinct embeddings.
There are three types of embedding: token embedding, segment embedding, and positional
embedding. They provide the input representation for BERT. The model uses these three
symbols in a variety of ways [73].

• Token embedding
Initially, bypass the embedding token layer, which provides a vector representation of
each input but is not utilized by later layers. The objective is to convert the input into
tokens and assign distinct IDs to each token. After obtaining the ID, the succeeding
token will be turned into a token representation. At this point, it will append a [CLS]
token to each input and a [SEP] token to each output to serve as markers for the
classification task’s input representation, segmenting the provided text.

• Segment embedding
The addition of this embedding component to the input token enables us to differ-
entiate between sentences and establish their relative order. This distinction layer
is needed due to the nature of BERT’s input format. Only tokens from the first and
second sentences are included in this layer.

• Positional embedding
The positional embedding is the final phase in the tokenization process. Each input
token receives an additional layer that may be used to determine its position in the
sequence. Without this previous knowledge, it cannot grasp the meaning of a phrase’s
words. Thus, it will be able to differentiate between synonyms that appear in the
same sentence.

3.4.1. Pre-Train

When it is being trained or pre-trained, it does two unsupervised tasks concurrently.
Training is dependent upon two unique elements: the masked language model and next
sentence prediction. During the learning phase, these two procedures are substituted for
the decoder, because the BERT model only utilizes an encoder and no decoder [66].

• Masked language model (MLM)
It is indisputable that the two-way representation paradigm is preferable to the one-
way method. Current language models can only be trained using a single-way repre-
sentation since two-way representations allow the model to re-read the same word.
In order to perform two-way representation learning, the model will thus arbitrarily
cover a tiny portion of the input, which refers to this educational approach. The en-
coder of the transformer does not know in advance which words to predict or replace,
which is one of the primary advantages of using this model. This constrains the model
to continue reflecting the distributional context on each input token. A small quantity
of random word substitution has no impact on the comprehension phase of the model.

• Next sentence prediction
The BERT model learning technique accepts sentence pairs as valid input. The aim
of the model is to identify whether the second sentence is a continuation of the first.
During training, two inputs will be utilized by the model. The initial 50% of the
input consists of two phrases, the second of which is a continuation of the first. The
remaining 50% is replaced with random sentences selected from the corpus.
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3.4.2. Fine Tuning

Transfer learning, commonly referred to as fine-tuning, is the application of the infor-
mation obtained from training one model to another. The new tuning approach is adaptable
to the requirements of specific applications, such as text classification. BERT will utilize
the [CLS] token set exclusively when performing classification tasks on texts [57]. Because
a single token can represent the full phrase, the sentence similarity is the therefore the
method through which it alters the [CLS] token’s value based on the current dataset. The
following actions are conducted during the tuning phase:

• When a user enters text, it is tokenized beforehand. According to the BERT dictionary,
the input text is tokenized and augmented with specialized tokens. If the original
word does not include tokens, BERT will break it down into smaller words that do.

• The token is translated into an embedding format following tokenization.
• Throughout the learning phase, the encoder applies the transformers’ steps.
• In the final layer, only the [CLS] token’s output is used for classification.

3.4.3. BERT’s Hyperparameter

The choice of hyperparameter has such a dramatic impact on the model’s output that
the entire machine-learning procedure is extremely sensitive to it. Therefore, analysis is
needed to determine the optimal hyperparameter, which is as follows:

• Batch size
This determines how many samples must be processed before the system’s default
parameters may be modified. The batch size is the mechanism through which in-
formation is delivered uniformly across the whole model. A total of 100 iterations
would be necessary, for instance, to uniformly disperse 3000 data throughout a model
with a batch size of 30. When the batch size is bigger, the reliability of the results
increases [35].

• Epoch
The iteration count of an algorithm over the dataset of the research is controlled
by the hyperparameter epoch, which denotes an epoch of time. Each training data
sample corresponds to one epoch, during which the model parameters are modified
depending on the newly acquired information. By dividing the entire quantity of data
by the batch size, the number of iterations in a single epoch may be determined. If
there are 3000 observations and the batch size is set to 30, then 100 iterations will be
performed in a single epoch.

• Learning rate
The value of this learning rate often falls within the range of 0 and 1. The model’s
learning rate must strike a balance between being too high and too low because it
will have an effect on the model’s efficiency. Training time can be reduced if there is a
higher learning rate. This is due to the decreased accuracy experienced during training.

This study employed both the IndoBERT pre-train and BERTBASE post-train models.
As IndoBERT is a natural language processing model based on Indonesian, it was therefore
used in this study. A dataset consisting of approximately four million Indonesian words
was utilized to train the IndoBERT pre-train model. A transformers library was required to
perform research with IndoBERT as a pre-train model. Huggingface’s Transformers Python
package includes a vast quantity of BERT-ready models. The data were split after the
word embedding procedure was complete. Meanwhile, the model was trained, overfitting
was minimized through validation, and the trained model’s performance was assessed
through testing. This study utilized a total of twelve encoders for BERTBASE. On each
of these encoders, a self-attention mechanism and a feed-forward neural network were
implemented. The input was transformed in the first encoder using a word embedding
procedure that was distinct from that of the other encoders. The BERT tokenizer carries
out the word embedding stage. Figure 3 depicts the BERT word embedding process
flowchart. BERT performed classification using a fully connected layer coupled with a
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Softmax function. In its own encoder, BERT only utilized the vector output of the [CLS]
token. During this step of classification, BERT modified the dataset’s weights based on the
degree of similarity between the most recent [CLS] token and the existing tokens. This is
what is referred to as sentence similarity. The logit score was determined by evaluating two
sentences. These logs were processed using Softmax to yield probabilities, whose total was
1. As the output, the probability value with the greatest value will be chosen. It was used to
generate probabilities from these logits vectors. This was the training phase of the model,
and Adam was used to alter the emphasis of the input sentence. This study proposed the
following value to achieve the optimal hyperparameters:
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• Batch size: 16, 32
• Epoch: 2, 3, 4
• Learning rate: 2e-5, 3e-5, 5e-5

3.5. Evaluation

Confusion matrix evaluation was used for this investigation as a machine learning
assessment tool. It was utilized to construct performance metrics evaluating the model’s
quality. Examples of performance measurements include precision, recall, and F-score [74].

• Precision is the degree to which observed data correspond to those predicted by
a model.

• Recall is the model’s ability to locate previously stored data. It is the fraction of true
positive predictions relative to all true positive data.

• F-score, often known as the f-measure, is the average ratio of a measure’s recall to
its precision.

The assessment process began with actions taken to find the optimal model’s hyperpa-
rameters in advance. Next, this study selected the best model based on precision, recall,
and F-score. The higher the value of precision, recall, and F-score means the better the
model. Therefore, a model is deemed superior if these three parameter values are greater
than all others.

4. Results and Discussion

At this stage of testing, four hyperparameters of the sentiment analysis model were
assessed. This examination was divided into two sections: the preprocessing method
and the BERT hyperparameter examination. This study determined which preprocessing
strategy might be the most successful by administering several tests. Regarding the BERT
hyperparameter, three factors were evaluated: the batch size, epoch, and learning rate.

4.1. Preprocessing Data Analysis

This study performed four distinct test combinations to identify the ideal preprocessing
strategy. This number was derived by first employing the two stop-word lists used in
the study, and then determining whether or not to utilize a stemming phase. Note that



Data 2023, 8, 46 11 of 17

the amended version of the first list of stop words acts as the second list. The outcomes
of the investigation that verified the preprocessing approach are presented in Table 3.
The greatest results were obtained when the second list of stop-words was used without
stemming during preprocessing. It indicated that the BERT approach for sentiment analysis
might be impacted by the inclusion or exclusion of certain phrases. When stemming was
deactivated, both sets of results increased because the affix affected the BERT token. During
the embedding process, the ID of the BERT token within the embedded word might be
adjusted by stemming. In addition, there were infix words, repetition words, and words
that melt upon meeting affixes that had not been adequately addressed in the employed
technique, rendering stemming extremely hazardous when used on Indonesian words for
this work.

Table 3. Study of Data Preprocessing.

Preprocessing
Precision Recall F-Score

Stopword List Stemming

1 Yes 80.67% 78.33% 79.67%
1 No 80.33% 78.00% 83.33%
2 Yes 80.00% 80.33% 81.67%
2 No 83.67% 85.00% 84.33%

4.2. Analysis of Batch Size

In this study, determining the ideal batch size required two distinct figures. It em-
ployed a predefined set of hyperparameter values, including a learning rate of 2e-5 and a
set of three epochs. The information presented in Table 4 suggests that 32 was the optimal
number of batch sizes. Increasing the batch size would render the model more resilient. An
epoch delivered a more even distribution of data. Therefore, 32 batch sizes were superior
to 16 batch sizes.

Table 4. Batch Size Test Results.

Batch Size Precision Recall F-Score

16 81.00% 81.33% 81.33%
32 83.67% 85.00% 84.33%

4.3. Analysis of Learning Rate

Table 5 demonstrates that the best learning rate was 2e-5. Using a lesser learning
value resulted in a superior and more stable model. Due to the progressive nature of
weight-change methods, a smaller number would produce a more accurate amount of
model adjustment. Consequently, the model training took more time.

Table 5. Learning Rate Test Results.

Learning Rate Batch Size Precision Recall F-Score

2e-5 32 83.67% 85.00% 84.33%
3e-5 32 81.00% 80.33% 80.67%
5e-5 32 78.67% 77.00% 77.67%

4.4. Analysis of Epoch

This study employed four distinct values to estimate the optimal epoch. This analysis
implied that three epochs were the ideal duration for this investigation, as shown in Table 6.
In the BERT framework, a low epoch value did not always result in mediocre model
training. Due to the fact that the BERT model was a pre-train model, the training process
was primarily focused on the stage of fine-tuning. Therefore, the BERT model might be
trained with reduced epoch values.
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Table 6. Epoch Tests.

Epoch Learning Rate Batch Size Precision Recall F-Score

2 2.00E-05 32 79.33% 82.00% 82.33%
3 2.00E-05 32 83.67% 85.00% 84.33%
4 2.00E-05 32 83.33% 83.67% 83.67%
10 2.00E-05 32 84.00% 82.33% 83.00%

4.5. Final Evaluation

Extensive testing demonstrated that the greatest results could be achieved with the
second stop-word list without stemming, a batch size of 32, a learning rate of 2e-5, and a total
of three epochs. When all conditions were optimal, the precision was 83.67%, the recall was
85%, and the f-score was 84.33%. Table 7 depicts the resulted confusion matrix model. There
were 284 pieces of negative news that were properly predicted to be negative, 25 pieces of
negative news that were accurately predicted to be neutral, and seven pieces of negative
news that were accurately predicted to be positive. Furthermore, there were 20 predictions
for negative neutral data, 68 for neutral data, and 7 for positive neutral data. In the positive
row, seven positive data were projected to be negative, four were predicted to be neutral,
and the remaining 78 were predicted to be positive. The outcomes of our computations of
precision, recall, and F-score based on the confusion matrix are displayed in Table 8.

Table 7. Confusion Matrix.

Actual Class
Prediction

Negative Neutral Positive

Negative 284 25 7
Neutral 20 68 7
Positive 7 4 78

Table 8. Evaluation Results.

Precision Recall F-Score

Negative 91% 90% 91%
Neutral 75% 77% 76%
Positive 85% 88% 86%

The obtained precision and recall percentages of negative sentiment were 91% and
90%, respectively. Consequently, when the F-score was computed from the two variables, a
result of 91% for the negative sentiment was produced. The resulting precision value for the
neutral sentiment, on the other hand, was 75%. It achieved a 77% recall rate for a neutral
sentiment using this strategy. The sum of these two scores was 76%, showing an F-score of
this opinion. The calculated precision for positive sentiment was 85%. Consequently, 88%
of individuals recall having a positive view. This indicates that an F-score for optimism of
86% might be obtained using these two figures. The negative sentiment F-score was 91%,
which was bigger than the neutral and positive sentiment F-scores. It can be concluded
that predictive data models were more successful when dealing with negative sentiment
when put into practice.

4.6. Comparison to Other Algorithms

Table 9 displays the results of comparing the BERT model to the naive Bayes, SVM,
and LSTM. According to the study’s test data, the BERT algorithm produced the best model
when compared to the other three algorithms. It demonstrates that, for the considered data
set, the BERT algorithm surpassed its competitors in terms of sentiment analysis. The power
of the BERT algorithm could not be separated from its two-way learning implementation,
which enabled the extraction of a bigger number of context features.



Data 2023, 8, 46 13 of 17

Table 9. Comparison Results.

No. Algorithms Precision Recall F-Score

1 BERT 83.67% 85.00% 84.33%
2 Naive Bayes 74.47% 76.22% 74.10%
3 SVM 81.00% 81.00% 81.00%
4 LSTM 81.27% 82.74% 82.00%

4.7. Application Implementation

The web-based application that contains the sentiment analysis system was developed
using the flask web framework in Python. Users can input hyperparameter values that will
be used for training BERT models provided by the program. In addition to the confusion
matrix and numbers for accuracy, precision, recall, and f-score displayed in Figure 4, the
viewer may examine the BERT model assessment results. In addition, Figure 5 displays
the interface for user prediction. Users can submit a sentiment statement and the program
will predict its label and display the results to the user. The application uses the Indonesian
language to make it easier for Indonesian people to use it.
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5. Conclusions

Using the BERT approach, this study investigates the Indonesian people’s stance on
the government policy on vacations during the COVID-19 pandemic. This study created a
new dataset for this topic in which the information source was obtained from news outlet
stories and the comment sections of YouTube videos. The method was designed to classify
public sentiment as positive, neutral, or negative. It used an epoch size of 3, a learning rate
of 2e-5, and a batch size of 32 for optimal results. Using Python and the Flask framework,
an application for sentiment analysis was then constructed to apply the optimal BERT
model. Based on the results of testing and applying the model, the obtained F-score was
84.33%. This study is expected to become one of the tools that can be used by the Indonesian
people, especially the government, to see the extent of public acceptance of government
policies that have been made, especially regarding vacations. This study demonstrates that
the proposed strategy is effective due to its success in classifying emotions. In addition,
however, the data acquired in this study can serve as the basis for sentiment analysis
research in Indonesia. Sentiment analysis is based on language. The success of technology
in a particular language cannot be immediately extended to other languages. Therefore,
despite the rapid development of sentiment analysis in English, this cannot be directly
applied to sentiment research in Indonesian. The existence of ground truth as a result of
this research would enrich the Indonesian language’s collection of sentiments. Another
thing that may be achieved is the correct method of processing Indonesian, which has its
own distinct characteristics. However, the current ground truth has limits because it does
not accept slang or regional languages, which frequently appear in YouTube comments.
Therefore, sentiment analysis can be used as an effective tool when the input is supplied in
formal language.
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