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Abstract: News articles generated by online media are a major source of information. In this work,
we present News Monitor, a framework that automatically collects news articles from a wide variety
of online news portals and performs various analysis tasks. The framework initially identifies fresh
news (first stories) and clusters articles about the same incidents. For every story, at first, it extracts
all of the corresponding triples and, then, it creates a knowledge base (KB) using open information
extraction techniques. This knowledge base is then used to create a summary for the user. News
Monitor allows for the users to use it as a search engine, ask their questions in their natural language
and receive answers that have been created by the state-of-the-art framework BERT. In addition,
News Monitor crawls the Twitter stream using a dynamic set of “trending” keywords in order
to retrieve all messages relevant to the news. The framework is distributed, online and performs
analysis in real-time. According to the evaluation results, the fake news detection techniques utilized
by News Monitor allow for a F-measure of 82% in the rumor identification task and an accuracy
of 92% in the stance detection tasks. The major contribution of this work can be summarized as a
novel real-time and scalable architecture that combines various effective techniques under a news
analysis framework.

Keywords: news monitoring; news articles analysis; event detection; question answering

1. Introduction

There is an increasing amount of news agencies that provide news articles on a daily
basis that cover events happening around the world. Nowadays, people are searching,
consuming, sharing and commenting news in online news portals and social networks.
Some of the events described in the news articles and posts are evolving over a large period
of time, some of them have a short duration, others are localized and interest a smaller
crowd, whereas others are more popular and interest a large crowd globally, such as the
COVID-19 pandemic. The vast amount of news stories that get posted every hours from
news portals make it challenging to the users to be able to identify and choose the latest
stories and avoid reading about the same events. The readers struggle to learn about the
daily news in a short period of time because of the vast increase in journalism from official
news agencies and citizens who post in social networks. The above difficulties increase the
need for automated systems that are able to identify, analyze, filter and recommend fresh
news. This problem is widely studied in the literature and expands to multiple categories
under the news systems implementation. This implementation is in the intersection of
news collection, first story detection [1], events detection [2] and sub-event detection [3],
news articles summarization [4], opinion mining [5], trends detection [6] and fake news
detection [7].

The users, due to their limited time and to the large amount of available news articles,
are sometimes only interested in the summary of an article. That is, a brief version of the
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original article that is able to describe the event, as well as the sub-events (highlights) that
reside within the main event. The problem is known as summarization in the literature,
and its goal is to provide short document versions from the originals. In this work, we
address the problem of summarization from two different perspectives; the first one is
“extractive” summarization in the form of a graph, whereas the second approach is a
generative approach utilizing existing “abstractive” summarization models, such as T5 [8].
At the same time, users use social media, such as Twitter, to actively share their views
and opinion on the various topics that appear around news stories. Following the social
media discussions can give more insights on the users’ pulse, different views and details
about each story line. As a result, it is critical for tools to be developed that can provide the
following functionalities: (i) summary of the news stories that talk about the same event,
and (ii) analysis of the related social media streams.

Furthermore, social media users commonly tend to share news as they happen. At
other times, however, users may share rumors and fake news. Whereas major news
agencies, such as CNN and BBC, have well-established editorial teams that verify the news,
the content on social media is completely unverified. Thus, automated systems for rumor
detection and verification are very important for social media platforms.

All of the above issues provide a strong motivation to utilize the recent breakthroughs
and techniques in natural language processing in order to provide an automated tool that
helps the readers to quickly navigate through the articles and, at the same time, provides
them with insights on the opinions on social media, such as Twitter. The long-term vision
of this automated tool, however, is also to organize events as they occur in order to
automatically maintain an events database, such as Wikipedia Events Portal.

However, there are plenty of challenges that need to be addressed in order to effectively
design such a tool. The major challenge is the volume of data and the need for real-time
analysis. This is even more challenging given the velocity of the data. News agencies
all over the world constantly generate new content for a variety of topics, ranging from
local social incidents to global events. Recent algorithms have significantly improved
the accuracy of the text-mining techniques, but, given the volume of the data, a trade-off
between accuracy and performance is necessary. Finally, news content is also generated
from users (e.g., in Twitter) and, thus, the veracity challenge arises. Notably, due to
the veracity challenge, the fake news detection research field significantly increased in
popularity in recent years. As a result, all of the major challenges, also known as the five
Vs of analyzing big data, must be addressed in order to implement such a tool.

In this paper, we describe our proposed system, News Monitor1 [9], that works in
a distributed setting. The main contribution of this work is the proposal of a scalable
and distributed architecture that combines state-of-the-art techniques for analyzing news,
while, at the same time, an events knowledge base is automatically created and maintained.
The novel aspects of this work can be categorized into the following aspects:

• Scalability: Our system collects news stories from over 500 RSS streams in real-time.
We analyse the collected news stories corpus using limited hardware and randomized
data structures in constant space and time complexity. Our system architecture is
elastic and distributed.

• Usability: Our proposed system allows the users to quickly explore a news story via
a user friendly interface. In addition, our system constructs a knowledge base (KB)
from all the news articles and they users can search directly in the KB.

• Novelty: Our system is implemented using a variety of state-of-the-art techniques
under a unified solution.

• Comparison: Our proposed system, News Monitor, extends the functionality of the
existing frameworks and provides extra tools for analysis such as online question
answering, graph summarization, sentiment analysis and fake news detection.
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2. Related Work

In this section, we present the advancements in research areas related the components
of News Monitor. The corresponding components are relevant to: (i) first story detection,
(ii) question answering, (iii) relation extraction, (iv) summarization and (v) fake news
detection. A table summarizing the main related works can be found in Table 1. Moreover,
in this Section, we present the relevant platforms to News Monitor.

Table 1. An overview of the existing literature and our proposed methodology.

Mining Task Relevant Methods News Monitor

First Story Detection UMASS [10], LSH-UMASS [11], PAR-
UMASS [12], K-Term [13], Rel-EFSD [1] Rel-EFSD [1]

Question Answering
PARALEX [14], SEMPRE [15], ParSEM-
PRE MemNets [14], BERT [16], T5 [8], AL-
BERT [17], DistiBERT [18], GPT-3 [19]

BERT [16]

Information Extraction Ollie [20], ReVerb [21], Open-IE [22], Tex-
tRunner [23], RelNoun [24], CALMIE [25] ReVerb [21]

Summarization T-BERTSum [26], PEGASUS [27], T5 [8] T5 [8]

Fake News Detection TriFN [28], FakeNewsTracker [29], Tree
CRF [30] BERT [16]

2.1. First Story Detection

Focusing on the aspect of first story detection (FSD), a variety of techniques have been
proposed in the literature. The baseline technique is the system UMASS [10], where the
authors proposed a technique that solves the problem of nearest neighbor identification
using the cosine similarity distance. This work has been extended by [31], where a system
that combines the terms’ similarity along with the similarity of the named entities and
the topics yielded better results. Another work that utilizes a nearest neighbor variation
combined with emotion analysis methods to detect specific events of disastrous weather
conditions (i.e., floods) and how those have affected different regions of a map [32]. The
work of [10] has been revised in [11], where the authors propose the usage of a locality-
sensitive hashing (LSH) index in order to speed up the technique. Other works related
to social media data have used LSH variations in order to reduce their runtime [33–35].
Later, in the work of Petrovic et al. [12], it was found that the usage of paraphrases when
searching for the nearest neighbor increased the detection accuracy. From a different
perspective, Karkali et al. [36] solved the problem in an online fashion by simply using
the IDF scores of the terms, avoiding the costly nearest neighbor identification. Wurzer et
al. [13] followed a similar approach to [36] and suggested a technique where the k-term
hashing algorithm is used in order to online detect first stories. Moran et al. [37] extended
the work of Petrovic et al. [12] by using Word2Vec [38] embeddings instead of syntactic
paraphrases. Saravanou et al. [39] proposes a method that utilizes LSH and Word2Vec to
reveal hidden links of text similarity in a social graph and detect events by tracking the
very large connected components in this graph. Later, they extended this work in [3] to
delineate the events to sub-events and provide a timeline of the highlights for each event
for better exploration and understanding of the individual events and first stories. Finally,
in our previous work [1], we described a general framework that (i) combines a variety of
FSD techniques, (ii) uses sophisticated linguistic features and (iii) is scalable.

2.2. Question Answering

Another aspect that News Monitor aims to integrate is that of question answering.
The question is written in the natural language, but, regarding the answer, two variants
of the problem exist: (a) the answer originates from structured knowledge in the form
of a knowledge graph and (b) the answer originates from a document (e.g., a document
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span). For the first direction, the system PARALEX [14] aims to utilize a set of question
paraphrases in order to link a question to a query. Then, the most relevant fact, extracted
using ReVerb [21], is provided as an answer. Similarly, the authors in [15] aim to utilize large
amounts of text in order to design the semantic parser SEMPRE, which maps questions to
queries. A similar approach that, in addition, uses paraphrases is used in ParSEMPRE [40].
Finally, other approaches, such as [41] and MemNets [14], try to map both the question as
well as the answer fact in an embedding space, and answer a query utilizing the distance
of the embeddings.

The other direction where the answer is in the form of a span in the text is highly
dominated by deep neural network approaches that utilize attention mechanisms and
recurrent neural networks. These techniques include BERT, where a transformer is fine-
tuned in order to select the appropriate start and end token of a document. ALBERT [17] is
a more light version of BERT and DistiBERT [18] is a BERT version with significantly fewer
parameters. T5 [8] addresses the task as a text-to-text problem, where the answer consists
of a generated text. Finally, GPT-3 [19] is a language model with a significantly increased
number of parameters that achieves a state-of-the-art performance in a large number of
NLP tasks.

2.3. Information Extraction

Our proposed framework, News Monitor, depends on a robust relation extraction
mechanism that is used in order to construct the knowledge base. Since we are interested
in relations that are independent of a predefined taxonomy, we rely on open information
extraction. These systems detect open domain relations by self-training over a massive
corpus [23] or heuristic rules [20–22]. They allow for the development of very scalable
systems. The relations extracted often have a generic format of two arguments that are con-
nected by a verb. In our work, we use ReVerb [21] due to its efficiency and simplicity. Other
related systems to ReVerb include OpenIE 4.1 [22], Ollie [20], RelNoun [24], SRLIE [42] and
TextRunner [23]. Recent techniques, such as [43], address the problem using deep learning
methods.

2.4. Summarization

News Monitor also depends on a robust summarization system. The summarization
systems are classified into two categories: (i) extractive and (ii) abstractive. The former
approaches extract chunks of text, whereas the latter are able to generate new text. The
approach proposed in [44] describes a reinforcement learning summarization approach
that optimizes the ROUGE metric. Zhang et al. [45] describe a latent approach for extractive
text summarization, whereas [46] describe an approach based on BERT that performs both
abstractive and extractive summarization. Srikanth et al. [47] use the existing BERT model
to produce an extractive summarization by clustering the embeddings of sentences by
K-means clustering. Ma et al. [26] propose a topic-aware extractive and abstractive summa-
rization model named T-BERTSum. It focuses on pretrained external knowledge and topic
mining to capture more accurate contextual representations. Finally, the PEGASUS [27]
and T5 [8] transformer models are capable of performing abstractive summarization.

2.5. Fake News Detection

Fake news is one of the key problems that our proposed framework, News Monitor,
addresses. Fake news detection techniques have become crucial to fight the extensive
spread of harmful or negative effects on individuals and society, as fake news persuades
people to accept biased or false beliefs. Shu et al. [29] have conducted a survey to present
a comprehensive review of method for fakes news detection on social media, including
characterizations on psychology and social theories and existing algorithms from a data
mining perspective. Oshikawa et al. published a survey to summarize the techniques
that focus and utilize natural language processing to detect fake news. The original RSS
sources are high-quality news agencies. However, the Twitter stream that is available
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to the system is of questionable quality. A fake news detection system, as suggested by
the works of Zubiaga et al. [48] and Kochkina et al. [49], follows the following pipeline:
(i) rumor detection, (ii) topic tracking, (iii) stance classification and, finally, (iv) verification.
For rumor detection, a classification approach is described in [48]. The majority of works
for fake news detection address the challenge of stance detection, including the works
of [30,49,50]. Another work focused on the last aspect of topic verification is described
in [51]. Shu et al. [28] propose a tri-relationship embedding framework (TriFN) that models
publisher–news relations and user–news interactions simultaneously for fake news classi-
fication. Shu et al. [35] study the problem of understanding and exploiting user profiles
on social media for fake news detection. Reis et al. [52] present a new set of features and
measure the prediction performance of current approaches and features for the automatic
detection of fake news. An overview of the related literature is available in Table 1.

2.6. Relevant Platforms

Similar systems that analyze document streams include a variety of works that fo-
cus on social media, such as Twitter. These include TwitterMonitor [6], Jasmine [53]
and TwitterStand [54], which focus on detecting trending keywords and clusters of mes-
sages that correspond to global or local events. A detailed description of these systems
is included in our previous work [2]. Focusing on commercial news monitoring plat-
forms, Google News and Yahoo News are some of the leaders. Specifically, Google
announced2 that Google News already uses advanced language models, such as BERT, for
purposes of fake news detection. Finally, a commercial platform, very relevant to News
Monitor, that includes the tasks of event detection, among many other services using news,
is Event Registry [55]. However, since this is a commercial product, we do not have access
to all of its features, and a direct comparison is difficult.

3. Architecture

We have designed the News Monitor architecture with a distributed microservices
perspective, specifically each module in our proposed architecture runs on a different
machine. All components are integrated using the Apache Kafka message queue which
allows the individual components to communicate with each other by subscribing to one
or more topics in an efficient and fault-tolerant way.

Each component consists of a thread that subscribes to a Kafka topic and a thread
that publishes to a Kafka topic. Due to their nature, some components, such as the Twitter
fetcher, do not subscribe to any Kafka topic. In addition, each component periodically
monitors and logs its state in order to inform News Monitor about the memory usage, and
for issues processing the data.

We store the knowledge base (KB) and the analysis in a MongoDB instance. In order
to ensure an optimal performance, the appropriate indexes are used in the MongoDB
database. In addition, the raw text data, both for Twitter as well as for the news, are stored
in an elastic search instance in order to effectively search using free text. The architecture
of News Monitor is shown in Figure 1.

In Figure 1, we show two of the main components of our system the News Fetcher
and the Twitter Fetcher which are responsible for crawling the news articles from the
web. Notably, the news fetcher tracks a set of static RSS sources. On the other hand, the
Twitter fetcher has an input from the trend detection module. That is, it dynamically
tracks keywords relevant to trending entities from the news. The next component is the
extractor, which receives HTML data and is responsible for extracting the main content.
More specifically, the extractor transforms the HTML document into single text. The output
of the extractor transfers to the pre-processor module. This module performs natural
language processing on the input data, including tasks such as tokenization, named entity
recognition and information extraction. The reader will notice that the open information
extraction is actually a separate service that is called by the pre-processor module.
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Figure 1. The architecture of News Monitor.

The next component is the first story detection (FSD) module, which is able to identify
fresh news in order to form news clusters. The input for this module are the preprocessed
documents. The documents include metadata, such as named entities, that are detected by
the preprocessor module. The cluster information, together with documents, are forwarded
to the trend detection module. The trend detection component monitors the clusters created
by the FSD module and identifies trending terms and entities in real-time. Those terms
are used by the Twitter fetcher in order to crawl relevant content to the news from the
Twitter. The output of the Twitter fetcher is provided to the sentiment analysis module.
Finally, the sentiment analysis component uses a deep learning model in order to identify
the sentiment of the Twitter data. Then, it stores the tweets in the MongoDB database.

The stored data are used in order to provide to the end user a variety of services. The
end user is able to view in real-time news clusters, as well as first stories. In addition,
the user is able to view a summary for each of the articles and is also able to inspect the
knowledge base extracted from each of the articles. Furthermore, the user can explore
the news knowledge base constructed from the articles and, finally, the user can query an
article in order to retrieve the answer using the BERT engine. All of the modules process
data in real time and all of the services provided to the user retrieve the data from the
databases. The question-answering service, however, apart from the databases, also uses a
deep learning model that uses the user input (e.g., the questions).

A general view of the News Monitor interface is illustrated in Figure 2. The out-
put provided by the different components such as first Story Detection is provided in
Figures 3–5.

Hardware Requirements: News Monitor currently runs on two servers with 16 threads,
and 32 GB of RAM. The various services are split into the two machines. In addition, the
deep learning tecniques run on an NVIDIA 2070 SUPER GPU in one of the two machines.
The web server layer is implemented in the Python Django framework.
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Figure 2. The News Monitor interface. The trends detection page is illustrated, which gives to the
reader the general appearance of the system.

Figure 3. First stories identified by News Monitor.
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Figure 4. Tweets identified by News Monitor. For each tweet, the sentiment is detected.

Figure 5. The summary of articles provided as a graph. The links represent interactions between
entities.

4. News Monitor’s Characteristics

In this section, we describe the characteristics of our proposed framework, News
Monitor, to analyse and explore news articles. A user can view the first stories as a list and
can also explore the event clusters. For each article and for each cluster, the user is able
to view the content, the extracted knowledge base and the extracted summary as a graph.
Furthermore, for each article the user can make a quick question in their natural language.
If the answer exists in the document, the News Monitor will provide it to the user. Finally,
the user can perform a search in the extracted knowledge base and in the relevant tweets.
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Specifically, for the Twitter data, News Monitor performs a sentiment analysis using BERT.
A detailed overview of the components follows in this Section.

4.1. News Fetcher and Twitter Fetcher

Two of the most important components of our system are the News and the Twitter
Fetchers, they are responsible for collecting the news articles and social network’s streams
(input data). The news fetcher periodically monitors a list of RSS feeds. In order to
effectively crawl the RSS feeds, the component uses the Python Scrapy framework. If a
new RSS feed is detected, the news fetcher crawls the article, receives the status code and
downloads the HTML document, as well as links to the article images.

The Twitter fetcher collects the posts (tweets) using the streaming Twitter API and
tracks a dynamically selected list of keywords that is based on our trend detection com-
ponent. The list of keywords is not known in advance. The keywords to be tracked are
dynamically selected using the most referred named entities in the most recent articles.
This is carried out in order to retrieve tweets relevant to the news. The two fetchers run in
parallel. The Twitter fetcher starts with predefined keywords and is periodically updated.

4.2. Extractor

The output of the news fetcher component, as illustrated in Figure 1, is provided
to the extractor component. This component is responsible for processing the HTML
data and extracting the main content of the article automatically. It does so by using the
python readability3.

4.3. Preprocessing, Graph Summary and Knowledge Base Construction

For each news article that has been collected by the News Fetcher and has been
processed by the Extractor module, we have an extracted content, which is then used by
the Pre Processor module. The Pre Processor module performs various NLP tasks that
include tokenization, dependency parsing, sentence splitting and named entity recognition.
For these NLP tasks, we use the open source library Spacy4.

For the open information extraction, we use the web scale library ReVerb5 to get a
list of triples of the form (subject, predicate, object) for each news article. The triples also
have metadata that describe the type of entities that participate. For example, the metadata
may suggest that the first argument (“subject”) of the triple is a person, whereas the second
argument (“object”) is a geopolitical entity. Each triple with the metadata information is
stored in the MongoDB Knowledge Base with the appropriate indexes in order to provide
fast queries.

Then, we use these tuples to create a graph structure that represents the summary
of a news article, an example is shown in Figure 5. In this graph, multiple references
to the same entity are merged to the same node. The edges of the graph represent the
actions (“predicates”) and the nodes correspond to the actors (“subject” or “object”) that
participate. Finally, the connected components of the graph typically correspond to the
sub-events of the article. We store all the pre-processed news articles and the relevant
tweets in an ElasticSearch6 database.

4.4. First Story Detection and Clustering

The First Story Detection component uses the data from the Pre Processor module.
This module is based on the work of Panagiotou et al. [1] and detects for each story it
is a first story or not. We have implemented multiple LSH indexes with capacity of 2K
documents. This way we ensure the scalability of our system and that the processing time
is constant. In addition, the module is implemented using vectorized operations in order
to achieve a high performance.

In a nutshell, the module works as follows. For each new document, the nearest
neighbor is identified. Then, similarity features are calculated from NLP elements, such as
named entities and relations. Each similarity feature captures a different aspect, such as
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the topic of the document, the entities that participate and the entities that also interact.
These similarity features are provided to a classifier that decides if the document is novel.
The supervised approach employed, referred to as REL-EFSD, according to the original
publication [1], achieved significant improvement in two datasets, with respect to the
state-of-the-art.

If a document is detected as a first story, a new event cluster is created. On the other
hand, if a document is detected as a non-first story, it is assigned to the nearest neighbor
cluster. A document is assigned to the cluster with the nearest centroid using the cosine
similarity of the TF-IDF weighted vectors as a distance metric. We also used the aggregated
Word2Vec vector. However, the usage of the average Word2Vec document vector did not
improve the results. Thus, we used the TF-IDF vectors due to their good performance
and simplicity.

4.5. Trends Detection

All of the pre processed news articles are delivered to the Trends Detection module to
get the trending keywords and named entities (and also n-grams), that will later be used
from the Twitter Fetcher to crawl all related tweets. For each time window, we count and
store the number of appearance of each named entity and keyword in the news articles.
The number of entities, keywords and counts is limited and as a result we store those in
hash tables. In case where we need to extend the vocabulary of entities and keywords, we
could use a randomized approach as for example count-min sketch.

We then use these counts to calculate the z-scores for all elements. The z-scores are
defined as in Equation (1). Countsw(Entity) refers to the number of times an entity is
referred to in the time window w. Mean(Counts(Entity)) and Std(Counts(Entity)) refers
to the mean and the standard deviation of the entity’s appearances in the last windows.

The most trending entities and keywords (those that appear more frequently according
to their average activity) are selected and provided to the user. As already mentioned, the
most popular entities are used by the Twitter fetcher in order to crawl Twitter.

Zscore(Entity) =
Countsw(Entity)− Mean(Counts(Entity))

Std(Counts(Entity))
(1)

4.6. Question Answering

As mentioned in the functionality of our system, the users can query an article using
the English language and the Question Answering module will calculate the answer to
each user generated query. News Monitor utilizes the recent language model BERT for the
task. More specifically, this model is trained to receive, as an input, a query in the natural
language, along with a document, and provides, as an output, the document span that
corresponds to the answer. More specifically, the BERT “bert-large-uncased” pre-trained
model7 in the SQuAD dataset is used.

According to the original BERT [16] publication, for the task of question answering,
the model “bert-large” surpassed all of the competitor methods in the datasets SQuAD 1.1
and SQuAD 2.0 and, specifically, for the SQuAD 1.1 dataset, the performance was similar
to human annotators.

4.7. Abstractive Summarization

News Monitor also contains a module that performs abstractive text summarization.
While this summarizing version provides only a small chunk of text describing the main
event, it is very useful for users with very limited time. News Monitor utilizes the state-
of-the-art model text-to-text transfer transformer [8] (T5) and, using the library Hugging
Face8, the transformer is able to provide a summary for every one of the news articles.

The text-to-text transfer transformer is an encoder–decoder deep architecture that is
able to transform any natural language processing tasks to a sequence-to-sequence task.
That is, the input is a document and the output is, again, a document. For a classification
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task, the T5 model learns to generate the label “Text” given as an input to the document
text. For a semantic similarity task, the T5 model is given two sentences as an input and
is able to provide a text with the semantic similarity of the sentences. Finally, for the
abstractive summarization task, the T5 is trained by providing documents and also short
versions of these documents as an input. The T5 model actually learns to re-write the
input document; this is why it is referred to as abstractive summarization. In contrast to
extractive summarization, in abstractive summarization, the summary is not restricted to
containing only chunks from the document.

According to the original publication, T5 achieved a state-of-the-art performance in the
CNN/DailyMail9 dataset on all of the evaluation metrics, including ROUGE-1, ROUGE-2
and ROUGE-L.

4.8. Fake News Detection

The Fake News Detection module retrieves the tweets and classifies a tweet as a rumor
or not. If a rumor is detected, it forms a cluster. The cluster remains alive for a predefined
amount of time and the tweets of the cluster are classified for stance detection. In summary,
in the first step, we identify the rumors, and, in the next step, we gather relevant tweets in
order to identify the stance.

5. Evaluation

News Monitor is a framework that is built on top of a variety of state-of-the-art
techniques. In this work, we evaluate the system against baseline solutions in terms of:

• Fake Tweets Detection: News Monitor collects tweets that are relevant to the news
articles. Since the tweets contain unverified data, we filter them in terms of fake news.
Specifically, we include the tasks of (a) rumor detection and (b) stance detection;

• Extractive Summarization: News Monitor, after extracting the major relations of a
news article, selects the most appropriate of these. We evaluate this functionality as
an instance of extractive summarization.

For each evaluation task, we later describe its experimental setup.

5.1. Datasets

For the purposes of evaluation, various public datasets were used, along with some
datasets created from data collecting from the framework. The datasets can be summarized
below:

The PHEME Dataset. The extended version of the PHEME dataset was proposed in the
work of Kochkina et al. [49]. This dataset contains Twitter messages that are relevant to
nine events. The dataset is annotated in three levels according to the authors. In the first
level, each tweet is classified as a rumor or not. In the second level, the rumor tweets are
categorized as true, false or unverified;

The Relations (REL) Dataset. In order to evaluate the task of extractive document
summarization, we built an annotator interface on top of News Monitor. The user is able to
view the graph of an article and is able to annotate the relations as useful and non-useful
using the mouse buttons. The relations dataset contains 500 relations that belong to two
classes: relations that are useful for summarizing the article and relations that are not useful
for summarizing the article;

The FNC1 Dataset. For estimating the performance in terms of stance detection, we
relied on the FNC1 dataset10. The dataset was released during the fake news detection
challenge. The dataset contains (a) headlines and (b) bodies. The bodies correspond to
some reaction to the headline. The task is to predict the correct stance given the head and
the body. The available stances include (a) unrelated, (b) agree, (c) disagree and (d) discuss.

Evaluation Metrics

All of the tasks of News Monitor can be seen as classification tasks. Thus, standard
metrics used in information retrieval can be used. The evaluation metrics we use include:
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accuracy, precision, recall and F-measure. Since accuracy is sensitive to imbalanced classes,
we decided to report the precision and recall of the rumor class, as well as their harmonic
mean F-measure. The definitions for the evaluation metrics are described below. In all of
the experiments, the micro (weighted) precision, recall and F-measure are reported.

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

F − Measure =
2 ∗ Precision ∗ Recall

Precision + Recall
(5)

5.2. Methods

We experimented with both traditional machine learning techniques, as well as with
recent deep learning state-of-the-art techniques, such as BERT, which is utilized by News
Monitor. The methods we included in the evaluation are described below:

• Random: A random guess is provided, taking into account the class balance;
• Naive Bayes: A multinomial naive Bayes classifier with the default parameters;
• Logistic Regression: A logistic regression classifier is fitted into the TF-IDF-weighted

vectors. The number of iterations is set to 100;
• Random Forest: A random forest with 100 estimators is fitted into the TF-IDF-weighted

vectors. The Gini split criterion is selected;
• BERT: We used BERT embeddings with a classification head in order to classify a

sequence of tokens as rumor and non-rumor. We used the Hugging Face transformers
4.0 implementation. The same model is also used for selecting a relation as useful
or not.

All of the linear models and the random forest implementation were obtained from
the library Scikit-Learn 0.24.2. The default hyperparameters were used. The BERT imple-
mentation was provided from Hugging Face transformers 4.0. For the naive Bayes, logistic
regression and random forest models, the documents were converted to TF-IDF vectors.
For the BERT model, the word-piece tokenizer is used. The parameters of the models are
described in Table 2.

Table 2. The parameters for the models used.

Method Major Parameters Library

Random method = stratified random predictions Sk-Learn 0.24.2

Logistic Regression penalty = L2 norm, tolerance = 1 × 10−4 Sk-Learn 0.24.2

Random Forest num_trees = 100, split criterion = gini Sk-Learn 0.24.2

BERT hidden_size = 768, hidden_layers = 12, atten-
tion_heads = 12, model = “bert-base-uncased”

Hugging Face
Transformers 4.0

5.3. Rumor Detection Results

The first evaluation task in terms of fake news detection is that of rumor detection.
That is, from a list of documents, the final goal is to identify which of these are rumors and
which are not.

Experimental Setup: We use the PHEME dataset and the first level of annotation that
contains tweets belonging to the categories (a) rumor and (b) non-rumor. The dataset is
split randomly into a training set (80%) and a testing set (20%).
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According to the results, the random baseline that exploits the class balance does not
perform well, with an accuracy of 54%. As expected, the first supervised system that uses
the naive Bayes classifiers scores an accuracy of 75%. The logistic regression baseline scores
an accuracy of 83% and the random forest classifier scores an accuracy of 85%. The most
complex model we tested, the BERT model, scored an accuracy of 87%, with the highest
F-measure score of 82%. The detailed results are described in Table 3 and are illustrated in
Figure 6.

Table 3. Results for the rumor identification task.

Method Accuracy % Precision % Recall % F1 %

Random 54 38 39 38
Naive Bayes 75 82 64 71

Logistic Regression 83 67 86 76
Random Forest 85 73 87 79

BERT 87 83 82 82

Figure 6. Results for the rumor detection tasks for different baselines.

5.4. Stance Detection Results

The second evaluation task that is relevant to the fake news detection problem is the
problem of stance detection. In this problem, a pair is given as an input that contains a
pair that consists of two parts. The first part contains an original message (e.g., a news
headline). The second part contains a user response to the first part (e.g., a user tweet). The
final goal is to detect if the response (second part) agrees with the first part.

Experimental Setup: For this task, the dataset FNC-1 is used, which provides such
pairs and, for each pair, an annotation. For this experiment, the classical machine learning
models receive two different TF-IDF vectors as an input, one for the first part and one for the
second part. The linear models are expected to handle the task as sentiment classification,
where the two input vectors are treated as a single vector. The unrelated class cannot be
effectively treated by these models since a comparison between the two vectors (e.g., cosine
similarity) is necessary. The random forest baseline, however, has the ability to compare the
vectors. Finally, the BERT model receives the head and the body as two separate sentences.
The special token “[SEP” is used by the encoder. The model is then fine-tuned to optimize
the classification task. Since labels only used for the training set are available, we split the
training set into two sets: (a) training (80%) and (b) testing (20%).

The best results (92% accuracy) are obtained by the random forest baseline, while
BERT scored the second best accuracy score (82%). The results for all of the baselines are
illustrated in Figure 7 and Table 4. Notably, even the random model has a great performance.
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This is explained by the fact that the classes are highly unbalanced, with the vast majority
of the stances “Unrelated”. Since the micro precision, recall and F-measure are used, the
metrics are dominated by the majority class. For instance, the random model scores an
F-measure of 0.0 in all of the other classes, and thus a macro F-measure score of ≈0.25.
However, the random forest model has a macro F-measure score of 0.75, whereas naive
Bayes and logistic regression have macro F-measure scores of 0.33 and 0.56, respectively.

Table 4. Results for the stance identification task.

Method Accuracy % Precision % Recall % F1 %

Random 58 73 73 73
Naive Bayes 77 78 97 86

Logistic Regression 80 81 82 80
Random Forest 92 92 93 92

BERT 82 93 82 86

Figure 7. Results for the stance detection task for different baselines.

5.5. Extractive Summarization Results

The last evaluation task is for the extractive summarization feature. As a reminder, in
the first step, an open information extraction system extracts some relations, using syntactic
information and part of speech information, which correspond to the summary. In the
second step, we classify these relations as useful or not.

Experimental Setup: For the extractive summarization task, we used the relations
dataset (REL). This dataset contains relations extracted from News Monitor and are anno-
tated as (a) useful and (b) non-useful. The dataset is split again into a training set (80%)
and a testing set (20%).

Since the second task is a fairly simple text classification instance, even simple models
perform extremely well. For instance, logistic regression scores an F1 of 83%. On the other
hand, due to the limited data for fine-tuning the model, BERT is not an appropriate choice,
with an F1 of 62%. The detailed results for the task are illustrated in Figure 8 and Table 5.
According to these result, a simple and extremely computational inexpensive model, such
as naive Bayes, is enough.
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Table 5. Results for the Extractive Summarization task.

Method Accuracy % Precision % Recall % F1 %

Random 50 66 57 61
Naive Bayes 72 78 83 81

Logistic Regression 73 74 94 83
Random Forest 76 76 97 85

BERT 60 94 46 62

Figure 8. Results for the extractive summarization tasks for different baselines.

5.6. System Scalability

The News Monitor framework has constant space and time requirements through
the usage of efficient randomized data structures. More specifically, the most expensive
component in terms of complexity is the first story detection. This is because this com-
ponent needs to calculate the nearest neighbor for every new document in the stream.
However, as already mentioned, the component uses a bounded LSH index in order to
speed up the queries, and the implementation is vectorized in order to benefit from implicit
parallelization. On average, the system requires 10 ms to identify a first story. In Figure 9,
the processing time (y-axis), with respect to the time (x-axis), is illustrated. As shown in the
figure, the processing time remains stable over time, verifying the constant space and time
requirements statement. Some random spikes in the figure are explained as a result of the
sudden load in the machine.

Figure 9. Processing time per document.
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6. Demonstration

The interface of our proposed framework, News Monitor, is shown in Figure 3. Our
system is built to help the readers analyze and explore the news stories and the different
views and opinions in each topic. We collect news articles from more than 500 RSS feeds
and we also collect all messages that are being posted in a social network based on the
entity and keyword popularity from our Trend Detection module. Our framework detects
the first stories that describe the latest news, and the users can read the first stories, or they
can decide if they want to expand for more stories in the same main event. This gives the
opportunity to the users to look at the same event from different angles and also know
about the multiple views and various opinions on the same topic.

News Monitor uses the collected corpus of news articles to construct a knowledge
base and a knowledge graph per article that forms a summary in a graph structure (an
example of a summary appears in Figure 5). In addition, our framework allows users to ask
questions in the English language relevant to each article and answers them in the form of a
text chunk by using the state-of-the-art BERT [16] model. This feature is one of the novelties
of our work, as it is something that does not exist in Yahoo News or Event Registry which
are the most related systems to ours.

As mentioned above, News Monitor creates a knowledge graph and a knowledge
base from the tuples that are being extracted from the collection of news articles. This gives
one more the ability to users that are also able to search using a structured search option
that is searching the knowledge base for answers. They can also read more in the article
that the answer was found. In addition, they can search with more sophisticated queries
using the advanced search option. This functionality is another novelty of our work, more
specifically the ability to search the sub-events of an article directly.

Finally, our system allows the users to explore the people’s views on each topic based
on Twitter messages. The system based on the users’ queries will provide a collection
of messages from Twitter (tweets) that are the most relevant. Our system calculates the
sentiment in each tweet using the BERT model. This feature is another novel feature that
is added in News Monitor and does not exist in the related systems Event Registry and
Yahoo News.

7. Discussion

In this work, we demonstrate News Monitor, a scalable framework for exploring
news in real-time. News Monitor collects news from a vast amount of RSS news sources
and automatically extracts the main content from the articles, along with other metadata,
such as the images’ URLs and the raw HTML content. For every article, it performs
natural language processing in order to extract useful pieces of information. In addition,
it performs open information extraction for every incoming article using the web scale
algorithm ReVerb. Its is able to perform first story detection in real-time and uses online
clustering in order to group together articles about the same topic. Finally, it collects tweets
relevant to the trending entities in the news articles and performs rumor detection in
real time.

Focusing on the article exploration aspect of News Monitor, it allows for the user to
view a summary of the article in the form of a knowledge graph in order to visually explore
the relationships present in the article. Furthermore, the framework provides an abstractive
summary to the user using the transformers library and the T5 model, and allows for the
user to query the article in their natural language using the BERT model. In addition, the
user is able to explore the user knowledge base in order to find relevant articles, and, finally,
the user is able to explore the trending entities and the trending keywords.

The architecture of News Monitor follows the distributed micro-services paradigm and
is based on Apache Kafka technology. Each of the components are able to run independently
on a different machine and each component periodically monitors its health, including
its processing time and memory usage. Currently, News Monitor runs on two computer
nodes, each with 16 threads and 32 GB of RAM.
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From its instantiation, News Monitor has downloaded more than 500 K articles and
has formed more than 300 K news clusters. In addition, News Monitor has collected more
than four million tweets relevant to the trending entities that are present in the news articles.
The News Monitor knowledge base consists of more than six million triples, which the
user is able to query and filter based on the type of the entities.

Currently the knowledge base is stored in a MongoDB database and does not support
complex graph queries. As a future work, we plan to utilize graph databases technology,
such as Neo4J, in order to allow for the user to perform complex queries in the knowledge
base using the Neo4J scripting language. In addition, News Monitor is able to answer
natural language queries in a specific language. However, this is not possible for the
knowledge base. As a future work, we plan to exploit recent transformer-embedding
models, such as BERT, combined with semantic parsers, such as PARALEX [40] and
Sempre [15], in order to also perform question answering in the knowledge base. In
addition, News Monitor does not support a functionality to export data for researchers. A
future work is to implement some functionality that is relevant to exporting aggregated
data, such as n-grams, in order to allow other researchers to also use the data. Finally,
News Monitor uses models that are periodically trained. However, feedback from users
can be utilized for uncertain predictions in an active learning process.

8. Conclusions

We described News Monitor, a framework for analyzing news articles in real time.
The systems uses a mixture of text mining and natural language processing techniques
in order to allow for the end user to quickly explore the news articles. The end vision
is that the system will automatically construct and maintain a knowledge graph of the
various events and sub-events mentioned in the news. The system mines the news streams
in real-time and is designed as a distributed architecture based on micro-services that
allows for quick and also flexible scaling. It runs on minimal hardware and, when possible,
exploits randomized solutions, such as locality-sensitive hashing, in order to reduce the
computation requirements. Finally, according to the evaluation results described, the fake
news detection techniques used by News Monitor are able to obtain a F-measure of 82% in
rumor detection tasks, and an accuracy of 92% in stance detection tasks.
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