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Abstract: Web-surveys are one of the most popular forms of primary data collection used for various
researches. However, mass surveys involve some challenges. It is required to consider different
platforms and browsers, as well as different data transfer rates using connections in different regions
of the country. Ensuring guaranteed data delivery in these conditions should determine the right
choice of technologies for implementing web-surveys. The paper describes the solution to transfer
a questionnaire to the client side in the form of an archive. This technological solution ensures
independence from the data transfer rate and the stability of the communication connection with
significant survey filling time. The conducted survey benefited the service of education psychologists
under the federal Ministry of Education. School psychologists consciously took part in the survey,
realizing the importance of their opinion for organizing and improving their professional activities.
The desire to answer open-ended questions in detail created a part of the answers in the dataset,
where there were several sentences about different aspects of professional activity. An important
challenge of the problem is the Russian language, for which there are not as many tools as for the
languages more widespread in the world. The survey involved 20,443 school psychologists from all
regions of the Russian Federation, both from urban and rural areas. The answers did not contain
spam, runaround answers, and so on as evidenced by the average response time. For the surveys, an
authoring development tool DigitalPsyTools.ru was used.

Dataset: http://dx.doi.org/10.17632/m32kz6jjcx.1

Dataset License: CC-BY-4.0.

Keywords: mass web-surveys; LDA; text preprocessing; open questions

1. Summary

Currently, a significant amount of educational and psychological researches use web technologies.
This allows them to attract many participants, conducting population and mass research in a short
period of time. Much of the research is based on questionnaires [1]. The inclusion of open-ended
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questions in the questionnaires expands the scope of research and is an unstructured data source
with very valuable information, which allows them to obtain additional data for analysis that are not
bound by the framework of predetermined answers [2], including additional information about the
emotional status.

Digital tools are a modern research tool [3]. The Russian Academy of Education has developed
a digital platform for large-scale research, DigitalPsyTools.ru. It is designed to collect and process
large amounts of data using web technologies [4], which meets the requirements of the legislation of
the Russian Federation for the functioning of information systems. The digital platform is a tool for
collecting and storing research data, which are the basis for the formation of methodologies, analytical
materials, methodological recommendations at the territorial, regional, and federal levels.

The primary data collection is carried out using web interfaces [5]. Based on surveys in educational
institutions, a database [6] is formed, which will become available for analysis to multidisciplinary
research groups. Long-term data storage is provided in conjunction with the methods used in the Data
Center of the Russian Academy of Education. This will allow the tracking of the dynamics of changes
in indicators and their characteristics, to make a selective analysis according to regional characteristics,
and to consider the influence of factors on the value of indicators, as well as their change in time.

When conducting a mass web-survey, for tens and hundreds of thousands of participants,
each open-ended question gets an almost unique answer, since such questions are not formulated for
topics with an unambiguous answer. One of the main tools for processing text responses is intellectual
analysis [7]. However, the use of artificial intelligence tools is a significant problem, for the text
mining models used are different for each case since each area has a set of specific words with different
semantics [8]. For example, the text mining model used to analyze messages on social networks is
vastly different from the text mining model used to analyze answers to open-ended questions in a
survey [9]. In the analysis of textual answers to open-ended questions, it is necessary to use thematic
modeling methods [10] and consider the following tasks: preprocessing a textual database; selection of
parameters of the modeling theme; model reliability assessment; adequate interpretation of topics or
classes of responses.

In the presented research, thematic modeling was carried out using the LDA (Latent Dirichlet
Allocation) method, first described in [11]. This computational analysis method is used to investigate
the thematic structure of a collection of text data [12]. The algorithm combines an inductive approach
with statistical measurements [13], making it suitable for exploratory and descriptive analysis of
open-ended questions.

The results of one of the surveys conducted in schools of the Russian Federation are presented in
Section 2. The section also describes the results of thematic modeling. Section 3 describes cross-platform
technological solutions that ensure guaranteed data delivery during federal mass surveys and contains
a methodology for analyzing the results of mass web-based surveys with open-ended questions, based
on using NLP methods and LDA (Latent Dirichlet Allocation). The User Notes section contains step by
step instructions for the practical application of the described NLP programs.

2. Data Description

2.1. Initial Dataset

The dataset has a CSV format and can be loaded with Jupyter Notebook or Excel.
The dataset contains 16,854 rows with columns PQ106-Other and PQ614. Each line in the data is a

respondent’s answer to a question:“Do you have any responsibilities at school that are not directly
related to your psychological activities?” from column PQ106-Other and an answer to the question:,
“Do you have suggestions for the development of psychological service in the educational system of
your region?” from column PQ614.

The survey involved 20,443 education psychologists in the web-survey from 86 regions.
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Two of the 26 questions in the questionnaire with a free-form answer were selected since they had
the maximum number of answers:

(1) “Do you have any responsibilities at school that are not directly related to your psychological
activities?”—3694 answers.

(2) “Do you have suggestions for the development of psychological service in the educational system
of your region?”—16,700 answers.

The application of the developed technique on the survey dataset under consideration gave the
following results.

In question (1), after clearing null values, monosyllabic words, and invalid values, the total
number of responses was 3694.

In question (2), after clearing null values, monosyllabic words, and invalid values, the number of
responses was 16,564.

2.2. Output Data

Data with the id and responses were written to a CSV file for further processing.
After preprocessing of the answers:

1. After splitting the answers into separate sentences in question (1), 4980 sentences from 3694
answers were received. For question (2), it was 25,838 sentences from 16,700 answers.

2. The data is given in a list format; each word takes its initial form. The length of the stop word
dictionary was 644 words for question (1) and 859 words for question (2).

3. After applying the algorithm for finding synonyms, a dictionary was generated for question (1),
which included 546 word pairs. For question (2), the dictionary amounted to 1865 word pairs.
As input, this step receives the preprocessed text. In the word similarity graph available in the
Russian Distributional Thesaurus, each word on the right side has a rating indicating the degree
of similarity to the word on the left side of the entry. As an acceptable substitution, words with a
rating > 0.6 were taken, that is, having a sufficient degree of similarity as applied to the task. Each
of the selected words is also reduced to the initial form. As an output, this step provides text with
replaced synonym words.

The final dictionary for question (1) was reduced from 3694 to 172 words. For question (2),
all numbers and verbs were deleted, but rare words remained with a frequency of 1–2, the final
dictionary was reduced from 4943 to 3079 words. The output of the algorithm gives the number of
topics and keywords related to these topics. For example, for questions (1) and (2), four and seven topics
were highlighted, respectively. Keywords for the first topic for question (1) were: “director”, “lesson”,
“deputy”, “leader”, “secretary”, “union”, “service”, “council”, “workload”, “administrator”. Keywords
for the first topic for question (2) were: “psychologist”, “rate”, “teacher”, “school”, “quantity”, “hours”,
“educational”, “necessary”, “educational”, “psychology”.

When evaluating these topics, the coherence measure for the question was (1) 0.434, and for the
question (2) it was 0.657. Such results mean that some of the data did not fit perfectly, but since the
keywords separated the meanings from each other and the general meaning was interpreted, this is a
good result because the metric value is between 0 and 1.

According to the answers to question (1), it is possible to distinguish the following four groups as
an output of the LDA algorithm. The topics print order and keywords are presented in followings:

1. Leaders and assistant managers.
2. Attendants, educators, and counselors in the camps, librarians.
3. Teachers of various educational profiles and tutors of different profiles.
4. The duty, educators, and counselors in camps, librarians.
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Results of LDA in path “model_len_dict_id_orig_rand_172\model_len_dict_172_len_topic_4”,
name of JSON (JavaScript Object Notation) file consists of a number of topic and the next one is count
of answers.

For group 3, specific employment positions were allocated (showed in Figure 1).

Figure 1. The number of respondents who combine their responsibilities with the section of
a teacher-psychologist.

It can be seen, that according to the self-reports by the psychologists there are a substantial number
of duties outside of their direct responsibilities. These extra-curricular responsibilities tend to cluster
in for repetitive groups. Such a result may indicate that either the list of the psychologist’s duties
should be expanded according to their real work responsibilities, or these duties should be addressed
by any other members of the school staff directly. One more possibility is to increase the number of
roles within the school staff.

By answering the question (2), seven groups were allocated.

1. An increase in the number of rates at school and the allocation of hours in the curriculum.
2. The creation of centers and the provision of methodological support.
3. The increase in salary.
4. Conducting training activities.
5. Technical equipment of the office and the provision of diagnostic materials.
6. General development of the system.
7. Creating a unified regulatory framework, documentation, and reporting.

An example of assigning answers to the first group is presented in Table 1.
The results of the analysis of the second question suggest that there is even more room for

improvement besides addressing the extra-curricular responsibilities of the psychologists. Thus,
among other problems, methodological training and support are needed. Another issue is the number
of allocated hours for direct work with students together with underpayment going along with an
extensive bureaucratic load by the administration.

Due to the specificity of the task solution, the results can be useful for researchers to conduct
professional questionnaires within professional social networks, or in surveys within a corporation
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to improve management or HR services. The results can be used for web research in the education
system using digital platforms.

Table 1. Examples of entries from group 1 “Increase in the number of rates at school and the allocation
of hours in the curriculum”.

Relevance of the Topic Answer

0.371

It is necessary to regulate the work of the school psychologist, because with the
arrival of children with disabilities in schools, almost all the time allotted for
work is reduced for work with these children, and their number increases every
year, but nobody canceled the work with other children at school, so working
time becomes dimensionless. It is necessary to increase the number of
teachers-psychologists at educational institutions working with children with
disabilities. Well, increase the salary, because work from morning to evening and
the salary is much less than that of teachers.

0.235
The introduction of correctional and developmental classes with students in the
grid of the lesson schedule, as well as the involvement of specialists such as a
defectologist and speech therapist in the public educational institution.

0.176 To increase the number of specialists in schools with a population of over
300 people.

0.133 Providing everything necessary for work, including a separate office! Reducing
the amount of useless paperwork, increasing salaries by 20–30%.

3. Methods

3.1. Data Collection

One of the goals of mass web-surveys is to involve a big number of participants while ensuring
data integrity and validity. That sets a high priority for cross-browser features [14] in order to cover
most of the available user devices and operating systems. Cross-browser implementation can be
achieved by using a compilation of web languages [15,16], CSS preprocessors and postprocessors [17,18],
and modular JavaScript systems [19].

Also, it is important to simplify the implementation of questionnaires. As a prerequisite for the
transition from the pen and paper approach to the digital one, the implementation of a questionnaire
should not require programming skills.

Commonly a questionnaire consists of several parts. The first one is the instructions for the
participant. It sets the participant’s goal depending on the research. For example, it may inquire to select
answers matching the participant’s best judgment or to mark the degree of the participant’s agreement
with the provided theses. A questionnaire also has the main part with the questions presented in
various forms, such as input field, multi-line input field (text area), single choice, multiple-choice,
dropdown list, input field matrix, single choice matrix, multiple-choice matrix, slider, and date input.
The questions may be combined in sequences and displayed with different presets.

The intra-platform questionnaire standard was developed based on the set goals and requirements.
It offers the structure [20] for building web interfaces of questionnaires using predefined elements.
The elements are tested and ensured to be working in all major browsers and on all major devices.
Every type of question is implemented as an independent element. The questionnaire web interface
builds up from these elements and follows the order and presets described with the intra-platform
standard. Depending on the element preset, it could have various features.

The described approach has an advantage compared to the common development of webpages:
the ability to reuse these unified web interface elements to conduct different web-surveys. Another
important feature of the standard is that it makes it possible to verify the described questionnaire
before the actual survey, which is similar to the linting process [21,22].
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The approach makes it possible to develop various questionnaires without the involvement of
qualified programmers. It makes the questionnaire development process less time-consuming, which
is necessary when conducting a survey within a limited time.

Based on the analysis of functional requirements and limitations related to the survey, the use of
the JSON format as an intra-platform presentation was determined [22,23]. JSON Schema tools were
used to control the structure of the JSON documents [23,24].

The intra-platform questionnaire standard has the following hierarchy [25]. On the top level,
it consists of questionnaire blocks. Each block has one or more pages. Each page consists of elements
such as questions and instruction parts. The question is the main element used to collect participant data.

The intra-platform standard implies the presence of a basic structure, which is shown in Figure 2.
Property descriptions for basic questionnaire structure (every property is required):

(1) version—questionnaire standard version;
(2) content—questionnaire content:

(a) blocks—list of blocks that determine the questionnaire structure;

(3) calculation—calculations carried out as part of the questionnaire:

(a) scales—scales list for performing calculations within the questionnaire;

(4) resource—resource files (images, media) used as part of the questionnaire:

(a) files—list of resource files such as images;

(5) report—reports to be generated for samples and research:

(a) items—list of reports provided to researchers;

(6) settings—global questionnaire parameters:

(a) language—questionnaire language:
(b) restrictions—device restrictions (i.e., restrict access to portable devices only).

Figure 2. The basic structure of the questionnaire.

The block is a combination of questions with common behavior and display parameters (Figure 3).
Block structure includes the following parameters:
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(1) items—array of questions, instructions, and other visible elements;
(2) presets—block parameters of the questionnaire:

(a) itemsPerPage—maximum number of questions that can be simultaneously presented on
a single page;

(b) itemsOrder—order of questions presented within the block;
(c) pageWidth—a setting that allows to stretch the questionnaire area to the width of the

window: either standard or wide;
(d) showProgressBar—display progress indicator;
(e) showTimer—display of the questionnaire run time indicator;
(f) expectedTime—the expected time to complete the block of questions (in seconds);
(g) previousPageAccess—allowing access to the previous page;
(h) interruptCondition—scale key, reflecting the condition for interruption of the block

passing; it fires when the result of the scale calculation becomes “true”.

Figure 3. Block structure.

As an example of a specific element description, consider the type of question “input field” and
the type of response “string response”. Figure 4 presents the structure of this question using the
example of a zip code request.

The structure of the “input field” question includes the following parameters:

(1) type—question type (in this case, input field);
(2) variables—values used to refer to the results of answers for organizing calculations:

(a) key—question key name for which the result will be saved;
(b) tags—tags array by which it is allowed to refer to the question answers for calculations

in scales;

(3) request—text and other materials expressing the essence of the issue:

(a) label—displayed question name.

(4) answer—parameters of the answer to the question:

(a) type—answer type (in described case, “string” type);
(b) minLength—minimum allowed string length for input (inclusive);
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(c) maxLength—maximum allowed string length for input (inclusive);
(d) format—valid input string format (“any”, “email”, “pattern”);
(e) pattern—regular expression that defines the format of the input string.

Psychological questionnaires, which are compiled using the intra-platform standard, should be
uploaded and verified in the DigitalPsyTools.ru. The diagram of this process is presented in Figure 5.

Figure 4. Example of an “input field” question.

Figure 5. Pipeline of adding a questionnaire to the DigitalPsyTools.ru.

Description of the methodology requirements. It includes all the necessary information, such as a
description of the questionnaire, pictures, examples, and other resources that are necessary for the
implementation of the questionnaire.

Questionnaire implementation. The description is used for creating a questionnaire based on an
intra-platform standard using JSON Schema. The process of questionnaire creation is carried out using
the documentation of the standard, which includes a description of all the elements of this standard.

Adding the questionnaire and resource files to the package. After compiling the questionnaire in the
specified standard descriptions based on JSON Schema and preparing all the necessary resources,
they should be added to the package, which allows the storage and transfer of questionnaire data in a
single file.

Uploading the package to the platform. It includes only uploading the prepared package with the
questionnaire to the DigitalPsyTools.ru for further action.

Standard verification. At this stage, the package is unpacked to obtain the questionnaire file. After
that, the questionnaire is checked for compliance with the JSON Schema (validation stage). If there are
any non-standard features, the system will reject the questionnaire.
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Storage. After successful verification of the questionnaire for compliance with the JSON Schema,
the necessary information about the questionnaire and the package are stored in the data storage
system of the DigitalPsyTools.ru.

The process of web interface generation based on the intra-platform standard for conducting
psychological research is presented in Figure 6.

Figure 6. Web interface generation pipeline.

Questionnaire package retrieval. The questionnaire package allows the storage and transfer of data
in a single file. Thus, all data is available even before the survey start, which is important when using
a slow or unstable Internet connection. The package is transmitted over the network. It includes a
questionnaire file described using the intra-platform questionnaire description standard based on
JSON Schema, as well as all the images and resources necessary for the questionnaire.

Package reading. The package with the questionnaire is unpacked to obtain a file with the structure
of the questionnaire and all the necessary resources that will be used in the process of generating the
web interface.

Standard compliance verification. For correct web interface generation, it is necessary to check the
version of the standard with which the questionnaire was written for compliance with the current
version. If the standard version does not correspond to the current one, then the questionnaire file is
migrated using the predefined migration scripts. Each migration script describes a strict transition
from one version to another. Therefore, if the standard in which the questionnaire is described lags
several versions behind the current one, then migration schemes are applied sequentially.

Converting the questionnaire to the internal representation. The questionnaire undergoes semantic
analysis with the aim of converting it into an internal representation of the data (classes and objects)
that will be used in the web interface generator. It is worth noting that the questionnaire is not checked
for compliance with JSON Schema, since it is assumed that it was pre-tested when loading into the
psychological platform and is valid.

Web interface generation. The subsystem generates a web interface based on the questionnaire
data prepared in the internal representation. The description of the interface elements represents the
rules for the individual components of the generated interface according to the questionnaire standard.
To generate the interface, web frameworks are used. They specify the logic of the system and are also
responsible for the graphic display of components.

Presenting cross-platform web interface. At this step, the web browser receives a fully working
version of the interface, which already contains the logic of adaptation for different devices.

Interface adaptation to the specific device. It allows dynamic changing of the display and structure of
all interface components for the end device according to the information received from it. In addition,
if the size of the browser window is changed on the device, the interface immediately changes the
display, size, and position of the elements.

When working with the web interface, it may be required to change the set of elements displayed
on one page. To do this, a request is made for a new set of interface components in the generation system.

As a result, the methodology for generating web interfaces based on the intra-platform standard
for describing questionnaires consists of the following steps:

- reading and unpacking a package with a questionnaire;
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- checking the questionnaire description for compliance with the current standard version;
- if necessary, carrying out the questionnaire migration procedure using appropriate scripts;
- converting the questionnaire to internal data representation;
- generating a cross-platform web interface based on the standard in the internal representation

using the description of components and web frameworks;
- adapting the display and structure of all interface components to the end device.

The web interface generated on the basis of the intra-platform standard for questionnaire
descriptions was tested on different devices, operating systems, and browsers. The approach used is
cross-browser [26] and allows the interface to work and display in all popular browsers with a certain
adaptation in real-time.

Figure 7 shows a screenshot of the questionnaire dedicated to school psychologists in
the web-survey.

Figure 7. An example of a questionnaire interface for school psychologists.

Selected web-based survey tools were integrated into DigitalPsyTools.ru. The results obtained
indicate the effectiveness of the selected technologies for conducting federal-level research since all
questionnaires were successfully completed without data losses.
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3.2. Data Processing

The methodology for analyzing the textual data of open-ended questions consists of four stages.

A. Free-form answer preprocessing.
B. Text data analysis and topic modeling.
C. Interpretation of topic modeling.
D. Grouping and use of results.

At stage A, the data are preprocessed and validated. Also, the data are collected, filtered, the
text is preliminarily analyzed, the format features of the submitted answers are identified. At stage B,
on the basis of the data transferred from stage A, a corpus and a dictionary are created, intelligent
algorithms are used to identify patterns and keywords that most accurately identify the identified
groups. For topic modeling, the LDA algorithm was used. Stage C interprets the output of the LDA
algorithm. For stage D, additional questions were selected, which could be used to group free-form
answers by topics from stage C.

For data preprocessing, the following algorithm was developed.
Step 1: It is required to evaluate the degree of answer correctness in terms of semantics and

grammar, to identify the parts of speech that are the most and least significant for the subsequent
grouping of answers by topic. Then, the “stop words” are selected from the file stop_words.py. These
words are the least significant and should be deleted from the text. In this survey, the least significant
verbs are those that do not reflect the belonging of the answer to the topics. In this case, blank lines
and monosyllabic words were removed. The source data file should be free of extra information.
Punctuation marks “.”, “;”, “!”, “?” followed by a capital letter as a separator. Each sentence receives
the same id as for the original answer, that is, as a result, it is possible that two or more sentences have
one identifier. There may be cases when the answer is entered without following the spelling rules,
which will prevent its division into several sentences. Also, there is a case where the sentences are not
separated (so the entry may contain multiple meanings). This case is seen as preferable to a complete
sentence divided into several parts when the parts will not allow the determination of their meaning.

Step 2: Splitting sentences into tokens, lemmatizing each word, converting words to the initial

form with correction of up to two typos, clearing punctuation, stop words, and replacing Russian “ë”
(“e” with dots) with “e”. (It should be noted that the allocation in the text stream of minimal fragments
for subsequent analysis in corpus linguistics is usually called tokens; lemmatization: definition
for all tokens of their initial form—lemmas [27]). Lemmatization is implemented using libraries
Az.js (https://github.com/deNULL/Az.js) and pymorphy2 (https://github.com/kmike/pymorphy2),
but the list of stop words is taken from packages (https://github.com/stopwords-iso/stopwords-ru) and
(https://www.nltk.org/api/nltk.html).

After applying the LDA algorithm in step C, a list of stop words will be added due to the specificity
of the data determined in step A.

Step 3: Building a dictionary of correct word replacements using a word similarity graph. For the

considered problem, the Russian Distributional Thesaurus is used (https://nlpub.mipt.ru/Russian_
Distributional_Thesaurus). Files are presented in DSV (delimiter separated values) format, where
each line contains one entry. The entry consists of the left side (word) and the right side (a list of
similar words, separated by commas). Each word on the right side has a rating indicating the degree of
similarity to the word on the left side of the entry. As an acceptable substitution, words with a rating
>0.6 were taken, that is, having a sufficient degree of similarity as applied to the task. Each of the
selected words is also reduced to the initial form.

Step 4: Reducing the variety of words used in the answers. Removing unimportant words from

the point of view of the task. On the basis of the selected pairs (word + list of words to replace),
all similar words are replaced with a single-use case. As the accepted option, the first one found in the
text is used. Also, those parts of speech that do not carry valuable information are removed from the

https://github.com/deNULL/Az.js
https://github.com/kmike/pymorphy2
https://github.com/stopwords-iso/stopwords-ru
https://www.nltk.org/api/nltk.html
https://nlpub.mipt.ru/Russian_Distributional_Thesaurus
https://nlpub.mipt.ru/Russian_Distributional_Thesaurus
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sentences (based on the expert assessment obtained in step 1 in step A). For this task, these are verbs,
numbers, and some tokens in the Latin alphabet. To apply the algorithm for splitting data into separate
groups, it is required to bring it into a vector form. The bag of words model was used [9], the main
idea of which is that meaning and similarity are encoded as a vector by the frequencies of occurrence
of words in a document. In this coding scheme, each document is represented as a multitude of tokens
constituting it, and the counter for the corresponding word serves as the value for each position of the
word in the vector. Values can be prime integer counters, as shown in Figure 8, or weighted by the
total number of words in the document.

Figure 8. Representation of word frequencies as a vector using the “word bag model”.

For free-form answers, the bag of words vectorization model was used [28]. After transformations,
a corpus (structured data representation) appears in the form of (((2, 1), (3, 1), (4, 1), (5, 1), (6, 1)) . . . ),
in which each tuple of an array is a word. The first element of the tuple is the unique identifier of the
word; the second element is the number of words used. In this step, cell N is run to create a corpus and
dictionary for the LDA algorithm.

The Latent Dirichlet allocation (LDA) is applied to planar vector representations. It belongs to
a family of generating probabilistic models in which topics are represented by the probabilities of
each word from a given set. Documents, in turn, can be represented as combinations of these topics.
A unique feature of LDA models is that topics do not have to be different and words can appear in
several topics; this gives some vagueness to defined topics, which can be useful for coping with the
flexibility of the language (Figure 9). The three main inputs for the LDA [29] are vocabulary, corpus,
and number of topics.

Figure 9. The algorithm of LDA.

The algorithm from the package (https://github.com/RaRe-Technologies/gensim) was used for
question (1), the package (https://github.com/seanmowz/lda-topic-model) was applied to question (2).
The Latent Dirichlet allocation method gives an observable word or lexicon by which it is possible to

https://github.com/RaRe-Technologies/gensim
https://github.com/seanmowz/lda-topic-model
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determine the probable theme, the distribution of words in each topic, and the combination of themes
in the document. For the train LDA method run cells N, N.

The output of the LDA algorithm is the keywords for each topic. To assess how well the algorithm
has worked, an expert assessment and a measure of coherence of the topics are needed, assessing how
often the most likely words of the topic occur in a series of documents. The coherence of a topic is
defined as the average common occurrence of two words for all pairs of the most likely words of the
topic [14]. Co-occurrence is estimated as point-to-point mutual information (PMI) for documents in
which both words occur. In the evaluation, the expert should highlight the following: in each topic,
there are keywords relevant to a particular topic; after splitting the sentences into separate groups,
the overall meaning of the topic is retained; in the keywords, there should be the most relevant to the
group. The metric takes values from 0 to 1, the higher the metric value is the better it is. This metric
shows how well a topic’s keywords set it apart from the rest of the topics.

After obtaining the topic model, it is required to distinguish free-form answers using the obtained
model. Since the output of the LDA model is a correlation of each answer to a lot of class labels, an
array of tuples is issued for each answer, where the first element is the topic number and the second is
the membership of those.

Each free-form answer gets a probabilistic relation to the topic, but also for each topic, it is
possible to display an array of tuples of keywords that also have a probability coefficient, [(0, ‘0.260 *
“teacher” + 0.180 * “director” + 0.048 * “service” + 0.047 * “extracurricular” + 0.029 * “mediation” +

0.025 * “medical” + 0.024 * “hours” + 0.021 * “meals” + 0.016 * “duty” + 0.015 * “lesson”’), (1, ‘0.119 *
“accompaniment” + 0.101 * “event” + 0.054 * “duty” + 0.047 * “director” + 0.030 * “camp” + 0.025 *
“commission” + 0.022 * “summer” + 0.021 * “replacement” + 0.020 * “teacher” + 0.018 * “pedagogical”
’), (2, ‘0.100 * “lesson” + 0.065 * “participation” + 0.052 * “general education” + 0.045 * “teacher” + 0.043
* “competition” + 0.038 * “right” + 0.026 * “social network” + 0.025 * “training” + 0.024 * “organizer” +

0.023 * “public”’)], the first element of the tuple is the topic number, the second element is keywords
with the probability of occurrence in the topic.

When showing keywords and complete sentences, it becomes possible to interpret the topic. In
order to distribute answers by topic, the correlation is related to the topic, arrays are sorted, and the
maximum coefficient is selected. If the interpretation is satisfactory to the expert, then it is possible to
continue working with the data, if not, then return to stage A to review the data.

This methodology allowed the processing of the results of a federal survey of school psychologists
in the education system. These results allowed the division of free-form answers into separate groups.
Further, it is possible to group the data on individual questions of the questionnaire and conduct an
in-depth analysis.

4. User Notes

To obtain the results presented in the paper, it is necessary to use the dataset from http://dx.doi.org/

10.17632/m32kz6jjcx.1, which contains both the results of answers to open-ended questions and also a
code that allows reproducing the described results. Detailed instructions for starting and configuring
are presented in the following.

4.1. Instruction for Processing the Question (1)

4.1.1. Required Software

Main project requirements:

- Python version 3.6.7;
- Package manager pip (https://pip.pypa.io/en/stable/).

4.1.2. Bootstrap Instructions

Create a virtual environment with the following commands for Windows:

http://dx.doi.org/10.17632/m32kz6jjcx.1
http://dx.doi.org/10.17632/m32kz6jjcx.1
https://pip.pypa.io/en/stable/


Data 2020, 5, 95 14 of 16

- pip install virtualenv
- python3 -m venv env
- source env/Sctipts/activate

Create a virtual environment with the following commands for Linux:

- pip install virtualenv
- python3 -m venv env
- source env/bin/activate for linux

Install all requirements in the code root folder for question (1):

- pip install -r requimenst.txt

4.1.3. Run Instructions

To run the project, use the following command:

- jupyter notebook

4.2. Instruction for Processing the Question (2)

4.2.1. Required Software

Main project requirements:

- Node.JS version 12 or newer;
- Package manager npm (https://www.npmjs.com/package/npm);
- Gulp task manager version 4 or newer (https://www.npmjs.com/package/gulp).

4.2.2. Bootstrap Instructions

To install the dependencies, use the following command in the project directory:

- npm install

4.2.3. Run Instructions

The initial data—the Word similarity graph dictionary and the data of psychologists’ answers—are
placed into the/data directory. The files are named synonyms.csv and psychologists.json respectively.

To run the script sequence use command:

- gulp freeform: clusterize

A phased program execution is also possible. The following commands must be executed
sequentially on the command line:

- freeform: retrieveData—the command retrieves answers to question (2) from the entire array of
answers and saves them to temporary storage on disk

- freeform: preprocessData—splits sentences in one answer into separate answers, performs
tokenization, removes punctuation, and stop words and brings words to normal form

- freeform: buildVocabulary—performs a search for synonyms applicable to answer texts, on the
basis of which it builds a dictionary to replace words

- freeform: findFrequentSets—searches for clusters using the LDA algorithm, while excluding
verbs, numerals, and tokens in the Latin alphabet

- freeform: outputClusters—outputs the clustering result to separate files into the directory/out

https://www.npmjs.com/package/npm
https://www.npmjs.com/package/gulp
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5. Conclusions

The paper describes a methodology for analyzing the results of mass web-based surveys
with open-ended questions. Selected web-based survey tools based on the Digital Platform for
Interdisciplinary Psychological Research, as a result of a mass survey, showed their effectiveness and
promise for conducting federal-level research. The results can be used for web-based research using
digital platforms.
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