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Abstract

:

The integration of artificial intelligence into various aspects of daily life is developing at a rapid pace in Japan. Discussions to govern applications of artificial intelligence to the field of social infrastructure are also critical and need to match the rapid pace of development. However, the legal implications and risks of applying artificial intelligence to the management of lifelines such as drinking water supply and wastewater treatment have not yet been fully explored. This paper reviews the existing legislations and ongoing discussions on governance regarding applications of artificial intelligence to water and wastewater management. Based on the review, we discuss the ability of legislative frameworks in Japan to respond to the applications of artificial intelligence, as well as identifying potential gaps and challenges thereof, including access to accurate data, demarcation of rights and responsibilities, risk hedging and risk management, monitoring and evaluation, and handling of intellectual property rights. This paper concludes with key recommendations to national and local governments to support the application of artificial intelligence in the field of water and wastewater.
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1. Introduction


The definition of artificial intelligence (AI) varies depending on the organization and context in which the phrase is used. This paper will adhere to the definition put forward by the Organisation for Economic Co-operation and Development (OECD) in 2019 which stated that an AI system is: “a machine-based system that can, for a given set of human-defined objectives, make predictions, recommendations, or decisions influencing real or virtual environments. AI systems are designed to operate with varying levels of autonomy” [1]. The OECD Recommendation on Artificial Intelligence (AI) is claimed by OECD to be the first intergovernmental standard on AI. The Recommendation was adopted by forty-two countries including OECD member countries in May 2019. The Recommendation consists of two sections, namely, principles for responsible stewardship of trustworthy AI, and national policies and international cooperation for trustworthy AI [2].



Other organizations are also working on developing international standards for the governance of AI. The International Organization for Standardization and the International Electrotechnical Commission jointly developed standards regarding big data in 2020 and are currently in the process of developing standards on the AI ecosystem [3].



In international discussions, there is an increasing urgency to develop a robust framework to govern AI, especially for fields such as basic human rights [4] and sustainability [5]; however, it remains to be seen whether the same levels of urgency can be seen in Japan. Through a preliminary literature review, the authors found that the bulk of existing literature on AI in Japanese focused on the technology and application of AI, and there was limited information regarding the governance of AI, and even less regarding the governance of AI in social infrastructure relevant to basic human needs such as water supply and wastewater management. This study, therefore, aimed to take stock of the current situation and assess the gaps and challenges remaining regarding the governance of AI in water and wastewater management. Our main objective in clarifying what is required of public and private entities lay in providing direction and guidance for future decision-making in the water sector in Japan.




2. Materials and Methods


To obtain an understanding of the full picture, a review was carried out on existing frameworks on AI in general, regardless of whether they cover water management or not. The study on frameworks was then followed by an in-depth consideration into which specific aspects of water and wastewater management AI could support. Lastly, we conducted a review of existing legislation relevant to the specific applications of AI in water and wastewater management.



The desk-based literature review consisted of web-based searches in English and Japanese. Search engines used included Web of Science, Science Direct, Google Scholar, and Google. We relied on the e-Gov portal [6] managed by the Ministry of Internal Affairs and Communications of the Government of Japan for text in laws and legislations. The English translations of laws and legislations were cited from the Japanese Law Translation website [7] maintained by the Ministry of Justice, the Government of Japan.



This study was limited by our inability to access information outside literature searchable online, especially during the novel coronavirus pandemic. We attempted to supplement this by carrying out non-structured informal consultations through web and telephone-based meetings with multistakeholders in both the public and private sector. The consultations were kept informal and confidential due to a limitation of those surveyed to speak freely while on record. For this reason, the contents of the informal consultations have been used to provide a general direction of the recommendations and have not been cited or explicitly referred to in this study.




3. Findings


3.1. Frameworks on AI in Japan


3.1.1. Positioning of AI in Growth and Development Strategies


Under the auspices of the prime minister at that time, a series of conferences to discuss future financial investment strategies was held from 2013 to 2020. As direct outcomes of these meetings, frameworks were published or updated on an annual basis.



Published frameworks were as follows:




	
Japan Renaissance Strategy 2013 (revised in 2014 and 2015);



	
Japan Renaissance Strategy 2016;



	
Future Investment Strategy 2017;



	
Future Investment Strategy 2018;



	
Growth Strategy 2019;



	
Growth Strategy 2020.








In the earlier Japan Renaissance Strategies of 2013 and 2014, the term AI did not appear, however, there was an emphasis on the ambition to scale up investment for governance of information technology (IT). The section outlining IT strategies in 2013 was placed under one of the three pillars of action on revitalizing the private sector. Action items included legislative and institutional reform, disclosure of government data to the general public, and strengthening of cybersecurity in critical infrastructure systems. The term AI-first appeared in the revised Japan Renaissance Strategy of 2015, and in the most recent Growth Strategy 2020, AI is mentioned as a cross-cutting topic in the fields of mobility, finance, energy, education, and urban planning [8].



Under the new cabinet inaugurated in September 2020, the action item on urban planning has been delineated as the “Super City” initiative, a strategy that expanded a preexisting framework governing national strategic special zones [9]. Under the new framework, underscored by an act to amend the National Strategic Special Zone Act (no.36/2020), designated national strategic special zones will aim to utilize big data and AI for the well-being of residents and the environment [10].




3.1.2. Strategies on AI


A strategy to govern the development and application of AI (the “AI Strategy”) was established in 2019 by the Cabinet Office. The objective of the AI Strategy is to set the scene for utilizing AI for contributing to solving global and local challenges. The AI strategy describes a roadmap and an action plan which consists of six components: (1) human resource development for AI; (2) implementation of AI applications in five priority areas (health care, agriculture, infrastructure, transportation, and regional development), (3) promotion of research and development; (4) support for AI utilizing entities (small businesses and municipalities); (5) data infrastructure construction; and (6) ethical principles in AI utilization [11]. The AI Strategy stresses the importance of putting people at the center of AI management in line with the Social Principles of Human-Centric AI, laid out by the Cabinet Office in 2019 [12]. The three pillars of the Social Principles of Human-Centric AI consist of dignity, diversity and inclusion, and sustainability. Although diversity and inclusion are laid out as a key pillar of the Social Principles of Human-Centric AI, meeting records show that the council which determined the Social Principles had only five women out of the total of 25 members [12].



The progress in the implementation of the AI Strategy as reported by the Cabinet Office [11] is shown in Table 1. The total number of projects covered by the AI Strategy was 89 in fiscal year 2019, which nearly doubled to 171 in fiscal year 2020. Of these, 87% were fully implemented in fiscal year 2019 and 90% were fully implemented in 2020.




3.1.3. Other Relevant Frameworks


The Ministry of Land, Infrastructure, Transport, and Tourism (MLIT) of Japan manages sewerage policies. MLIT runs a program called Breakthrough by Dynamic Approach in Sewage High Technology Project (B-DASH), which calls upon businesses to conduct experimental projects utilizing cutting-edge technology. B-DASH has been running since 2011 and projects related to AI have been awarded to various consortiums since 2015 [13]. Since B-DASH allows the private sector to trial new technology while receiving financial support for capital expenses, the continued proposal and selection of AI-related projects seems to indicate sustained high levels of interest by both the public sector and private sector in using AI for wastewater management. On the other hand, the fact that there are still projects in the feasibility testing stage as of 2021 also indicates that the implementation of AI is still not at the stage where the private sector has the capacity to profit from developing and implementing AI-supported solutions in wastewater management.



The Ministry of Economy, Trade, and Industry (METI) published a guideline for contracts on AI and data utilization in 2018 [14]. With regards to software development and utilization of AI technology, new legal issues include how to handle ownership rights and identifying who is legally responsible should any incidents occur. The basic technical concept of AI technology is inductive, meaning assumptions are inferred from data. It is fundamentally different from the conventional technical concept of deductive software, which derives conclusions based on hypotheses. One challenge in signing contracts for the application of AI technology is that the performance of the produced software is not strictly defined when the contract is concluded and depends on the given dataset. To assist private companies with limited experience in utilizing AI technology, the METI guideline explains how to draft contracts for the development and utilization of AI software [14]. METI has also developed guidelines for small- and medium-sized enterprises to implement AI in daily operations [15], and is supporting capacity-building through providing free online courses for AI development and management [16].



The Ministry of Health, Labour, and Welfare (MHLW) issued an amendment to the Water Supply Act (no.177/1957) in 2018 and mandated water service providers to update and maintain databases on water supply infrastructure [17]. Based on the amended Water Supply Act, guidelines for databases on water supply infrastructure were published in 2018. Based on the long-standing issue that information systems for water supply infrastructure varied between local governments, making it difficult to consolidate information across administrative borders, these guidelines laid the basis for digitizing information with the aim of sharing data among local governments [18].



Figure 1 gives an overview of the legislations pertaining to AI and water management, respectively.





3.2. Applications of AI in Water and Wastewater Management


Earliest references that mention the application of AI in water management in Japan date back to over half a century ago. Orita (1965) alluded to water supply management as a potential field for AI to make a significant contribution [19].



Earlier software decision support systems used programmed expert systems or rule-based algorithms to derive outputs or decisions by narrowing the available choices. However, these systems rapidly become incapable in modern dynamic conditions and with competing interests due to various factors including climate change, aging population, and shifting socioeconomic requirements. AI-based tools can overcome these issues with features such as pattern recognition, which employs a set of inputs, weighing factors, summation, and transfer functions that are autonomously and dynamically updated as new information is presented. Water and wastewater utilities are now equipped with data-driven technologies that allow them to incorporate previously unreachable information about water supply and demand, influent characteristics, and system operations.



Table 2 summarizes key existing and potential applications of AI in water supply and wastewater management. The degree of applications of AI ranges from simple chatbots for customer support to significant systems to advise or support the operation and maintenance of water and wastewater treatment. The scope also ranges from the source (water resources) to the sink (wastewater discharge), indicating that AI could potentially support the sustainable management of the integrated water cycle. This is especially critical in water treatment processes utilizing biological technology such as conventional wastewater treatment, given the nature of the process that does not allow us to see what is happening at the scale of microorganisms. In this regard, the “black box” nature of wastewater treatment processes can be said to have a high synergy with AI systems which are like black boxes themselves, operating on a given set of conditions and providing outputs without operators necessarily understanding the algorithm itself.



Yokohama City, which is a city in central Japan with the second largest population in the country, has a long-term plan for information and communication technology. One of the key policies laid out in the plan is the deliberation of the utilization of AI in water supply services [20].



An AI chatbot “Water Droplet Consultation Room” was introduced to the Tokyo Waterworks Bureau website for the purpose of improving customer service in 2018. According to the Tokyo Waterworks Bureau, this is the first example of an AI chatbot implemented in the water industry in Japan [21]. Current AI chatbots dynamically evolve based on interactions with users, rather than answering users with given sets of prepared responses. These kinds of applications could reduce operator costs and responding time.




3.3. Legislative Issues


Discussions are ongoing regarding the integration of topics related to the governance of AI into the constitution (1947) [37], private law such as the Civil Code (no.89/1896) [38], criminal law such as the Penal Code (no.45/1907) [39], administrative law, and the Intellectual Property Basic Act (no.122/2002) [40] (Figure 1). Administrative law includes legislation pertaining to local governments, which traditionally manage and operate water and sewage systems. Intellectual property rights are protected under the principles of private law, which aims at the adjustment and distribution of personal interests. AI systems may be considered a part of intellectual property unless they violate compulsory provisions. On the other hand, under public law, which governs the administration field, the state or public entity has the authority to confront a private person as a principal public power, based on the discipline of control relations and power relations. Under administrative law, a balance between public interest and private interest is required. Therefore, a different set of principles apply when comparing the implementation of AI systems to the public sector and the private sector due to differences in public and public law.



Article 2–14 of the Local Autonomy Act (no.67/1947) establishes the principle of generating maximum effect from minimum cost for governmental services [41]. This principle aims at economic rationality, under which it seems applicable to include optimized decision-making by AI. However, it is important to note that public interest carries considerable weight in the administrative field. For example, even if uniform water rate hikes and expansion of wastewater networks are found to be economically rational, the options may not necessarily be selected in view of the public interest dependent upon stakeholder opinions. This infers the conclusion that even if AI is introduced in the administrative field including water and wastewater management, ultimate decisions and the responsibilities thereof should be made by people as long as the public deems it to be appropriate. In this case the role of AI will be limited to supporting human judgment rather than replacing it.





4. Discussion


From the status outlined above, we discuss existing gaps and challenges and conclude with policy recommendations.



4.1. Gaps and Challenges


4.1.1. Data Collection and Management


The social impact and risk of rapid expansion of AI are immeasurable [42]. Since the law covers social life, it is necessary also to consider legal issues. A discussion platform established by the Cabinet Office (CAO) has listed issues to be considered for AI and human society according to the sector, which included legal issues. According to the platform, legal issues regarding AI are generally organized into macro issues including principles and ideologies, and micro issues including the creation of rules for solving specific legal problems. Regarding the former, discussions are starting on whether a standalone law can govern robots and AI. Discussions on the latter revolve around relevant laws and contracts when utilizing AI, and accountability for the consequences of actions based on decisions made by AI [12].



Systems supported by AI often require a large amount of data such as sensors, materials, and images. For example, data such as water level, water quality, and chemical amounts collected from various sensors in the water treatment plant correspond to the data. Data themselves have no ownership rights. Non-personal data, such as water quality data for water purification plants, being provided online is not in the works and, in principle, can be collected or used freely [42]. In addition, the Copyright Act (no.48/1970) [43] was revised in 2018 to include provisions to flexibly restrict rights corresponding to the progress of digitization and networking. The scope of using copyrighted work without the permission of the copyright holder is expanded when learning data required for machine learning is created. On the other hand, there may be cases where a private company entrusted with the maintenance and management of water supply projects holds a large amount of data. At first glance, it seems that data can be freely used, but there should most likely be contracts in place to restrict free use. Even if data are used as part of maintenance, it is crucial to conduct research and development with the consent of the water supplier.



Regarding secondary data such as a collection of raw data or data processed from raw data used for training AI, they may fall under different legislations depending on the circumstances. When data are systematically constructed and creativity is recognized in the choice or systematic composition of information, this falls under the category of copyrighted databases. However, recent amendments to the Copyright Act [43] limit the rights of copyright holders, and the law may not always ensure the protection of such secondary data. The mere presentation of information cannot be considered a technical idea, and individual data do not fall under the category of invention. Secondary data are, therefore, not protected by the Patent Act (no.121/1959) [44].



The possibility of protecting secondary data as a “business secret” under the Unfair Competition Prevention Act (no.47/1993) [45] has been discussed. However, in order to be recognized as a “business secret”, requirements include identification and specification of information subject to secrecy management, setting of access restrictions, and signing of a secrecy agreement. Many challenges remain, such as the need for thorough enforcement of secrecy control measures when receiving protection from the Unfair Competition Prevention Act.



Against this backdrop, the Unfair Competition Prevention Act was revised in 2018 [45] to cover the illegal acquisition of private data such as those protected with IDs and passwords. It is aimed at creating an environment that encourages investment in data creation, acquisition, processing, organization, and appropriate utilization. Requirements of data considered eligible are described in the Guidelines on Shared Data with Limited Access issued by the Ministry of Economy, Trade, and Industry [46].



In cases where personal data such as family structure and water consumption of each resident are collected for demand forecasting, for example, a special note needs to be taken of the regulations under the Act on the Protection of Personal Information (no.57/2003) [42,47].




4.1.2. Development of AI


During the process of developing AI systems, programs and trained models may be legally protected. Many AI programs are open-source software. There are also patented or commercialized AI products that have features not found in open-source software, and consideration is required for the protection of economic benefits as compensation for the costs which went into the development of such systems. AI programs may be considered creative if they have a complicated structure to a certain extent, and many are considered to be copyrighted material [42].



On the other hand, products covered by the Patent Act are required to be inventive [44]. With AI programs released as open-source software, the issue is whether the product in focus may be evaluated as something inventive, or in other words, something which cannot easily be conceived from openly available AI programs [42]. Copyright may be considered preferable over a patent for protection of an AI program, since application and registration in each country are required for a patent whereas copyright is international. If the program is confidential, it is also protected as a trade secret as in the case of training data. For trained models, the training process requires considerable human resources and time. In addition, since the accuracy of the program changes depending on the training method, the training process is considered important intellectual property for those aiming to gain a profit from development and sales of AI systems. The protected content of the trained model is considered to be similar to the protection of the AI program.



However, for an AI program and its parameters to be eligible for “the copyright of a program” protected by copyright law, they must be regarded as a comprehensive entity with an organic interconnection. This makes the status of AI programs under the intellectual property law extremely unstable. To address this issue, the government is discussing the possibility of applying appropriate protection through contracts, including specific requirements and scope of intellectual property for patenting the trained model [11].




4.1.3. Utilization of AI


During the phase of AI utilization, civil liability for any accidents caused by the use of the trained model is a key concern. If an accident occurs and damages are incurred because of an error generated by the trained model, it is not clear who is responsible for the damages. Assume, for example, that the operation of a drinking water treatment plant was automated by AI, and the program caused a malfunction, causing disruption to the water supply. The financial extent of the damage includes labor costs related to water supply and compensation to users for the cut-off water.



Developers, sellers, and users each have the potential to become the bearers of responsibility. There may be a claim for damages based on liability under private law. Product liability is often pursued based on Article 3 of the Product Liability Act (no.85/1994) [48], which reduces the burden of consumers who have suffered from defects of products. Here, defect refers to the state of a product when its characteristics or its expected form of use lack safety which the product should normally have (Product Liability Act Article 2, Section 2) [48]. However, in the case of AI systems, the existence of a defect is fundamentally difficult to prove. Even if an AI system was not arbitrarily designed with a defect, it is difficult to predict how the system will change during a self-learning process. Thus, it is difficult to prove the defects of an AI program [42]. There are also opinions that the black box nature of AI products may act disadvantageously to manufacturers with regard to the burden of proof of product liability.



The problem of civil liability for an accident caused by the use of a trained model is very complex, as technological elements unique to artificial intelligence are added to a dispute over the product itself. It is a question that cannot be neglected in the future, and it is to be hoped that this problem including the period, psychology, and the costs can be discussed as early as possible in preparation. The protection of the individual through insurance also needs to be addressed.





4.2. Policy Recommendations


Based on the above, it is recommended that the national government accelerates the process of putting legislative measures into place for providing a safe environment, to benefit from AI systems. At the same time, a balanced approach is required to prevent these legislative measures from being too restrictive. This will enable developers to keep on innovating. As the Japanese fiscal budget is in an especially uncertain situation given the COVID-19 pandemic as well as the Olympic and Paralympic Games held in Japan during the summer of 2021 which were held under extraordinary circumstances, it would benefit both the private and public sector if the private sector became empowered to profit sustainably from innovations including AI systems without relying on public subsidies.



In this regard, many financial incentives for empowering the private sector in AI development are emerging. Subsidies for academic research, through to implementation of pilot projects, of AI, are supporting the creation of new jobs. Sharing study results with beneficiaries and other private companies supported by public subsidies can lead to better transparency and further accelerate innovation.



Frameworks for monitoring and evaluation of AI in the water management field, including enabling legislative mechanisms for the monitoring and evaluation, can increase functionality and sustainability.



Education and training programs on AI, including legal issues, need to ensure that the decision-making process including development and utilization of AI are inclusive of all stakeholders including women, persons with disabilities, and other disproportionately affected individuals. Training of trainers needs to occur concurrently to ensure there are enough trainers to meet the demand of education opportunities, especially that of schoolteachers and the children they teach. It is crucial that the AI literacy gap be as small as possible in order for AI not to become a determining factor in socio-economic disparities. People who are aware of AI and its legal issues may have better opportunities because of the knowledge. The government needs to address this gap now while it is still relatively small, as the longer it is left unaddressed, the larger it will grow. Developers, including the private sector, need to be involved in designing such education programs from the beginning. This will be beneficial to the private sector as well, as it will ultimately benefit the whole of society.



Taking the above issues into account, the following recommendations are given to water management entities in the public sector.



	
Public entities need to prepare a legal structure to outsource their services pertaining to AI to private entities. Currently, service providers are expected to provide collected big data (such as operation and maintenance, water quality, accidents, etc.) to the platform founded by the government for creating or improving an AI system without financial incentive. In the worst-case scenario, the data provided ends up profiting a rival company. The creation of AI systems is costly, and analysis of big data collected from other entities is necessary. Therefore, a legal framework is required to ensure the private sector is protected, as well as to ensure that the best data becomes available for the users to benefit from a robust AI system developed by feeding the big data. The process of promoting private participation in water and sewerage services also contributes to achieving better service efficiency. To utilize the output of the AI, municipalities should consider the approval process before implementation. If there is a possibility that any given outcome of a decision-making process including AI could induce critical issues such as human loss, injuries, or health problems, the output of the AI algorithm should not be automatically reflected in the service operation, and a safeguard process including human decision-making should judge if the output is reasonable. This has the triple function of ensuring user safety, operator safety, and protection of the AI development company. The decision-making process should be transparent and inclusive.






Regarding the approach for the private sector, formulating a capable AI system is a key business opportunity to contribute to public service provision. The following issues should be considered by private companies to establish the AI system.



	
The decision-making process which the AI system will support needs to be considered carefully in consultation with the relevant public sector entity and multistakeholders in an inclusive and transparent method.



	
Analyzing big data provided by the current service providers is necessary to create a good AI system. Intellectual property rights of such data should be legally obtained, and data should be controlled and guarded carefully.



	
Regardless of the technical levels of an AI system, it may not be feasible to glean how outcomes or outputs from the AI system were achieved. Utilities should carefully monitor or have redundant processes to check if the output is accurate considering the purpose of the analysis and the actual impact of the output on the services. Safeguards should be implemented for deploying countermeasures in case an output is not appropriate. This can prevent unnecessary economic or human damage to municipalities or users.



	
The governance systems including laws and legislations regarding AI are expected to develop rapidly. The private sector needs to stay alert to how the public sector governs the AI system as well as property rights issues of information.



	
Considering the current governmental policies, it is highly probable that subsides for AI systems will increase. It is recommended for private companies to take advantage of such subsidies to accelerate the development of the AI system.








5. Conclusions


When considering the governance of the integration of AI into water and wastewater management systems, it is critical to keep a cross-sectoral and holistic outlook from the viewpoint of the public and private sectors so that a balance can be maintained between the differing interests. Several key recommendations from this study are listed as follows:




	
There is increasing evidence that AI systems are highly useful in water and wastewater management. A robust governance framework at national and local levels including strategies and legislations is required to support the rapid development of technologies.



	
The Japanese Government established the AI Strategy in 2019 and has doubled the number of subsidized projects under this strategy from 2019 to 2020. It would benefit the private sector to maximize this opportunity to innovate existing technologies and services utilizing cutting-edge AI technologies.



	
The public sector needs to focus on mechanisms, including education and training, to enable the private sector to profit sustainably from AI systems without relying on subsidies.



	
The private sector, whether responsible for developing or utilizing AI systems in water and wastewater management, needs to ensure that safeguards and backup systems are in place to take over if the AI systems fail or malfunction.



	
Multistakeholder collaboration is required for AI governance, including the decision-making process, to become inclusive and accessible.



	
Speeding up and scaling up of discussions to update governance frameworks and legislation surrounding AI in water and wastewater management are required; furthermore, this will benefit the whole of society given the holistic outlook is maintained.








This research will further benefit from a comparative study with other countries, as well as further detailed review regarding up-to-date technologies available on the market.
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Figure 1. Overview of key legislation pertaining to artificial intelligence and water in Japan (compiled by authors based on the Ministry of Internal Affairs and Communications [6]). 
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Table 1. Implementation status of the AI Strategy.
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Action Plan Component

	
Fiscal Year * 2019

	
Fiscal Year * 2020




	
Total Number of Projects

	
Number of Projects on Track (% of Total in Brackets)

	
Total Number of Projects

	
Number of Projects on Track (% of Total in Brackets)






	
(1) Human resource development

	
31

	
27 (87%)

	
63

	
58 (92%)




	
(2) Implementation of AI applications in priority areas

	
16

	
11 (69%)

	
35

	
33 (94%)




	
(3) Promotion of research and development

	
26

	
24 (92%)

	
44

	
43 (98%)




	
(4) Support for AI-utilizing entities

	
9

	
8 (89%)

	
12

	
9 (75%)




	
(5) Data infrastructure construction

	
3

	
3 (100%)

	
10

	
6 (60%)




	
(6) Ethical principles in AI utilization

	
4

	
4 (100%)

	
7

	
5 (71%)




	
Total

	
89

	
77 (87%)

	
171

	
154 (90%)








(Source: compiled by authors based on Cabinet Office, 2021 [11]). * The Japanese fiscal year runs from 1 April to 31 March of the subsequent year.
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Table 2. Key existing and potential applications of AI in water supply and wastewater management.
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Classification

	
Application

	
Description of Case Studies






	
Water resource management

	
Short and long-term water demand predictions/management

	
Smart tools coupled with geospatial information and modeling to detect and predict water resource management issues [22]




	
Water and wastewater treatment

	
Performance evaluation

	
Water quality data mining [23,24]




	
Optimization of operation

	
Optimize and control systems including pumping rates impacting energy costs [25]




	
Prediction of water quality

	
Prediction of raw water quality or treated water quality based on multiple input parameters [26,27,28,29,30]




	
Water supply

	
Leak detection

	
Identify leaks and non-revenue water [31,32]




	
Pipe aging monitoring

	
Modeling and prediction of deterioration of water and wastewater pipes [33]




	
Optimization of water use

	
Smart home devices to control water consumption [34]




	
Wastewater discharge

	
Management of wastewater discharge

	
Coordination of wastewater discharge to avoid combined sewer overflow during rainy periods, and to reduce pumping cost. Similarly, water withdrawals [26]




	
Tracing pollutants

	
Identification of the source of pollutants observed downstream [23]




	
Treatment of sludge

	
Management of sludge treatment

	
Optimization of incineration processes utilizing AI [20]




	
Customer service

	
Awareness, and additional services.

	
Customer engagement using AI tools such as chatbots [21]




	
Tariffs and subsidiaries

	
Optimization of service through cumulative data management and predictions [35]




	
Resilience

	
Cybersecurity

	
AI has been proposed as a proactive tool to protect critical infrastructure against cyberattacks [22]




	
Resilience against natural hazards

	
AI-powered early warning systems against urban flooding [20,36]

















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






nav.xhtml


  hydrology-08-00120


  
    		
      hydrology-08-00120
    


  




  





media/file0.png





media/file2.png
Key legislation related to artificial intelligence

Public Law

The Constitution of Japan

4[

Administrative Law

_[

Penal Code (no.45/1907)

—[ Code of Criminal Procedure (n0.131/1948)

J
J

Code of Civil Procedure (no.109/1996)

4[

Private Law

—

Civil Code (n0.89/1896)

-~/

Commercial Code (no.48/1899)

_[

Others

4[

Economic Law

® Acton Prohibition of Private Monopolization
and Maintenance of Fair Trade (no.54/1947)

®  National Strategic Special Zone Act
(n0.36/2020)

Social Law

.

| T

Key legislation related to water management
(Underlined: legislation with provisions for data management)

®  Water Supply Act (no.177/1957)

® Acton special Measures for the Protection of Water
Quality in Water Resource Areas (no.118/1973)

® City Planning Act {(no.100/1968)

Wastewater

Sewerage Act {(no.79/1958)
Purification Tank Act (n0.43/1983)

Building Standards Act (n0.201/1950)
City Planning Act (n0.100/1968)

Water Environment

Basic Environment Act (n0.91/1993)

Water Pollution Prevention Act (no.138/1970)

River Act (n0.167/1964)

Basic Act on the Water Cycle (no.16/2014)

Act on Special Measures Concerning Conservation of Lake

Water Quality (no.61/1984)

Basic Act on Ocean Policy (no.33/2007)

® Acton Prevention of Marine Pollution and Maritime
Disaster (no.136/1970)

® Acton Special Measures against Dioxins (no.105/1999)






media/file1.jpg
o ot S fo o 70T
o cion spcl Mesres o P of o
i Wt s e 11167673

o onPwmsgio 0t

o Coa 0 451507)
ot of G Pz 1317540

Cato o Ot Prcar (10 109156)

O Cote o109

Commeran Cote 10487169

I

o B sy
PR ———
© ActonPoniton e Morpoizion® Bt 611060
oot Fo Tato b1 BascActon b Wk O (0 62010
o Notoral Sepc i 2o et © pctonSpoal e Conaig orsonaion Lo
o0, W ity (0 198)
& Bas o Coan Py po 5207
Swwaton At Poaond! Mo Potson o e

o 15
o et Sl o s D 1051588





