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Abstract: In this simulation study, we compare the dynamics and thermal behavior of different
ideal flow crystallizers. The first step in creating mathematical models for the crystallizers was the
implementation of the population balance equation. The population balance equation was completed
with mass balance equations for the solute and the solvent as well as in the case of non-isothermal
crystallizers with an energy balance equation. The solution to the population balance equation, which
is a partial differential equation, can only be performed numerically. Using the method of moments,
which calculates the moments of the population density function, gives a mathematically simpler
model for simulating and analyzing the crystallizers. All crystallizers studied are considered mixed
suspension and mixed product crystallizers. In this simulation study, the investigated crystallizers are
the batch mixed suspension and mixed product isothermal crystallizer, the batch mixed suspension
and mixed product non-isothermal crystallizer, and the continuous mixed suspension and mixed
product removal (CMSMPR) non-isothermal crystallizer equipped with a cooling jacket. We consider
citric acid as the solid material to be crystallized, and a water–glycol system is used as a cooling
medium. Considering the nucleation kinetics, we applied both primary and secondary nucleation.
In the case of a crystal growth kinetic, we assumed a size-independent growth rate. The highest
expected value and the variance of the crystal product occur in the isotherm batch case, which can be
explained by the high crystallization rate caused by the high supersaturation. Contrary to this, in the
non-isothermal batch case, the final mean particle size and variance are the lowest. In continuous
mode, the variance and mean values are between the values obtained in the two other cases. In
this case, the supersaturation is maintained at a constant level in the steady state, and the average
residence time of the crystal particles also has an important influence on the crystal size distribution.
In the case of non-isothermal crystallization, the simulation studies show that the application of
the energy balance provides different dynamics for the crystallizers. The implementation of an
energy balances into the mathematical model enables the calculation of the thermal behavior of the
crystallizers, enabling the model to be used more widely.

Keywords: population balance equation; moments method; crystallization; enthalpy balance

1. Introduction

The modeling of particulate systems is often challenging due to many model parame-
ters. This is especially true in the case of crystallization processes, where large numbers
of particles are present, and their size distribution changes over time and the three spatial
dimensions. A large number of particles are often handled as a population and modeled by
the population balance method. In practice, the temperature of crystallizers may be the
critical parameter for obtaining adequate products; the mathematical models should be
completed with an energy balance accounting for the non-isothermal behavior of the system.
Many applications of the population balance model developed for modeling crystallizers
can be found in the literature. In general, the authors investigate unique crystallizers
with given flow and thermodynamic characteristics, and there are only a few studies that
compare the behavior of different crystallizers. Ma et al. examined the effect of the different
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operational parameters (cooling rate, seeding temperatures, seeding load and shape) on the
crystal size distribution. They also emphasize the need to apply simulation-based tools to
develop new technologies. The applied model is called a morphological population balance,
containing multi-spatial crystal development. Nucleation, agglomeration and breakage
are also included [1]. Yang et al. investigated the crystallization of indomethacin. The
equation of population balance contains the terms of nucleation, growth and aggregation
but no breakage. The model parameters were identified by comparing the simulation to
experimental results. Additionally, the effect of the operation parameters (stirring rate
and temperature) was examined [2]. The chocolate roller size distribution calculated by
Khajehesamedini et al. mainly depends on the velocities and grinding parameters. The
model, including a breakage term, was validated against industrial data [3]. The high-shear
granulation was modeled by Muthancheri et al., where the crystal growth can be divided
into different groups according to the temporal behavior of the granulates. The authors
used a reduced-order population balance model with lumped liquid and gas dimensions.
Aggregation and breakage were also included, and the population balance equation was
solved using a two-compartment modeling scheme using impeller and circulation compart-
ments. The first-order explicit Euler integration technique was used to solve the population
balance equation [4]. Bellinghausen et al. focused on the design of a high-shear granulator.
A one-dimensional population balance equation was applied, including breakage and
coalescence. The validation of the model is based on four different crystallizer sizes from
the lab scale to a pilot plan: from 2 to 70 L [5]. However, the most important or frequent
application field of population balances is related to the pharmaceutical industry. Szilagyi
et al. showed methods to ensure the quality of the crystalline product by controlled crystal-
lization. They investigated the cooling crystallization of L-ascorbic acid. A one-dimensional
population balance model was applied, and cube-sized crystals were assumed. The model
was solved by the high-resolution finite volume method. The model was used to compare
two methods of crystal size control (direct nucleation and non-linear model predictive
control). Based on the results, the quality of the control framework was generalized. Crystal
breakage occurs not only when the crystals contact each other but also when they can
collide with the reactor wall or the impeller blades [6]. Szilagyi and Lakatos applied a
two-dimensional population balance model to simulate an MSMPR crystallizer. The model
was extended to support non-linear breakage, including the collision of the crystals with the
wall, impeller and other particles. The method of moments with 2D quadrature was used
for the solution to the model [7]. Szilagyi et al. simulated a cascade MSMPR crystallizer
structure using the population balance model. The system contained slurry recirculation.
The start-up process of the system and its robustness were also examined. The model was
solved by the method of moments. One of the most important characteristics of crystalline
products in the pharmaceutical industry is their purity [8]. Fysikopoulos et al. developed a
multi-dimensional population balance model that accounts for the chemical components
of the impurities. The main focus of this research lies in the estimability of the model
parameters, which were evaluated using a unique estimability framework. The other
challenge arises when modeling a fluidized bed crystallizer, due to the stochastic (chaotic)
nature of fluidized bed crystallization [9]. Bartsch et al. calculated the fluid flow in the
usual deterministic way, while particle movement was treated by a stochastic method. The
model results were compared to experimental results, and a good qualitative agreement
was found. However, the complexity of the system makes the quantitative characterization
more difficult. Most mathematical models presented for continuously stirred crystallizers
are concentrated parameter models assuming ideal mixing. However, some examples use
detailed hydrodynamic descriptions in the model [10]. Farias et al. applied a two-phase
Euler–Euler model extended with a population balance model for a continuous flow crys-
tallizer. The models were solved within the CFD software OpenFOAM using lovastatin
crystallization in a coaxial crystallizer. In this case, the lattice Boltzmann method was used
to solve the population balance equations [11].
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One of the most commonly used simplifications in the research discussed above is
the assumption of the isothermal operation mode of crystallizers. However, to describe
realistic crystallization processes, it is essential to complete the model with an energy
balance. Muthancheri et al. modeled a supercritical batch crystallization using CO2 as
an antisolvent. Their model can accurately predict the crystal size distribution. The two-
dimensional population balance equation was completed with an energy balance. The
model is also coupled with the solvent removal kinetics and a drying step. The two-
dimensional population balance equation was solved using the finite difference method.
The model was validated against laboratory-scale experiments [12]. Another example of the
application of an energy balance is shown by Ulbert and Lakatos who modeled a CMSMPR
vacuum crystallizer. In that study, an energy balance was implemented for both the vapor
and liquid phases. The model was solved using the method of moments [13].

In the literature that we reviewed, we couldn’t find comparative simulation studies
investigating how the product quality and dynamic behavior differ among ideal flow
crystallizers with different operation modes, i.e., under batch, continuous, isothermal and
non-isothermal conditions. In our research work, we carried out the following investiga-
tions. In the first case, the crystallizer works under isotherm conditions in batch operation
mode. In the second case, we complete the model with an energy balance to simulate
non-isothermal batch crystallization. Finally, we examined the non-isothermal continuous
crystallizer. In our study, we examine the effect of the implementation of the energy balance
on the crystal size distribution, crystalline product volume and solute concentration. The
isothermal and non-isothermal operation modes are compared, and the advantages and
disadvantages of the non-isothermal operation are highlighted.

In Section 2, the detailed model and the examined system are presented. Section 3
summarizes the model parameters and material characteristics used in the simulation
studies, while, in Section 4, the results of the different operation modes are presented
and investigated.

2. Mathematical Model

In the crystallizer, there is a continuous phase (solvent) and a discrete phase (crystals).
The crystal particles can interact with each other and also with the continuous phase. In the
population balance equation, the local change in the population density (Ψ) is dependent
on the change along coordinates (∇r

(
ΨṘ
)
) and the source terms G. The general population

balance equation can be written as follows (Equation (1)) [14–16].

∂Ψ
∂t

+∇r
(
ΨṘ
)
+ G = 0 (1)

The crystallizer is equipped with a cooling jacket. The cooling liquid is considered
a water–glycol system, so a wide range of temperatures can be provided (even −50
to 190 ◦C [17]). The crystallizer is supplied with a continuous feed, with the inlet be-
ing a hot, supersaturated citric acid solution. The outlet consists of the solution and solid
crystals. During the modeling, the following assumptions were implemented:

• The suspension inside the crystallizer is perfectly mixed. The outlet stream has the
same composition as the one inside the equipment.

• The working volume (V) inside the crystallizer is constant.
• Agglomeration and breakage are negligible based on [15,18].
• Bravi and Mazzarotta found that the crystal growth has a linear size dependency;

however, it is not significant compared to the effect of supersaturation [19]. Therefore,
we treat it as if the growth rate is independent of the size of the crystals so that we can
state that every crystal grows at a similar rate.

• The volume of the crystallized solute is the same as its volume in the dissolved state;
therefore, we can assume that the equation is satisfied where VS is the volume of the
crystalline product, and VF is the volume of the fluid phase.

• The inlet stream does not contain any impurities or crystals.
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• The heat transfer between the crystals and the solution and the crystallization heat as
a heat source are negligible.

• The size distribution of the crystal particles can be described with a lognormal distri-
bution (Equation (21)).

2.1. Population Balance Model

The crystals are treated as spherical particles; therefore, one-dimensional crystal
growth was implemented. The growth rate (vr) depends on the supersaturation level,
which can be calculated from the mass balance of the solute. Solubility is a temperature-
dependent parameter. The growth kinetics is formulated as follows (Equation (2)) [15].

vr =
dr
dt

= KG[c(t)− c∗(T(t))]ω (2)

To describe the nucleation, we should look at the solubility–supersaturation diagram
of citric acid (Figure 1). Three zones can be differentiated in the diagram. In the undersat-
urated, or subsaturated, zone, the solvent can dissolve more solid material, while, in the
unstable zone, crystals begin to form. Between the two zones, the solid concentration is
higher than the solubility. This zone can be reached by creating a saturated solution at a
high temperature and then cooling down to reach the metastable zone (MSZ). In addition,
citric acid has two pseudo-polymorphic modifications depending on the temperature. It
is in monohydrate (CAM) form under conditions below 34 ◦C and in anhydrate (CAA)
form above.
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Figure 1. Solubility and supersaturation diagram of CAM and CAA based on [20].

The solubility concentration is formulated as the following equation [21] (Equation (3)).

c∗CA

[
kg

kgwater

]
=

{
exp

(
−120.05 + 3785.6

T + 19.217 ln T
)

if T ≤ 34 ◦C
exp

(
−100.14 + 3698.7

T + 15.794 ln T
)

if T > 34 ◦C
(3)

Based on this mechanism, several nucleation processes can be described. Based on the
formation of the nucleus, there are homogeneous, heterogeneous, primary or secondary
forms of nucleation [22]. Regardless of what causes the primary and secondary nucleation,
each of them is described mathematically with one equation. The primary nucleation can be
formulated by the Volmer equation (Equation (4)). In this kinetic expression, the nucleation
rate is dependent on the free energy change and temperature. Moreover, it can be described
with an Arrhenius type of equation [23].

B0,1 = A exp
(

∆G
RT

)
(4)

Since the free energy change in crystallization (∆G) ) is difficult to measure, instead
of Equation (4), a phenomenological power law-type equation (Equation (5)) is generally
used in practice [24].
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B0,1 = KB,1[c(t)− c∗(T(t))]ϑ (5)

The secondary nucleation includes the effect of the impeller and mainly depends on
the volume of crystals formed. It can be formulated as follows (Equation (6)). Sikdar and
Randolph found that the impeller speed in a citric acid crystallization has minimal effect
on the secondary nucleation, or ς = 0 in our case [25].

B0,2 = KB,2V ι
S(t)RPMς[c(t)− c∗(T(t))]κ (6)

The overall nucleation rate can be calculated by the sum of the rate of the primary and
secondary nucleations (Equation (7)).

B0 =
dN
dt

= B0,1 + B0,2 (7)

Table 1 shows the kinetic parameters of the nucleation and growth kinetic equations.

Table 1. Parameters of kinetic equations.

Parameters Value Unit Equation

KB,1 2.869 ·103
[

#
m3s

]
Primary nucleation [26] (Equation (5))

ϑ 1.585 [−]
KB,2 1.72 ·108

[
#

m3s

]

Secondary nucleation [27] (Equation (6))ι 0.47 [−]
ς 0 [−]
κ 1.14 [−]

KG 7.18 ·10−6 [m
s
]

Nucleus growing velocity [27] (Equation (2))
ω 1.58 [−]

2.2. Crystallizer Model

The scheme of the cooled continuous mixed suspension mixed product removal
(CMSMPR) crystallizer can be seen in Figure 2.

qin; c0; μin

qout; c, VS; ε; μout

TH,0; qH

TH; qH

V; T; c;

RPM

VK; F

Figure 2. Schematic drawing of the CMSMPR crystallizer.

The crystallizer can be divided into the inner volume and the cooling jacket. There are
two phases present inside the crystallizer: fluid and solid. One of the main assumptions
is that the volume of the crystals formed has the same volume as the one by which the
volume of the solution is decreased. ε is defined as the ratio of the solid volume compared
to the volume of the crystallizer. The symbol of ε is formulated as follows (Equation (8)).



ChemEngineering 2023, 7, 21 6 of 19

ε(t) =
VS(t)

VS(t) + VF(t)
(8)

Using this symbol, the balance equation for the solute can be written as follows
(Equation (9)). The source term RVS is calculated by the second moment of crystal
size distribution.

d(cFVF)

dt
= qc0 − (1− ε)qc− RVS ρS (9)

The solvent concentration balance is as follows (Equation (10)).

d(cWVF)

dt
= qcW,0 − (1− ε)qcW (10)

The calculation of the volume balance must be defined with an equation for the fluid
phase volume (Equation (11)) and also for the solid phase volume (Equation (12)).

dVF
dt

= q− (1− ε)q− RVS (11)

dVs

dt
= −εq + RVS (12)

The source term (RVS ) is formulated as follows (Equation (13)).

RVS = vr3φµ2V (13)

In Equation (13), the φ is the volumetric form factor, and the value of that in the
case of the spherical particle is π

6 [15]. Developing the mathematical model for the crystal
population is difficult because there are different sizes of crystals composing the suspension.
The modeling of individual crystals by the discrete element method (DEM) is almost
impossible due to their high number and different sizes. The changes in the population
density function in the case of a continuous and one-dimensional system can be calculated
using the following multi-variable partial differential equation by applying the assumptions
in Equation (1) (Equation (14)).

∂Ψ(r, t)
∂t

+ vr
∂χ(r)Ψ(r, t)

∂r
=

qinΨin(r, t)
V

− qoutΨout(r, t)
V

+ G (14)

In Equation (14), the volume of the crystallizer is assumed to be constant. χ denotes
the size-dependent growth rate function, and the proposed correlation was formulated by
Canning and Randolph (Equation (15)) [28].

χ = 1 + γr (15)

Assuming that the growth rate is size-independent, the value of γ is 0. The inlet stream
does not contain any solid phases, so Ψin = 0. Supposing that crystals can only enter the
system by nucleation, Equation (14) can be written in the following form (Equation (16)).

∂Ψ(r, t)
∂t

+ vr
∂Ψ(r, t)

∂r
=

qΨ(r, t)
V

+ B0(1− ε(t))δ(r− L0) (16)

There are various methods for solving partial differential equations, one of which
is the method of moments. We decided to use this method because the solution to the
received ordinary differential equation system is mathematically simpler. However, as
with every approximate solving method, it also has a loss of information. The resulting
ordinary differential equation system obtains a closed form if it includes the equations up
to the third moment. The method of moments was presented first by Hulburt and Katz,
and the base of this approach is that the distribution function can be transformed into an
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ordinary differential equation system of the different order of moments. The definition of
the moments is as follows, where m denotes the order of the moments (Equation (17)) [29].

µm =
∫ ∞

0
rmΨ(r, t)dr where m = 0, 1, . . . , k (17)

By multiplying Equation (16) by the appropriate powers of the size variable and inte-
grating it, we obtain the ordinary differential equation system of moments. The generalized
equation is given in Equation (18). The L0 is the size of nuclei; its powers can be considered
as very small values. Thus, in the cases in which m > 0, the last term in Equation (18) is
negligible [16].

dµm

dt
= mvrµm−1 −

q
V

µm + B0εLm
0 (18)

The energy balances must be set for both the inside of the crystallizer and its jacket. In
the case of the inner part, we should consider the solid and fluid volumes, the inlet and
outlet streams and the heat transferred through the wall that will change the energy inside
the equipment. Equations (19) and (20) describe the energy balances for the inside volume
(Equation (19)) and the jacket (Equation (20)) of the crystallizer.

dTR
(
VSρScp,CA + VFcFcp,CA + VFcWcp,W

)

dt
= qTin

R
(
cWcp,W + cFcp,CA

)
(19)

−q(1− ε)TR
(
cWcp,W + cFcp,CA

)

−qεTRρScp,CA + UF
(
TR − TJ

)
+ vrφ3µ2∆HkristV

dTJVJρCcp,C

dt
= qJρCcp,CTin

J − qJρCcp,CTJ + UF(TR − TJ) (20)

2.3. Particle Size Distribution Reconstruction

The reconstruction of the particle size distribution function is feasible by the applica-
tion of various methods, such as the extended quadrature method of moments [30] or the
maximum entropy method [31]. However, in this work, we used a distribution function
that is often used to approximate the size distribution of crystals. The motivation behind
the application of this method was its simplicity and that it can be calculated analytically
from moments. The aim of the particle size distribution reconstruction is to show the
differences between the different operation modes. The distribution function that was used
is the lognormal distribution function given by (Equation (21)) [32].

Ψ̃(r) =
1

rσ
√

2π
exp

(
ln2 (r−v)

2σ2

)
(21)

The lognormal distribution was used to reconstruct the particle distribution by calcu-
lating its time-varying parameters v and σ using the moments model. The moments of
the population density function, obtained by solving the moments model, can be used to
estimate characteristics of the population density function, such as expected value (E) and
variance (Var). Using the values of moments, the equations for calculating the expected
value and variance are given by Equations (22) and (23).

E =
µ1

µ0
(22)

Var =
µ2

µ0
− E2 (23)

Using the expected value and variance, the parameters of the lognormal distribution
function (σ, v) can be calculated by the following equations (Equations (24) and (25)) [32].
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v = ln (E)− 1
2

ln
(

1 +
Var
E2

)
(24)

σ2 = ln
(

1 +
Var
E2

)
(25)

Together with the changing moments during the solution to the moments model,
the parameters of the lognormal distribution are also determined, reconstructing the size
distribution of the crystals.

3. Model Parameters and Material Characteristics

The section on the model parameters and material characteristics presents the geomet-
ric parameters of the crystallizer equipment and the determinations of the temperature and
concentration-dependent material properties.

3.1. Reactor Geometry and Initial Values of the Calculation

The following table shows the geometry of the crystallizer (Table 2). The equipment is
a jacketed vessel with 1 m3 of nominal volume. The reactor was a standard construction,
selected from a Lampart catalog, and the ID of the chosen equipment is A-2-03 [33].

Table 2. Geometry of the reactor based on [33].

Total volume (VR) 1.0 m3

Jacket volume (VJ) 0.235 m3

Heat transfer surface (F) 4.2 m2

The overall heat transfer coefficients (U) of the crystallizer wall were calculated based
on [34], so the value of the calculated overall heat transfer coefficient was 486.5 W

m2K .
In the simulation study, the basic case was crystallization under isothermal conditions,

where the isothermal temperature was defined as 30 ◦C. In the case of a non-isothermal
batch and continuous crystallizers, the temperature of the cooling medium entering the
cooling jacket was calculated in such a way that the temperature of the crystallizer could
reach the desired value. The initial concentration of the solvent and the solution was
calculated with the solubility curve. In the case of non-isothermal continuous crystallizers,
the inlet temperature of the cooling medium (Tin

J ) is determined so that the temperature of
the exit volume flow reaches 30 ◦C.

3.2. Calculation of Temperature-Dependent Material Properties

Due to the added extension of the energy balance to the model, many more new
parameters need to be given compared to in the isothermal case. The physical parameters
of the solute were calculated by Aspen Plus software. The system is polaric and electrolyte
in nature; therefore, the ELECNRTL property package was used to calculate density, heat
capacity and solubility. This property package was chosen based on [35]. In the case of
the cooling medium, only the temperature dependence is calculated ( f (T)) because its
composition remained constant. The given discrete data points are then used for fitting
polynomial functions using the MATLAB curve fitting toolbox. The polynomial function
has the following form (Equation (26)).

f (T) = a f + b f T + c f T2 + d f T3 + e f T4 (26)

Figure 3 shows the estimated and fitted data lines.
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Figure 3. ρ(T) and cp(T) functions of 25 V
V % ethylene glycol–water refrigerant.

In the cases of citric acid solubility (Equation (3)), specific heat (Equation (28)),
crystal density (Equation (27)) and the specific heat of water (Equation (28)), we used
results [21,36] from the literature. The functions have the following form.

ρS =
1

a + bT + cT2 (27)

cp = a + bT + cT2 + dT3 + eT4 (28)

4. Results and Discussion

This section summarizes the simulation results and the distribution reconstruction for
the three different operation modes as well as the comparison of the results.

4.1. Simulation Results for Batch Mode and Isothermal Conditions

In this section, we show the simulation results obtained for the mixed suspension and
mixed product isothermal batch crystallizer. The temperature of the crystallizer was set to
30 ◦C, and the initial values of the state variables applied can be found in Table 3. In this
operation mode, the supersaturation is the largest at the start of the crystallization and can
be formulated as follows (Equation (29)).

∆c = cCA − c∗CA (29)

Figures 4 and 5 show the simulation results.
Figure 4a shows that solute concentration (cF) does not change significantly during the

startup process (from 0 to ∼100 s) since nuclei are dominantly formed by the primary nu-
cleation (B0,1), as shown in Figure 4b. When the solid volume starts to increase significantly,
the secondary nucleation (B0,2) becomes the dominant nucleation process. Many new nuclei
are formed and begin to grow (vr) due to the increase in supersaturation (∆c). This will lead
to a rapid decrease in the solute concentration. Finally, the rate of the crystallization process
tends to decrease until the solute concentration reaches its solubility value of about ∼350 s
(the solubility is 1.9017 kg

kg water at 30 ◦C). The characteristic of the batch mode is that the
nucleation and the growth processes stop as the actual concentration reaches solubility.

Figure 5 also shows that in the startup process; the rapid change in momentum values
can only be observed after the secondary nucleation has started. As the solute concentration
and supersaturation decrease, the rate of nucleation and the growth rate slow down. As a
consequence, the values of the moments change only slightly.
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Table 3. Initial values of the differential equation systems and operation conditions of the calcu-
lated systems.

Function Isotherm Batch
Case

Non-Isotherm
Batch

Non-Isotherm
Continuous Unit

VF(0) 1.0 1.0 1.0
[
m3]

VS(0) 0 0 0
[
m3]

cF(0) 774.06 774.06 774.06
[

kg
m3

]

cW(0) 301.53 301.53 301.53
[

kg
m3

]

µm(0) 0 0 0
[

#
m4−m−1

]

TJ(0) - 50 50 [◦C]

TR(0) - 50 50 [◦C]

qj - 0.004 0.004
[

m3

s

]

qr - - 0.002
[

m3

s

]

Tin
J - 30 −28.28 [◦C]

Tin
R - - 50 [◦C]
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Figure 4. (a) The change in VF, cF and VS over time; (b) the change in ∆c, B0,2, vr, B0,1 over time in the
case of the isothermal batch system.
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Figure 5. The change in moments (µi) over time, in the case of isothermal batch system.
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4.2. Simulation Results for Batch Mode and Non-Isothermal Conditions

In the non-isothermal batch case, the set of governing equations was extended with
the energy balances. The initial value and the operation parameters of the calculation can
be seen in Table 3. Figures 6–8 and show the results.
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Figure 6. (a) The change in VF, cF and VS over time; (b) the change in ∆c, B0,2, vr, B0,1 in the case of
the non-isothermal batch system.
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Figure 7. The evolutions of the jacket (TJ) and the reactor temperature (TR) in the case of the
non-isothermal batch system.
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Figure 8. The change in moments (µi) over time in the case of the non-isothermal batch system.



ChemEngineering 2023, 7, 21 12 of 19

Figure 7 shows the temperature profiles over time. The cooling jacket temperature (TJ)
decreases rapidly while the temperature of the inside volume (TR) decreases gradually due
to the cooling effect.

Figures 6 and 8 show that the changes in concentration (cF) and moments (µi) occur
later (about 1000 s) than in the isothermal batch crystallizer since, in this case, super-
saturation develops more slowly by cooling down the inside volume. The maximum
supersaturation appears lower because the crystallizer temperature decreases slowly. The
crystallization process stops much later (about ∼5000 s). The fracture in the curves in
Figures 6 and 8 are caused by the change in the solubility at 34 ◦C.

4.3. Simulation Results for Continuous Mode and Non-Isothermal Conditions

The initial value and the operation parameters of the calculation can be seen in Table 3
Figures 9 and 10 show the results.
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Figure 9. (a) The change in VF, cF and VS over time; (b) the change in ∆c, B0,2, vr, B0,1 in the case of
the non-isothermal continuous system.
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Figure 10. The change in the jacket (TJ) and the reactor temperature (TR) over time in the case of the
non-isothermal continuous system.

Figure 10 shows that the crystallizer inlet stream keeps the temperature high, but
the decrease in the reactor temperature is faster than in the case of the batch systems
because the cooling medium’s temperature is much lower here. The nucleation and growth
processes do not stop because the inlet flow maintains supersaturation. In the steady state,
it is 0.1 kg

kg water .
Figure 11 shows that during the startup process (about ∼400 s) the values of moments

rapidly increase due to the initial highest value of supersaturation.
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Figure 11. The change in moments (µi) over time in the case of the non-isothermal continuous system.

4.4. Reconstruction of Population Density Function

The reconstruction of the population density function provides an additional opportu-
nity to compare the three operating modes. Based on the solution to the moments model,
we calculated the expected value and variance of crystal size using Equations (21)–(23).
Then, using Equations (24) and (25), we calculated the lognormal distribution given by
Equation (21). The evolution of the size distribution of particles at different operation
modes of the crystallizer can be seen in Figures 12–14. The two abscissae are the time and
the particle size, and the ordinate is the approximate distribution function. This figure
shows the number of particles of a given size at a given moment. The expected value and
variance of the distribution are shown in Figures A1–A3.
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(b)
Figure 12. (a) Full scale; (b) zoomed scale of the particle distribution in the case of the isothermal
batch system.

We can state for each case that, in the beginning, the size distribution in the small size
interval increases intensively due to the primary nucleation, which produces a lot of nuclei
of the size L0. As time progresses, the supersaturation decreases (∆c), the formation of new
crystals by primary nucleation (B0,1) starts to slow down and the expected value (E) of
the size distribution decreases rapidly. At the same time, the secondary nucleation (B0,2)
becomes significant, and the formation of new crystals (with L0 size) starts to increase. As
a consequence, the size distribution in the small size interval starts to increase again after
reaching a minimum. Due to the secondary nucleation and formation of new crystals, the
expected value of the population density function decreases after reaching a maximum.
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Figure 13. (a) Full scale; (b) zoomed scale of the particle distribution in the case of the non-isothermal
batch system.
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Figure 14. (a) Full scale; (b) zoomed scale of the particle distribution in the case of the non-isothermal
continuous system.

4.5. Comparison of the Results

In the literature, many studies can be found on citric acid crystallization. Our results
were compared to these, and we found that the trends in the results are consistent with
the case of isotherm batch simulations [15,18,27]. Comparing the isothermal and non-
isothermal operation modes, we can conclude that the differences in the evolution of the
distributions are a consequence of the fact that, in the non-isothermal case, the nuclei are
formed mainly by the secondary nucleation during the entire crystallization process. For
this reason, we can see that the maximum of the size distribution increases continuously
throughout the whole process. Since more crystals are formed, the average crystal size will
be smaller than in the case of the isotherm batch crystallization.

For the comparison of the three cases in terms of crystal size distribution, the steady-
state values of the expected value and the variance of the distribution were calculated (in
the case of batch crystallizer, we consider the steady-state when the processes of nucleation
and growth are both stopped). These values can be seen in Table 4.

Table 4. The expected value and variance of the distribution in the three cases.

Isotherm Batch Non-Isotherm Batch Non-Isotherm
Continuous

Expected value (E) 8.994 · 10−5 6.772 · 10−5 8.486 · 10−5

Variance (Var) 8.047 · 10−9 5.428 · 10−9 7.232 · 10−9
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The highest expected value and the variance occur in the isotherm batch case, which
can be explained by the high crystallization rate caused by high supersaturation. Contrary
to this, in the non-isothermal batch case, the final mean particle size and variance are
the lowest. This can also be explained by the supersaturation dynamics since, in the
slow-cooling crystallizer, supersaturation is present for a longer period of time but with
a lower value. In continuous mode, the variance and the mean value are between the
received values of the other two cases because, in this case, in addition to supersaturation,
the average residence time of the crystal particles also has an important influence on
the distribution.

For the comparison of the crystal volume of the operation modes, Figure 15 shows
changes in the crystal volume over time in the three different cases.
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Figure 15. Change in VS in the three modes.

Figure 15 shows that, in the isothermal and the non-isothermal batch systems, the
final crystal volume is the same, which can be explained by the overall citric acid content
being equal in these cases. The dynamic behavior is different because the development of
supersaturation is slower due to the cooling. The value of crystal volume in continuous
mode is 0.1098 m3, and, in the batch mode, the value is 0.1271 m3. On the other hand,
the steady-state value is reached faster in continuous mode. This phenomenon can be
explained by the fact that the temperature of the inside of the crystallizer decreases faster
than in the batch system. The steady-state value of the volume fraction of the solid crystals
is lower than in batch operation mode. This can be explained by the outlet stream carrying
crystal seeds away. The continuous inflow of solute constantly ensures a higher value of
supersaturation for nucleation and crystal growth, so these processes do not stop in the
steady state, as can be seen in Figure 9b.

5. Conclusions

The aim of this study was to simulate mixed suspension and mixed product crystalliz-
ers using a population balance model completed with energy balances. Both the primary
and secondary nucleation processes of crystals were considered. We examined the tem-
poral behavior of the crystallizer and the evolution of the size distribution of the crystals
over time. The crystallization process was investigated under three different operational
modes. We made a comparative analysis under different operation conditions, during
which the volume of the crystalline product and the particle size distribution were the
examined properties. In the first case, batch operation mode under isothermal conditions
was examined. In the second case, non-isothermal batch crystallization was considered by
implementing energy balances for the inside volume and cooling jacket of the crystallizer.
In the last case, we examined the behavior of a non-isothermal continuous crystallizer. The
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implementation of energy balances into the mathematical model enables the calculation of
the thermal behavior of the crystallizer, permitting the model to be used more widely.

If the aim of the crystallization is to obtain a size-limited product size distribution, then
batch operation mode seems to be more suitable. The continuous mode produces a wider
distribution of the particle size. As a result of this study, we found that the use of an energy
balance can modify the dynamic behavior of crystallizers to a great extent. This is especially
important in the case of systems (industrial scale crystallizers) in which the dynamic of
a temperature change determines the rate of the kinetic processes. In accordance with
the previously mentioned conclusions, it can be concluded that temperature significantly
affects the size distribution, so one of the possibilities for controlling the crystallizer is
temperature control. The presented model and the conclusions of the examinations can be
used for further studies, i.e., model predictive control of continuous cooling crystallizers or
optimization of crystal size and dispersion.
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Abbreviations
The following abbreviations are used in this manuscript:

Notation Meaning Unit
A Preexponential constant of Volmer equation #

m3s
a, b, . . . , e Parameters of the fitted polynomial
B0,1 Primary nucleation #

m3s
B0,2 Secondary nucleation #

m3s
cCA Citric acid concentration kg

kg solvent ; kg
m3

cW Solvent concentration kg
kg solvent ; kg

m3

c∗CA Solubility concentration kg
kg solvent ; kg

m3

cp,F Specific heat capacity of liquid phase J
kgK

cp,C Specific heat capacity of cooling medium J
kgK

cp,S Specific heat capacity of solid phase J
kgK

∆Hkrist Heat of crystallization
Ṙ Vector of the rate of change along internal crystal properties
E Expected value
F Heat transfer surface m2

G Source term in ordinary case
∆G Molar free enthalpy change J

mol
KB,1 Primary nucleation rate constant
KB,2 Secondary nucleation rate constant
KG Growth rate constant
L0 Smallest particle diameter m
N Number of the particles #
q Volume flow of the solution m3

s
qj Volume flow of the cooling medium m3

s
r Particle diameter m
RVS Volume source term m3

s
t Time s
TR Temperature of the crystalliser ◦C
TJ Temperature of the jacket ◦C
U Overall heat transfer coefficient W

m2K



ChemEngineering 2023, 7, 21 17 of 19

V Volume of the crystalliser m3

vr Crystal growth rate m
s

VF Volume of the fluid phase m3

Vj Volume of the jacket m3

VS Volume of the solid phase m3

Var Variance m2

The following Greek letters are used in this manuscript:
Notation Meaning Unit
δ Dirac delta function
ε Solid volume fraction -
µ0, . . . , µ3 Moments

[
#

m4−m−1

]

ω Exponent of the growing kinetic -
φ Volumetric form factor -
ρH density of the cooling medium kg

m3

ρS density of the solid phase kg
m3

ς; ι; κ Exponents of the secondary nucleation -
ϑ Exponent of the primary nucleation -
Ψ Size distribution density function #

m4

Ψ̃ Approximate size distribution density function #
m4

σ, v Parameters of the approximate distribution density function
χ Growth rate function

Appendix A

Table A1. Parameters of the temperature-dependent properties functions.

Property Parameter

a b c d e

ρH 1287 −0.7185 −0.0008123 1.478 · 10−6 −2.028 · 10−9

cp,H 5.557 −0.01476 3.023 · 10−5 - -

ρS [21] 0.6415 −4.770 · 10−5 2.363 · 10−6 - -

cp,S [21] 27.324 2.1259 −1.0333 · 10−2 3.3504 · 10−5 −3.9008 · 10−8

cp,W [36] 276370 −2090.1 8.125 −0.014116 9.3701 · 10−6
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Figure A1. The evolution of the expected value and the variance in the case of the isotherm batch system.
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Figure A2. The evolution of the expected value and the variance in the case of the non-isothermal
continuous system.
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Figure A3. The change in the expected value and the variance in the case of the non-isothermal
batch system.
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