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Abstract: X-ray fluorescence computed tomography (XFCT) has attracted wide attention due to
its ability to simultaneously and nondestructively obtain structural and elemental distribution
information within samples. In this paper, we presented an image system based on the pinhole
collimator for the polychromatic L-shell XFCT to reduce time consumption and improve the detection
limit. First, the imaging system model was expressed by formulas and discretized. Then, two
phantoms (A and B) were scanned by numerical simulation and Monte Carlo simulation. Both
phantoms with the same diameter (10 mm) and height (10 mm) were cylinders filled with PMMA,
and embedded with GNP-loaded cylinders. The phantom A was inserted by six 1.5 mm-diameter
cylinders with different Au concentrations ranging from 0.2% to 1.2%. The phantom B was inserted
by eight cylinders with the same Au concentration (1%), but a radius ranging from 0.1 mm to
0.8 mm. Finally, the reconstruction of the XFCT images was performed using the method with and
without absorption correction, respectively. The feasibility of XFCT system presented in this paper
was demonstrated by the numerical simulation and the Monte Carlo simulation. The results show
that absorption attenuation can be corrected by the presented method, and the contrast to noise
ratio (CNR) is proportional to Au concentration but almost remains unchanged with the radius of
GNP-loaded cylinders, which may provide the necessary justification for further optimization of the
imaging system.

Keywords: XFCT; L-shell; pinhole collimator; Monte Carlo simulation; image reconstruction

1. Introduction

X-ray fluorescence CT has caused widespread concern due to its ability to detect and
quantify the elemental composition and distributions within samples in a nondestructive
and noninvasive method [1,2]. Usually, fluorescence X-rays will be emitted from samples
and measured with a detector when high-Z atomic numbers elements interact with incident
X-rays. Projections acquired by rotating the X-ray tube or phantom are used to reconstruct
the distribution and content of the elements [3].

Due to its high atomic number and low toxicity, gold nanoparticles (GNPs) are an
ideal contrast agent and nanoprobes in biological imaging and medical diagnostics [4,5]. At
present, K-shell XFCT with GNPs has been developed due to its greater depth in biological
tissue [6]. However, the detection limits of XFCT imaging systems presented by several
groups range from 5 to 20 mg Au/mL [7,8], and it cannot meet the requirement of in vivo
imaging for small animals, where detection limits must be from 1 to 60 pg/mL [6]. In
order to improve the detection performance of GNPs, L-shell fluorescent X-rays are taken
into consideration. Although L-shell fluorescent X-rays have a three times lower yield
than K-shell X-rays, they have an approximately 20 times higher cross-section than K-shell
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X-rays. Therefore, the detection limits of L-shell XFCT can be theoretically improved by
seven times compared with K-shell XFCT [9,10].

There were some simulations and experimental research on L-shell XFCT [10-13]. Liu
Long et al. provided the attenuation correction of L-shell XFCT and proved the feasibility
by the Geant4 simulation. Magdalena, et al. simulated L-shell XFCT imaging of Cisplatin,
and then experimental validation was performed with gold chloride. Their investigations
found that conventional imaging geometries have the disadvantage of consuming time.
Pinhole collimator, slit collimator and multi-pinhole collimator have been proposed by
some researchers to solve the problem [14,15]. However, at present, there are few examples
of literature that apply these imaging methods to L-shell XFCT. In references [15,16], sheet-
beam was used to simplify the formulation of the measurement process.

Therefore, an imaging system model based on the pinhole collimator with sheet-
beam geometry was presented for polychromatic L-shell X-ray fluorescence computed
tomography in this work. Then, the model was expressed by formulas and discretized.
Two phantoms (A and B) inserted with GNP-loaded cylinders were scanned by numerical
simulation and Monte Carlo simulation. The reconstruction of the XFCT images were
performed using the method with and without absorption correction, respectively. At last,
the contrast-to-noise ratio (CNR) was used to evaluate the quality of reconstruction images,
and the relationship between the CNR and Au concentration and radius of GNPs-loaded
cylinders was discussed.

2. Materials and Methods
2.1. Imaging System

Figure 1 shows the imaging principle of the system presented in this work, which
consists of polychromatic X-ray source, pinhole collimator, fluorescent array detectors and
CCD [17,18].

X-ray fluorescence

X-ray source CCD atrays
— = \ Pb
= |
Pinhole
I

Fluorescence defector arrays
Figure 1. Schematic diagram of XFCT imaging system based on pinhole collimator with sheet-beam.

The X-rays are shaped into parallel sheet beams by a lead collimator, incident on
the phantom and cover the entire imaging section. Then, fluorescent X-rays are emitted
isotropically due to the interaction of X-rays with high Z elements. The X-rays that pass
through the pinhole are recorded by linear array detectors with energy resolution. All
recorded data are stored on the computer for image reconstruction.

2.2. Geometry Model of XFCTB Based on Pinhole

To describe the imaging model by formula, two coordinate systems are established,
as shown in Figure 2. We assumed that the X-ray source, pinhole collimator and detector
were stationary and fixed to the uv-coordinate, while the phantom was rotary and fixed to
the xy-coordinate. The uv-coordinate can be represented at any time by the xy-coordinate
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rotating angle 6 counterclockwise. The relationship between the two coordinate systems

can be expressed:
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Figure 2. Imaging geometry of XFCT with pinhole collimator.

As shown in Figure 2, the incident sheet-beam can be viewed as independent X-rays.
Considering one of them, we assumed that the incident X-ray intersected the phantom at
the line segment PQ, and point R is on the line segment that emits fluorescent photons.
Then, the photons passed the pinhole to detector m. The process can be described as
follows [19]:

Stepl: When the incident X-ray passes from P to R, its intensity will be attenuated by
the phantom. The flux at point R can be expressed as:

Ir(u,v) = Iy exp(_/u yl(u,v)du> 2

where Ij represents the flux of incident X-rays, and p! (1, v) represents the linear attenuation
coefficient of the element at incident intensity.
Step2: The emitted X-rays at point R, which pass through pinhole, can be given by

pnducolod (1) exp(— | uf(u,v)du)pw,v) )

where j1,, is the photoelectric linear coefficient of the element, w is the field of fluorescent
X-ray, and p(u, v) is the element weight concentration. Au and 6(u, v) are the differential of
u and solid angle at which the point, R, is viewed by the pinhole, respectively [20].

Step3: We number the fluorescent array detector with m ranging from 1 to M. Since
the X-rays passing through pinhole may cover several fluorescent detectors, the angle §
should be divided into several parts according to the covered detectors. Considering the
covered detector with number m, a single X-ray emitted from the point, R, reaching the mth
detector, is attenuated along segment RS. Let uf (1, v) be the linear attenuation coefficient
of fluorescent X-ray. The attenuation of X-ray fluorescence can be expressed as

exp [_/o yF(u —bcosy,v+ bsinvy)db (4)
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The total attenuation of X-ray fluorescence emitted from point R is given by

Ymax ©
/ exp [/ uF (4 —beosy,v + bsin 'y)db} dy (5)
Ymin 0

The total intensity of the fluorescent X-ray, emitted from the segment PQ, reaching the
mth detector, can be given by the following formula:

I = yphwlofj;o Sm(u,0) exp[—ffoo yl(u’,v)du’}p(u,v) ©

. ;’;‘zx exp[— [y~ uF(u+bcosy,v — bsinvy)db|dydu
where 6, (1, v) is the angle at point, R, viewed by the mth detector. The intensity of total
emitted X-ray fluorescence reaching the mth detector is obtained by integrating with respect
to v from negative infinity to positive infinity, which can be given by the following formula:

In(6) = yphwlofjo? [ 6 (u,0) exp[—ffoo y’(u’,v)du’}p(u,v)

o [T exp[— [o uf(u+bcosy,v— bsinvy)db]dydudo ?)

Ymin

= gém (u,0)f(0,u,0)g(0,u,v)p(u,v)dudo

Here, integral region, D, is the part of the image section, where the emitted fluorescent
X-rays can reach the mth detector and

u
f(6,u,v) = Iyexp [—/ ul v)du’} (8)
8(6,s,t) = pppw e exp [—/Ooo uF(u+bcosy,v — bsin 'y)db] dy )
Y Ymin

If the u!(u,v) ~ 0 and uf(u,v) ~ 0, Equation (7) can be expressed approximately
as follows:
1n(0) & pynelodn [ p(u,0)dudo (10)
D

2.3. Numerical Simulation

To simulate the process of XFCT with the pinhole, we need to discretize Equation (7).
The phantom is assumed to be two-dimensional. Here, the phantom is divided into N
x N pixels in the xy-coordinate system. Let us number the pixels with j ranging from
1 to J. The parameters, “l/l]E, y]{ and p;, are corresponding to yF(u,v), yI(u, v) and p(u,v),
where j means the number of pixels. We assumed that the phantom was irradiated by the
X-ray source in different directions numbered withn (n=1, 2,3 ... .D). For each direction,
we number the incident X-ray with p ranging from 1 to P. The discretized process can be
described in the following steps.

Step1: We define S, as the set of pixels which are intersected with the pth incident
X-ray [16]. S, is the subset of Sy, denoting these pixels before reaching the jth pixel
(Figure 3b). The length of segment line, which the pth X-ray intersects with the kth (k € S;)
pixel, is defined as Lék' The intensity of the incident X-ray before reaching the jth pixel is
given by

fpi = loexp (— Y uiL{qk) (11)

keSp]-
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Figure 3. The parameters defined for discrete presentation. (a) example of a set S, defined for
the pth incident at nth projection direction. (b) example of a set S;; defined for light blue squares
intersected by the pth incident X-ray. (c) definition of ;. (d) example of a set T, defined for the pth
incident X-ray, the jth pixel, Ith fluorescent x-ray and mth detector. T, consists of light blue squares
intersected by the /th fluorescent x-ray.

Step2: The emitted fluorescent X-rays from the jth pixel is proportional to the product
of the intensity of the incident X-ray reaching the jth pixel and ypthé 0 where p; is the
weight concentration of high Z element [16]. The total emitted fluorescent X-rays can be
expressed as follows

Honco foiLpioj

Step3: Only those fluorescent X-rays passing through pinhole can be measured by
array detectors. The fan-shaped fluorescent X-rays are considered several individual X-rays,
which are also attenuated by the phantom. Let us number the individual fluorescent X-ray
with [ ranging from 1 to L. For each detector, the measured fluorescent X-ray is considered
as one projection. Here, we will calculate the attenuation of the jth pixel to the detector
numbered with m, which is covered by the fan-shaped fluorescent X-rays emitted from
the jth pixel. Let us define the set of individual X-rays reaching the detector numbered
with m as Ky, Ty is defined as the indexes consisting of the pixels intersected with the Ith
fluorescent X-ray. The attenuation of the jth pixel to the detector numbered with m can be
expressed as follows

card (K, ) AS
gmj:.uphwi(znm) Yoexp| — ) phLiy, (12)

€Ky, ZleszIp

where card(K,,) represents the number of the elements in set K;, and A = 6/L. The
relationship between i and m can be expressed as

i=(Mn-—1)M+m (13)
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Therefore, the attenuation of jth pixel to the ith projection is written by

card (K, ) AS
8ij = &(n-1)Mtm = &mj = Vphw% Loep| = 3wl (14

1eKyy, Z,Eszlp

Repeating Step1 to Step3, let h;; = fijgijL{]. and I; = }_h;jpj, the matrix representation
j

of I; is given by

I =Hp (15)
where
H=(hj) (1<i<[1<j<])
I=() (1<i<I)

The numerical simulation geometry in this study is shown in Figure 2. The proposed
discretized method above was used to image phantoms (A and B) shown in Figure 4. Both
phantoms are cylinders with the height and diameter of 10 mm. For phantom A, six small
cylinders with GNPs are embedded and the diameter (1.5 mm) and height (10 mm) of
these small cylinders are same, but the concentrations are different, ranging from 0.2%
to 1.2%. Similarly, for phantom B, eight small cylinders with 1% GNPs are embedded,
and their diameters are different, ranging from 0.2 mm to 1.6 mm. The pinhole radius
is 100 um. The distance from the pinhole to the center of the phantom and the distance
from the pinhole to the array detector are both 4.5 cm. The incident X-ray flux rate is set to
1 x 108 photons/cm?/s with 10 mm width of sheet beam. The phantoms are discretized
into 128 x 128 pixels and scanned with a rotational step 3°.

Figure 4. Phantoms inserted by cylinders with GNPs. (a) six cylinders with same diameter but different
Au weight concentration. (b) eight cylinders with different diameters but same Au weight concentration.

2.4. Monte Carlo Simulation

Monte Carlo methods are usually implemented by software, such as Monte Carlo N
Particle Transport Code (MCNP), Electron-Gama Shower four (EGS4) and GEometry ANd
Tracking (GEANT). In this study, the imaging process was simulated by MCNP software.

We considered the imaging process of each projection angle as an independent simu-
lation. In the whole projection process, the X-ray tube source was repeatedly simulated,
which leads to excessive time consumption. A virtual source was used to replace the
X-ray tube source simulation in order to reduce simulation time. Meanwhile, SpekCalc
software was used to calculate its spectrum [21]. Allow a 62 keV electron beam to bombard
a tungsten anode, and the anode’s emitted X-rays were filtered by 0.45 mm of aluminum.
Figure 5 shows the spectrum of the sheet beam X-ray source. The 10 mm-width sheet beam
was used to scan the phantoms. As the same as the numerical simulation, the positions of
pinhole and fluorescent array detectors remained unchanged. The array detectors consist
of 128 elements with energy resolution. All fluorescent X-rays and Compton scattering
X-rays can be recorded by each element of the array detector from 6.5 keV to 62 keV with an
interval of 0.5 keV. During each simulation, 1 x 10® histories were used and the uncertainty
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of relevant photon energy (8-13 keV) was less than 5%. In order to obtain fluorescent
photons, the L-shell fluorescence peaks were eliminated by cubic polynomial fitting. For
each detector, the difference between the measured photon and the fitted photon was
considered as its recorded fluorescent photons [8]. In addition, all the simulated fluorescent
photons were used to reconstruct the sinogram.

05

Normalized Intensity

i i i i
0 5 10 15 20 25 30 35 40 45 50 5 60 65 70
Energy (keV)

Figure 5. Spectrum of sheet-beam X-ray source.

2.5. XFCT Image Reconstruction

In this work, the XFCT reconstructed images were obtained by the Maximum Likeli-
hood Expectation Maximization (MLEM) algorithm. When absorption correction exists or
does not exist, the XFCT images were reconstructed, respectively, to explore the impact of
absorption from incident X-rays and fluorescent X-rays.

CNR was calculated to evaluate the XFCT images, which is the ratio of the differ-
ence between the mean value of each GNP-loaded region and background (PMMA) and
the standard deviation of background. Therefore, CNR is expressed by the following
formula [22].

- \FRegion — ¥k

CNR = (16)

VBk
where ?Region and Y gk are mean reconstructed values of GNP-loaded region and back-
ground, respectively. Vi is the standard deviation of background (PMMA). According to
the Rose criterion, imaging sensitivity limit of the system proposed was determined using
CNR of 4.

3. Results
3.1. Numerical Simulation

Figure 6 shows the sinograms of the two phantoms with GNP-loaded regions in the
numerical simulations. The reconstructed XFCT images by the MLEM algorithm are shown
in Figure 7. Figure 7a,c are the XFCT images of phantom A and B reconstructed by MLEM
without attenuation correction, respectively, while Figure 7b,d are the XFCT images of
phantom A and B reconstructed by MLEM with attenuation correction, respectively. The
gray values in Figure 7a show an increase with the increase in Au weight concentration.
Due to absorption attenuation, gray values of each GNP-loaded region are not uniform
in uncorrected images. Even worse, some GNP-loaded regions are not disk-shaped in
Figure 7c. Compared to uncorrected images, the corrected images have higher contrast and
sharper edges than the uncorrected images in Figure 7b,d.
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Angle Angle

Position
Position

(a)

Figure 6. The sinograms acquired by numerical simulation. (a) is the sinogram of phantom A and
(b) is the sinogram of phantom B.

(c) (d)

Figure 7. Profiles (red lines) and XFCT images of phantoms in numerical simulation. (a,c) reconstructed
by MLEM without absorption correction, (b,d) reconstructed by MLEM with absorption correction.

In Figure 7, we extract red lines through the center of each figure from left to right and
plot the gray values of this line in Figure 8a,b, which shows that the corrected concentration
is closer to the true value than the uncorrected one. The reconstructed Au weight concen-
tration calculated from the mean value of each GNP-loaded region in phantom A and B is
plotted in Figure 8c,d. Both figures indicate that the reconstructed Au concentrations are
coincident with their true values after attenuation correction, and the corrected values have
much smaller relative errors than the uncorrected ones, which means that self-absorption
correction is a key step to reconstructing more accurate XFCT images.
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Figure 8. Profiles (red lines in Figure 7) through the phantom A and B shown in (a,b), respectively. Au

weight concentration reconstructed by MLEM without correction and with correction shown in (c,d).

3.2. Monte Carlo Simulation

The sinograms of the two phantoms (A and B) were acquired based on the previous
description. Here, Figure 9a,b are the sinograms of phantom A and phantom B, respectively.
Figure 10 shows XFCT images of the phantoms by MLEM. Obviously, the gray values
still increase in Figure 10a,b while the Au weight concentration increases. Compared to
uncorrected images, the corrected ones still have better contrast and sharper edges. In
Figure 11d, when the radius of GNPs-loaded becomes smaller (<0.03 mm), the reconstructed
concentration has larger relative errors, which may arise from the size of the pixel and the

fluorescent detector element.

Angle

Position

(a)

Angle

Position

Figure 9. The sinograms acquired by Monte Carlo simulation. (a) is the sinogram of phantom A and

(b) is the sinogram of phantom B.
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(©)

Figure 10.

Profiles (red lines) and XFCT images of phantoms in Monte Carlo simulation.

(a,c) reconstructed by MLEM without absorption correction, (b,d) reconstructed by MLEM with

absorption correction.
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Figure 11. Profiles (red lines in Figure 10) through the phantom A and B shown in (a,b), respectively. Au
weight concentration reconstructed by MLEM without correction and with correction shown in (c,d).

Processing the reconstructed images like in numerical simulation, the corrected con-
centrations (Figure 11b,d) are also closer to the true values than the uncorrected ones
(Figure 11a,c). Due to the influence of absorption, the distribution of Au weight concen-
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tration in Figure 10a,c is not uniform. After absorption was corrected by the presented
method, the uniformity of the concentration distribution (Figure 10b,d) still existed, but it
was partially optimized.

3.3. CNR and Detection Limit

Figure 12 shows CNR for all the reconstructed images. CNR for reconstructed XFCT
images in numerical simulation and Monte Carlo simulation as a function of Au weight
concentration is presented in Figure 12a,c, respectively. Due to all the CNR values being
greater than 4 in both figures, according to the Rose criterion, all GNPs-loaded regions can
be detectable. In addition, the CNR of the corrected images is higher than the uncorrected
images. Figure 12a,c show when the GNPs-loaded region has the same size as the value
of CNR is linearly proportional to the Au weight concentration (R? > 0.9966). CNR for
reconstructed XFCT images in the numerical simulation and Monte Carlo simulation as
a function of GNPs-loaded region size is also presented in Figure 12b,d, respectively. In
both figures, CNR for the corrected images is also higher than the uncorrected ones. In
numerical simulation (Figure 12b), CNR does not change significantly with a reduction in
GNPs-loaded region radius in uncorrected and corrected images. However, in the Monte
Carlo simulation, as the radius of the GNPs-loaded region gradually decreases from 0.8 mm
to 0.1 mm, the CNR of the corrected image has a downward trend. Especially in the smallest
region, the detectability will be significantly affected by the sharp decline of CNR.

120 I uncorrected 1 100l B ncorrected
| corrected [ Jcorrected
100 - o - <= .
80 -
) 60 |
r4
o
40k | | 1
20! |
| —— . ,,Ik,,lﬁ,l - ,IA,IL,,,.
0 0.2 04 0.6 08 1.0 1.2 14 09 0.7 06 0.5 04 03 02 01 0
Au weight concentration (%) Radius of GNl’s-tl)oadcd region (mm)
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} (a) . , . ) Ar ]
40| | NI uncorrected | | -‘c’gfr:’c';c;ed |
: [ Jcorrected 20l = ]
| I |
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Au weight concentration (%) Radius of GNPs-loaded region (mm)
C

Figure 12. Contrast to noise ratio (CNR). (a,b) acquired through numerical simulation, (c,d) acquired
through Monte Carlo simulation.

The correction method presented in this study can improve the detection limit. Ac-
cording to the Rose criterion, the detection limits in the numerical simulation are 0.13%
(uncorrected) and 0.05% (corrected), respectively. In the Monte Carlo simulation, the
detection limits are 0.17% (uncorrected) and 0.14% (corrected), respectively.

4. Discussion and Conclusions

We presented an imaging model for polychromatic L-shell X-ray fluorescence com-
puted tomography based on a pinhole collimator with sheet-beam geometry. Numerical
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and Monte Carlo methods were used to simulate the imaging process. The discretized
model was presented to correct attenuation during image reconstruction.

Because synchrotron radiation is very expensive and bulky, the clinical application and
research of XFCT is impossible for most researchers. During the Monte Carlo simulation,
we replaced synchrotron radiation in similar systems presented previously by others with
polychromatic X-rays, which helped to reduce cost and size of the apparatus and approach
to the application [23-25]. Meanwhile, the X-ray source was collimated into a parallel sheet
beam and radiated the whole imaging cross-section, and there was only rotation but no
translation of the X-ray source, which may drastically reduce scanning time.

In Figure 12b,d, CNR did not almost change with the radius of the GNPs-loaded region,
which is different from Lei Xing's result, where CNR of the corrected images reconstructed
by MLEM decreases with the reduction in GNPs-loaded region radius [9,12]. The smaller
phantom size in our study may be one of the reasons for less attenuation of L-shell X-ray
fluorescence, compared with the 2 cm and 4 cm phantoms in Lei Xing’s paper. In addition,
for the same Au weight concentration, CNR may be mainly affected by photon scattering,
which is suppressed by pinhole collimators in this study. Another reason should be the
monochromatic source and whole ring detector used in the reference [12]. This kind of
appointment could detect more emitted X-ray fluorescence and be more sensitive to the
change of object size and Au concentration, while hard to be manufactured.

The weight concentration of GNPs is less than 0.006% (60 png/mL) by weight or even
more in clinical application [26], while the detection limit is more than 0.05% ina 1 cm
diameter phantom in this study. Therefore, a few modifications to the current study are
necessary for further improvement of the detection limit. First, the incident X-ray spectrum
may be optimized to a quasi-monochromatic X-ray beam by extensive filters. Second, the
parameters of the pinhole may be considered, such as radius, material and depth. Third,
the imaging system may be modified, for example, the distance from the pinhole to the
array detectors and the distance from the pinhole to the phantom.

In this paper, the feasibility of polychromatic sheet-beam XFCT based on the pinhole
collimator was demonstrated by two methods: numerical simulation and the Monte Carlo
simulation. Moreover, the absorption attenuation of reconstructed XFCT images can be
corrected by using the MLEM algorithm and the uncorrected MLEM algorithm. The
contrast-noise ratio (CNR) was linearly proportional to the Au weight concentration, but
almost not affected by the radius of the GNP-loaded region. Our results can provide some
necessary justification for further optimization of the XFCT imaging system and future
work will focus on scatter correction and experimental study in our setup.
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