
����������
�������

Citation: Lu, K.; Liu, E.; Zhao, R.;

Zhang, H.; Lin, L.; Tian, H. A

Curvature-Based Multidirectional

Local Contrast Method for Star

Detection of a Star Sensor. Photonics

2022, 9, 13. https://doi.org/

10.3390/photonics9010013

Received: 26 November 2021

Accepted: 23 December 2021

Published: 28 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

photonics
hv

Article

A Curvature-Based Multidirectional Local Contrast Method for
Star Detection of a Star Sensor
Kaili Lu 1,2,3 , Enhai Liu 1,2,3,*, Rujin Zhao 1,2,3, Hui Zhang 1,2,3, Ling Lin 1,2,3 and Hong Tian 1,2,3

1 Key Laboratory of Science and Technology on Space Optoelectronic Precision Measurement,
Chinese Academy of Sciences, Chengdu 610209, China; lukaili@ioe.ac.cn (K.L.); zhaorj@ioe.ac.cn (R.Z.);
hzhang@ioe.ac.cn (H.Z.); HYJ@ioe.ac.cn (L.L.); tianhong@ioe.ac.cn (H.T.)

2 Institute of Optics and Electronics, Chinese Academy of Sciences, Chengdu 610209, China
3 University of Chinese Academy of Sciences, Beijing 100049, China
* Correspondence: leh@ioe.ac.cn

Abstract: Stray light, such as sunlight, moonlight, and earth-atmosphere light, can bring about light
spots in backgrounds, and it affects the star detection of star sensors. To overcome this problem, this
paper proposes a star detection algorithm (CMLCM) with multidirectional local contrast based on
curvature. It regards the star image as a spatial surface and analyzes the difference in the curvature
between the star and the background. It uses a facet model to represent the curvature and calculate
the second-order derivatives in four directions. According to the characteristic of the star and the
complex background, it enhances the target and suppresses the complex background by a new
calculation method of a local contrast map. Finally, it divides the local contrast map into multiple
256× 256 sub-regions for a more effective threshold segmentation. The experimental results indicated
that the CMLCM algorithm could effectively detect a large number of accurate stars under stray light
interference, and the detection rate was higher than other compared algorithms with a lower false
alarm rate.

Keywords: stray light; star detection; star sensors; curvature; second-order derivatives; local contrast

1. Introduction

A star sensor [1] is a high-precision attitude measurement device. It is widely used in
various space vehicles, including space stations, mars probes, and various satellites in dif-
ferent orbits. However, a spacecraft inevitably encounters various stray light interferences
when it is sailing. The most classical case is a satellite orbiting the earth, which is prone to
encounter interference from stray light, such as sunlight, moonlight, and earth-atmosphere
light [2]. The most obvious feature of these stray lights on the star image is a continuous
light spot. The stray light will not only affect the size of the star spot and the energy
distribution but also form a light spot on the star image. This interferes with the normal
operation of star detection [3–5] and affects the attitude measurement accuracy of star
sensors. The background with stray light can be called a complex background.

Many experts have conducted research on star detection algorithms of star sensors.
Traditional methods include Toggle [6,7] and spatial filtering [8]. However, under complex
backgrounds, the extraction accuracy is easily affected by stray light. Therefore, some
experts have put forward the background prediction algorithm [9], which can detect stars
by calculating vast local thresholds. Moreover, Yu [10] designed a 7 × 7 template for
background filtering. The connected domain labeling method proposed by Liu [11] is
the most widely used method, which can detect the stars of a star map by obtaining the
connected domain. However, as shown in Figure 1, when these star extraction algorithms
encounter actual complex backgrounds, their ability is greatly reduced.
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Figure 1. Stray light in a star image. 

Because stars are relatively small after imaging on the target surface of the CMOS 
detector, their window sizes are usually from 3 × 3 to 9 × 9 pixels, which gives them 
the characteristics of a “dim target.” Therefore, this paper not only compares the tradi-
tional star extraction algorithm of star sensors but also analyzes the dim target detection 
method. The traditional dim target detection algorithm includes spatial filtering and fre-
quency-domain filtering [12], which easily cause false detection under complex back-
ground interference. Recently, many studies on dim target detection for complex back-
grounds have been conducted. Zhao [13] introduced curvature into dim target detection. 
Prior work [14] proposed an infrared dim target detection algorithm, called ZGQ, based 
on curvature. At the same time, inspired by the human visual mechanism [15], visual sa-
liency and scale-space theory have attracted extensive attention. Chen [16] proposed a 
detection algorithm named the local contrast method (LCM) strategy. Subsequently, Han 
[17] proposed an improved LCM algorithm to improve the detection rate and reduce the 
false alarm rate, which achieved favorable detection results. Wei [18] proposed a new 
method called multi-scale patch contrast measurement (MPCM). Lu [19] proposed a first-
order curvature-based method (MDWCM) for infrared dim target detection to solve com-
plex background interference on the ground. However, these dim target detection algo-
rithms have limitations and cannot deal with complex backgrounds encountered by star 
sensors in orbit. 

In this paper, a new algorithm for star detection, named curvature-based multidirec-
tional local contrast method (CMLCM), is proposed. The main innovations of this algo-
rithm can be summarized as follows: Firstly, star image is regarded as a spatial surface, 
and a facet model is used to obtain the second-order derivatives in the four directions of 
the star image. Because this model provides a fast and accurate fitting of neighborhood 
images and the calculation of second-order derivatives is relatively simple. Secondly, by 
combining it with the features of stars and complex backgrounds, a new local contrast 
enhancement method is proposed. This enhances the local second-order derivatives of 
stars and weakens the local second-order derivatives of complex backgrounds. Then, the 
map of second-order derivatives with local contrast enhancement can be obtained. Finally, 
the local threshold segmentation of patches in the map can be used to detect more useful 
stars in complex backgrounds. The proposed algorithm was verified by experiments, and 
the experimental results showed that the proposed CMLCM algorithm could effectively 
detect a large number of accurate stars under stray light interference. It had a higher de-
tection rate than the other compared algorithms under the same false alarm rate. Moreo-
ver, the processing time of the algorithm was close to or lower than the compared algo-
rithms. 

The remainder of this paper is organized as follows: Section 2 introduces the pro-
posed CMLCM algorithm. Section 3 presents the experimental results. Finally, Sections 4 
and 5 conclude the paper and present future directions for work. 

  

Figure 1. Stray light in a star image.

Because stars are relatively small after imaging on the target surface of the CMOS
detector, their window sizes are usually from 3× 3 to 9× 9 pixels, which gives them the
characteristics of a “dim target.” Therefore, this paper not only compares the traditional star
extraction algorithm of star sensors but also analyzes the dim target detection method. The
traditional dim target detection algorithm includes spatial filtering and frequency-domain
filtering [12], which easily cause false detection under complex background interference.
Recently, many studies on dim target detection for complex backgrounds have been con-
ducted. Zhao [13] introduced curvature into dim target detection. Prior work [14] proposed
an infrared dim target detection algorithm, called ZGQ, based on curvature. At the same
time, inspired by the human visual mechanism [15], visual saliency and scale-space theory
have attracted extensive attention. Chen [16] proposed a detection algorithm named the
local contrast method (LCM) strategy. Subsequently, Han [17] proposed an improved LCM
algorithm to improve the detection rate and reduce the false alarm rate, which achieved
favorable detection results. Wei [18] proposed a new method called multi-scale patch
contrast measurement (MPCM). Lu [19] proposed a first-order curvature-based method
(MDWCM) for infrared dim target detection to solve complex background interference on
the ground. However, these dim target detection algorithms have limitations and cannot
deal with complex backgrounds encountered by star sensors in orbit.

In this paper, a new algorithm for star detection, named curvature-based multidi-
rectional local contrast method (CMLCM), is proposed. The main innovations of this
algorithm can be summarized as follows: Firstly, star image is regarded as a spatial surface,
and a facet model is used to obtain the second-order derivatives in the four directions of
the star image. Because this model provides a fast and accurate fitting of neighborhood
images and the calculation of second-order derivatives is relatively simple. Secondly, by
combining it with the features of stars and complex backgrounds, a new local contrast
enhancement method is proposed. This enhances the local second-order derivatives of stars
and weakens the local second-order derivatives of complex backgrounds. Then, the map
of second-order derivatives with local contrast enhancement can be obtained. Finally, the
local threshold segmentation of patches in the map can be used to detect more useful stars
in complex backgrounds. The proposed algorithm was verified by experiments, and the
experimental results showed that the proposed CMLCM algorithm could effectively detect
a large number of accurate stars under stray light interference. It had a higher detection
rate than the other compared algorithms under the same false alarm rate. Moreover, the
processing time of the algorithm was close to or lower than the compared algorithms.

The remainder of this paper is organized as follows: Section 2 introduces the proposed
CMLCM algorithm. Section 3 presents the experimental results. Finally, Sections 4 and 5
conclude the paper and present future directions for work.
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2. Materials and Methods
2.1. Calculation of Image Curvature Based on a Facet Model

As shown in Figure 2, the first step of CMLCM algorithm is the calculation of image
curvature. In the differential theory of unary function, curvature reflects the bending degree
of a curve at a certain point. For a point M(x, y(x)) on the curve y, if the point M has the
second-order derivative, the curvature at this point can be expressed as

k =
|y′′ |(

1 + y′2
) 3

2
, (1)

where k represents the curvature at a point M(x, y(x)), y′′ represents the second-order
derivative of the curve, and y′ represents the first-order derivative of the curve.
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Figure 2. Flow chart of the CMLCM algorithm.

According to Equation (1), the curvature of a certain point on the image can be
expressed as the fusion of the second-order derivative and the first-order derivative in
a certain direction. In the discrete condition, the spatial curvature of the point can be
characterized by calculating the derivative in the four directions of 0◦, 45◦, 90◦, and 135◦.

In this paper, the facet model proposed by Haralick [20] is used to describe the
image. It is supposed that R and C are the index set in the symmetric field, where R =
{−2,−1, 0, 1, 2} and C = {−2,−1, 0, 1, 2}. The central pixel can be represented by the pixel
value in the 5× 5 neighborhood, and it can be expressed as follows:

f (r, c) =
10

∑
i=1

QiBi(r, c), (2)

where {Bi(r, c)} is the basis of discrete orthogonal polynomial, and (r, c) ∈ R× C, Qi is the
combination coefficient.

{Bi(r, c)} =
{

1, r, c, r2 − 2, rc, c2 − 2, r3 −
(

17
5

)
r,
(

r2 − 2
)

c, r
(

c2 − 2
)

, c3 −
(

17
5

)
c
}

. (3)

Since the Qi values of each pixel (x, y) in the image are different, according to Equation
(2), the expression of the combined coefficient Qi can be obtained by using the orthogonal
characteristics of the least square fitting polynomial as follows:

Qi = ∑
r

∑
c

f (r, c)Bi(r, c)
∑r ∑c B2

i (r, c)
, (4)

where Wi = ∑
r

∑
c

Bi(r,c)
∑r ∑c B2

i (r,c)
, and then Equation (4) can be obtained as

Qi = f (r, c) ∗Wi. (5)



Photonics 2022, 9, 13 4 of 15

Thus, Qi can be expressed as the convolution of the weight coefficient Wi and the
image f (r, c). The results of Wi can be obtained according to the characteristics of Bi(r, c).

Combined with the calculation principle of directional derivative, the first-order and
second-order derivatives of pixel (x, y) along with the direction vector γ can be obtained
as follows:

∂ f
∂γ

∣∣∣∣(x,y) =

(
Q2 −

17
5

Q7 − 2Q9

)
sinα +

(
Q3 −

17
5

Q10 − 2Q8

)
cosα (6)

and
∂2 f
∂γ2

∣∣∣∣(x,y) = 2Q4sin2α + 2Q5sinαcosα + 2Q6cos2α, (7)

where α represents the angle between the direction vector γ and the row direction of image.
Combined with Equations (6) and (7), it can be seen that the complexity in the

second-order derivative calculation process will be reduced from 2N to N. Therefore,
the second-order derivative is adopted in the subsequent characterization of the image cur-
vature in this paper. The weight coefficient W4, W5, W6 can also be obtained by combining
Equations (2)–(4).

W4 = 1
70


2 2 2 2 2
−1 −1 −1 −1 −1
−2 −2 −2 −2 −2
−1 −1 −1 −1 −1
2 2 2 2 2

W5 = 1
100


4 2 0 −2 −4
2 1 0 −1 −2
0 0 0 0 0
−2 −1 0 1 2
−4 −2 0 2 4



W6 = 1
70


2 −1 −2 −1 2
2 −1 −2 −1 2
2 −1 −2 −1 2
2 −1 −2 −1 2
2 −1 −2 −1 2

.

(8)

The second-order derivative in four directions of 0◦, 45◦, 90◦, and 135◦ can be obtained
according to Equations (7) and (8), which can be used for subsequent calculations.

2.2. Local Contrast Enhancement

The main objective of local contrast enhancement is to enhance the star target and
weaken the complex background. The second-order derivative characteristics of the star,
flat background, and complex background are analyzed.

As shown in Figures 3–5, the distribution of the second-order derivative of the star in
the derivation direction was characterized by the positive peak to the negative peak and
then to the positive peak. The non-uniformity noise exists mainly in the star image, and the
intensity of non-uniformity noise is not high, which has been verified on orbit. Therefore,
after calculating the second-order derivative of star image, the characteristics of noise
were not obvious in Figure 3. Besides, the peak characteristics of the second derivative
were relatively weak or even gentle in the areas where the flat background or complex
background exists. Therefore, the idea of an LCM can be used to enhance the target and
weaken the influence of the complex background.
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In this paper, a better method for local contrast enhancement was designed by com-
bining the second-order derivative values in the four directions.

As shown in Figure 6, five local second-order derivative patches, named P0, P1, P2,
P3, and P4, were obtained in the four directions of 0◦, 45◦, 90◦, and 135◦. The size of each
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patch is 3× 3. Here, P0 represents the mean value of the second-order derivative in the
middle 3× 3 region, and P0 ∈ {P0◦(i, j), P45◦(i, j), P90◦(i, j), P135◦(i, j)}.
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The values of P1, P2, P3, and P4 are different in the four directions of 0◦, 45◦, 90◦, and
135◦, which can be expressed as


P1 = P0◦(i, j− 5)
P2 = P0◦(i, j− 3)
P3 = P0◦(i, j + 3)
P4 = P0◦(i, j + 5)


P1 = P45◦(i− 5, j− 5)
P2 = P45◦(i− 3, j− 3)
P3 = P45◦(i + 3, j + 3)
P4 = P45◦(i + 5, j + 5)


P1 = P90◦(i− 5, j)
P2 = P90◦(i− 3, j)
P3 = P90◦(i + 3, j)
P4 = P90◦(i + 5, j)


P1 = P135◦(i− 5, j + 5)
P2 = P135◦(i− 3, j + 3)
P3 = P135◦(i + 3, j + 3)
P4 = P135◦(i + 5, j− 5)

. (9)

Here, P1, P2, P3, and P4 are mean values of the 3× 3 region when the center pixel is
shifted x pixel and y pixel in the column and row, respectively, where {x, y} ∈ {−5,−3, 3, 5}.

As shown in Figure 3, if α = 0◦, then, when the pixel (i, j) was inside the star, it could
be found that the mean value P0◦(i, j) in the central 3 × 3 region was negative. The mean
value of surrounding regions is positive.

This can be expressed as follows:
P0◦(i, j) < 0

P0◦(i, j− 3) > 0 and P0◦(i, j + 3) > 0
or P0◦(i, j− 5) > 0 and P0◦(i, j + 5) > 0

. (10)

Two adaptable windows are set at the same time to deal with stars of different sizes.
Because the second-order derivative of the star is varying from positive peak value to

negative peak value and then to positive peak value, the local contrast of the star can be
enhanced using this characteristic.

If α = 0◦ and P0, P1, P2, P3, and P4 meet the condition that

P2 > 0 && P0< 0 && P3 >0 or
P1 > 0 && P0< 0 && P4 >0

(11)
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then the enhanced local contrast map En(0◦) can be obtained as follows:

En(0◦) = (P2− P0 + P3) ∗ SIG
or (P1− P0 + P4) ∗ SIG,

(12)

where SIG is the attenuation factor of single-pixel noise (the second-order derivative of
single-pixel noise was similar to the star, so we add the attenuation factor) as follows:

SIG =

{
fm/ fc
1/10

(
fm
fc

)
< 1

else
, (13)

where

fm =
f (i− 1, j− 1) + f (i− 1, j) + f (i− 1, j + 1) + f (i, j− 1) + f (i, j + 1) + f (i + 1, j− 1) + f (i + 1, j) + f (i + 1, j + 1)

8

and
fc = f (i, j)

Here, f (i, j) is the pixel value in the position (i, j) of the star map, and fc is the central
pixel value, and fm is the mean value of the surrounding eight pixels. The factors SIG
weakened the single pixel noise, in which the middle pixel was particularly bright and the
surrounding eight pixels are weak.

For the cases where Equation (11) was not satisfied, it was composed of a flat back-
ground and stray light, and En(0◦) needed to be weakened by a dividing factor.

En(0◦) = (P2− P0 + P3)/100. (14)

Similarly, according to Figure 6, the second-order derivative map En(d◦) can be
calculated, where d ∈ (0, 45, 90, 135).

Normalization and removal of the negative value for the second-order derivative map
En(d◦) were required. The first step was to subtract the negative number.

If En(d◦) < 0, then we set En(d◦) = 0. This removed the negative peak value after the
second-order derivative operation and retained the local maximum positive peak value.

Then, the normalization operation was carried out and the normalized second-order
derivative map E(d◦) could be expressed as

E(d◦) =
En(d◦)

sum(En(d◦))
. (15)

Finally, the product of E(d◦) was used to balance the deviation of the second-order
derivative in each direction.

ft = ∏
d∈(0,45,90,135)

E(d◦). (16)

After local contrast enhancement, ft is obtained as the CMLCM value.

2.3. Block Threshold Segmentation

After the CMLCM value ft was obtained, the technology of block threshold segmen-
tation was used to locate the star position. The whole star image was cut into multiple
regions with a size of 256 × 256. The CMLCM mean value µi and variance σi of the
i-th region was calculated, and the segmentation threshold Ti of the i-th region can be
expressed as

Ti = s ∗ µi + l ∗ σi. (17)

As shown in Figure 7, the coordinate position of the star can be extracted after thresh-
old segmentation for each 256 × 256 region.
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The steps of the CMLCM algorithm are given in Algorithm 1.

Algorithm 1 CMLCM

Input: Original image f
Output: ft
1: Compute four second-order directional derivatives

P0◦ (i, j), P45◦ (i, j), P90◦ (i, j), and P135◦ (i, j)
2: Divide the image patch into 3 × 3 cells
3: Calculate the average value P0, P1, P2, and P3 of the patches
4: Calculate local contrast ma En(d◦), d ∈ {0◦, 45◦, 90◦, 135◦}
5: Remove the negative and normalization
6: Get the CMLCM value ft = ∏d∈(0,45,90,135) E(d◦)

3. Results
3.1. Experimental Conditions

The performance of the proposed CMLCM algorithm was evaluated experimentally.
The operating platform was a 2.5 GHz Intel I7 CPU with 16 GB of memory, and the
simulation software was MATLAB R2012b. The operating system was Windows 7.

Firstly, the influence of noise on real image was analyzed. The random noise was
added to the real image when the noise increased from 1% to 80% of the maximum star
gray value.

Imageafter = Imagebefore + Q∗max
(
max

(
Imagebefore

))
∗rand(M, N). (18)

where Q is the coefficient of noise, Qε{1%, 5%, 10%, 50%, 80%}. Imagebefore is the original
image, Imageafter is the image with added random noise. Max means the calculation of
maximum value. Rand means the random noise. M and N are the size of image.

Secondly, the CMLCM was applied to analyze the real image sequences. There were
seven real star image sequences (S1–S7) in the experiments. The sequences were the actual
star images taken by several models of star sensors in high and low orbits. There was
single-pixel noise, moonlight interference, sunlight interference, or earth-atmosphere light
interference in the star images. Sequence S1 was the condition when light leaked around
the hood, S2 to S5 were the conditions when sunlight and moonlight enter into the field of
view, S6 and S7 were the conditions when earth-atmosphere light entered into the field of
view. S1 to S7 can actually cover most conditions of complex backgrounds. The proposed
CMLCM algorithm was compared with other algorithms, such as TOPHAT [7], ZGQ [14],
LIU [11], LCM [16], MPCM [18], and MDWCM [19].

In Section 3.2.2, to compare the difference of star point extraction ability for different
algorithms, the star points after extraction were marked in the graph.
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In Section 3.2.3, the characteristics of the receiver operating characteristic (ROC) [21]
curve were analyzed. In the ROC curve, the horizontal axis represents the false alarm rate
p f and the vertical axis represents the detection rate pd, which can be expressed as{

pd = NC
NT

p f =
Ne
NP

, (19)

where NT represents the actual number of star targets in the star image, NC represents the
number of correctly detected targets, Ne represents the number of targets for error detection,
and NP represents the total number of targets detected by the algorithm (including correct
detections and false detections). The actual number and position of star targets in the star
image can be calculated by manual mark and searching the star library.

In Section 3.2.4, the CMLCM algorithm was compared with other algorithms to
measure the time consumption.

3.2. Experimental Results
3.2.1. The Analysis of the Influence of Noise on the Image

As shown from Figures 8–12, when the coefficient Q of noise grew, the three-dimensional
distribution of second-order derivative seemed noisier. However, if the coefficient Q of noise
was smaller than 50%, the output value ft locating in the position of star was relatively
larger than others around. The star can easily be detected by threshold segmentation.
Besides, it can be found that the noise in the actual star image is not serious and the
coefficient of noise is usually smaller than 10%. Therefore, it can be concluded that the
CMLCM algorithm is not sensitive to noise.
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Figure 10. The result with the noise whose coefficient Q is 10%: (a) the star image with added random
noise and (b–e) the three-dimensional distribution of the second-order derivative, (f) the output value
ft after CMLCM processing.

3.2.2. Comparison of the Star Point Extraction Effect

As shown in Figure 13, the proposed CMLCM algorithm and the compared algorithms,
TOPHAT, ZGQ, LIU, LCM, MPCM, and MDWCM, were applied to extract the star points
from S1 to S7. The first column in Figure 13 is the original input image, and the other
columns are the extracted effect of each algorithm. In the figures, all the detected stars
(including false stars) are marked with a 10× 10 white box.

As shown in Figure 13, the TOPHAT algorithm had strong detection ability in S2 and
S7. This means that weak stray light did not affect the detection ability of the TOPHAT
algorithm. However, when stray light occupied a large proportion in the field of view
or the gray value of stray light was high, the TOPHAT algorithm easily detected many
false stars.
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Compared with the TOPHAT algorithm, ZGQ had a great improvement in the sup-
pression of stray light. However, in S3, S4, and S5, when stray light with high energy such
as sunlight and moonlight entered the field of view, it was easy to raise the average value
of the curvature diagram. Therefore, many correct star points could not be extracted during
threshold segmentation, and some false star points were extracted.

Liu used the method of line detection with connected domain calculation to extract
stars. It can be found that the relatively bright connected regions caused by stray light were
mistakenly detected as stars in S3, S4, and S5. Furthermore, the earth-atmosphere light was
easily mistakenly detected as many connected domains when it was distributed in vertical
lines. This resulted in many false star targets.
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The detection ability of the LCM algorithm was similar to TOPHAT. It was also easy
for interference to be caused by sunlight and moonlight. Meanwhile, in S1, it was easy for
single-pixel noise to cause interference in the LCM algorithm. Moreover, in S7, many false
star points were detected if the energy distribution of stray light was relatively scattered.

In MPCM and MDWCM, there was some improvement in the local contrast enhance-
ment and stray light suppression. In S3, S4, and S5, only a few false stars were extracted
in the area of moon or sunlight (MPCM performed better than MDWCM). The number
of correct stars was also only a few. However, in S6, the continuous earth-atmosphere
light had a great influence on the MPCM algorithm, and there were many false stars
after detection.

In contrast, the proposed CMLCM algorithm could effectively detect many accurate
stars with the interference of single-pixel noise, moonlight, sunlight, or earth-atmosphere
light. It was not susceptible to the interference of complex backgrounds. Only a small
quantity of false targets were detected when there existed the small highlighted area in the
moonlight (S4), where the small highlighted area had the similar second-order derivative
like the star. However, these false stars are easy to be eliminated after the subsequent step
of star recognition, which will calculate the angular distance between stars and search them
in star library.

3.2.3. Analysis of the Receiver Operating Characteristic Curve

As shown in Figure 14, the ROC curve was calculated for the S1–S7 sequences. In the
figure, Pd represents the detection rate (pd in Equation (18)) and Pf represents the false
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alarm rate (p f in Equation (18)). A comparison of the algorithms shows that the detection
rate of the CMLCM algorithm was higher than the other algorithms when the false alarm
rate was the same in most situations. Considering that a star sensor does not need to
extract all the stars in the matching process, it could generally achieve perfect matching
and attitude measurement with eight to nine correct stars. Therefore, when the ultimate
detection rate was not pursued, the CMLCM algorithm could ensure a lower false alarm
rate to weaken the effect of false stars in the matching process.
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3.2.4. Time Consumption

Figure 15 shows a time consumption comparison among the different algorithms.
The calculation time of the algorithm was the statistics from the step of image input to
the step of threshold segmentation. As shown, the CMLCM algorithm proposed in this
paper required less time than most algorithms, while it was more time-consuming than
MPCM. Furthermore, based on the characteristics of the FPGA implementation platform,
the idea of parallelization and pipeline combination [22] can be adopted to simultaneously
calculate the second-order derivatives of multiple directions in FPGA. When the second-
order derivatives are calculated, the threshold of the previous frame can be used to carry
out segmentation of the image in this frame. This reduces the actual operation time greatly
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and the star image does not need to be scanned twice. Therefore, the CMLCM algorithm
has high practicability in engineering.
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4. Discussion

The experimental results indicated that the proposed CMLCM algorithm was not
sensitive to noise. Besides, compared with other algorithms, the CMLCM algorithm had
better star-extraction ability in complex backgrounds. At the same time, it had a higher
detection rate under the same false alarm rate than the other algorithms. Moreover, the
processing time of the algorithm was not high, and the overall architecture and calculation
process of the algorithm made it very suitable for the transplantation in an embedded
platform, which was of great help to actual on-orbit engineering. From the experimental
results, it can be seen that the CMLCM algorithm has strong extraction ability with the
interference of stray light, which can bring a great help to the performance of star sensor
on orbit.

5. Conclusions

Considering the difficulty of star extraction with the interference of complex back-
grounds, this paper proposes the CMLCM algorithm. The algorithm uses the second-order
derivative characteristics of the star and background in four directions to enhance the star
point and greatly suppress the complex background. Besides, it extracts the position of
the star point by local threshold segmentation. The experimental results indicated that the
CMLCM algorithm has high reliability and stability with the interference of stray light.

In the future, the CMLCM algorithm will be applied to an on-orbit task for further
verification and to improve the capability of resisting disturbance in the star sensor.
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