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Abstract: In the visible light positioning (VLP) system, the received signal strength (RSS) algorithm
has a better signal noise ratio performance than the time difference of arrival (TDOA) algorithm,
while the RSS algorithm needs to work under the condition that the transmitter and receiver are
strictly parallel. However, the receiver is prone to tilt due to environmental disturbances, which
reduces the accuracy of the RSS algorithm. For the tilted receiver, the TDOA algorithm has a higher
positioning accuracy than the RSS algorithm. In order to take full advantage of the two algorithms, we
propose a hybrid positioning algorithm to locate the tilted receiver by using a Gaussian process (GP).
The scheme separately uses RSS and the distance difference as the inputs of the GP model to estimate
the position of the receiver. Then, according to the proposed positioning selection strategy, the more
credible estimated position in our opinion is selected as the final estimated position. In addition, RSS
information in the hybrid algorithm is extracted from the TDOA signal, which allows the hybrid
algorithm to prevent an increase in the complexity of the VLP system. During the training and testing,
RSS is normalized to meet the order-of-magnitude requirements of the GP model on the input data.
Simulation results validate the hybrid algorithm based on a two-dimensional positioning system
for the tilted receiver. When the standard deviations of the azimuth angle and elevation angle are
1◦, the positioning accuracy of the hybrid algorithm is 53.7% higher than that of the RSS algorithm
using an artificial neural network, and 49.9% higher than that of the RSS algorithm using a GP. The
localization error under 1◦standard deviations of azimuth and elevation angles is 20.2% lower than
that under 20◦standard deviations of the two angles.

Keywords: Gaussian process (GP); RSS; TDOA; tilted receiver; visible light positioning (VLP)

1. Introduction

Due to the multi-path effects, a global position system (GPS) performs poorly by
attenuated satellite signals in the complicated indoor environment [1]. In order to solve this
problem, the development of indoor localization technology has been put on the agenda.
Indoor localization technology can be applied in many fields, including smart home robots,
the express delivery industry, and personnel supervision [2]. All these applications require
centimeter-level accuracy to work normally. Nowadays, mainstream indoor localization
technologies include Bluetooth, WiFi, and radio frequency (RF) identification [3], which use
RF signals to transmit data. However, high-frequency radio signals cause electromagnetic
leakage and cause health threats to the human body [4].

With the development of the light-emitting diode (LED) industry, visible light com-
munication (VLC) has become a new wireless communication technology to replace RF [5].
Visible light positioning (VLP) based on VLC is also considered as a new approach to indoor
localization, which can act as an illumination device and provide accurate positioning ser-
vices in the various application scenarios. It also prevents electromagnetic interference and
information leakage due to the confined space [6]. VLP technology is generally divided into
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two categories, where one is the imaging positioning method based on the features of the
image captured by the sensors, and the other one is the non-imaging positioning method
based on the processing of signals received by the photo-diode (PD). The non-imaging
positioning method is frequently used because of low cost and simple algorithm imple-
mentation. The current mainstream non-imaging positioning methods include received
signal strength (RSS), angle of arrival (AOA), time difference of arrival (TDOA), and phase
difference of arrival (PDOA) [7]. These methods assume that the receiver and transmitter
are parallel to each other. However, the receiver is prone to tilt due to environmental
disturbances, which reduces the accuracy of the positioning algorithm [8]. Therefore, many
positioning algorithms for the tilted receiver have been studied. In [9], a gyroscope is used
to provide the receiver’s tilted angle, and the weighting factors are introduced to compen-
sate for the estimated position of the receiver, where the scheme achieves centimeter-level
positioning accuracy. In [10], the receiver is mounted on a rotatable and retractable platform.
The attitude of the receiver is constantly changed to obtain multiple sets of measurement
experimental data. The position of the receiver is estimated based on the signals in different
azimuths, and the positioning accuracy of algorithm is centimeter-level. Both these schemes
add additional sensors to the algorithms to obtain the attitude information of the receiver,
which sacrifices system cost to improve positioning accuracy.

In addition to the above positioning algorithms, machine learning (ML) algorithms
have also been studied to locate the tilted receiver [11]. The ML algorithms do not describe
the specific form of the physical model, but build the set of mappings between the input
and output. The working mechanism prevents errors caused by inaccurate modeling
and reduces the correlation with disturbances. The ML algorithms build datasets to train
models in the working scenarios so as to estimate the output for a given input in the same
scenario [12]. In [13], a camera is used to capture the image of LED. Then, the relationship
between the features of LEDs’ image and the receiver’s position is established through
artificial neural network (ANN) and the scheme achieves centimeter-level positioning ac-
curacy. In [14], X-axis, Y-axis, and Z-axis coordinates of the receiver are estimated by three
neural networks, respectively. The positioning accuracy of the algorithm is millimeter-scale.
However, both of these schemes require large-scale training sets, which leads to an increase
in time cost. Some other ML algorithms are applied to deal with this type of problem.
In [15], the RSS algorithm using a Gaussian process (GP) is applied to reduce the amount of
samples in the training set and the positioning accuracy is centimeter-level. For the tilted
receivers, the TDOA algorithm has better positioning accuracy than the RSS algorithm,
while the TDOA algorithm is sensitive to environmental interference [16]. Although the
practical implementation of the TDOA algorithm is limited by various constraints, a corre-
lated TDOA positioning system has been proposed in [17] with a final localization error of
9.2 cm. Hence, the hybrid RSS–TDOA algorithm is considered as a scheme that takes full
advantage of the two algorithms.

Motivated by the above, we propose a hybrid RSS–TDOA positioning algorithm using
GP to locate the tilted receiver. The contributions are summarized as follows.

• We propose a hybrid RSS–TDOA positioning algorithm for the tilted receiver. The
scheme uses RSS and TDOA, respectively, in the GP model to estimate the position of
the receiver. Then, according to the proposed positioning selection strategy, the more
credible estimated position in the two algorithms is selected as the final estimated
position of the receiver. In addition, RSS information in the hybrid algorithm is
extracted from TDOA signals, which prevents the hybrid algorithm from increasing
the complexity of the system compared with using two data acquisition modules to
obtain different information.

• We introduce the GP algorithm to reduce the amount of samples in the training
set for the ML model. Compared with other ML algorithms, the GP algorithm has
better performance with a small training set. The GP model can provide us with
the distribution information of the estimated target which is used in the positioning
selection strategy. In addition, we derive the modified channel gain formula when
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the receiver is tilted. For the case in which the tilted angle is known, the received
signal strength at a certain point in space can be calculated by the modified formula,
which helps us to construct the test set to evaluate the hybrid algorithm. Finally, a
normalization method of GP is used to prevent accuracy degradation caused by the
data imbalance.

The remainder of this article is organized as follows. Section 2 describes the principle,
which includes the system model for VLP, GP, the positioning selection strategy, and
normalization of GP. The hybrid RSS–TDOA positioning algorithm is proposed in Section 3.
Section 4 discusses the simulation results. The conclusion is summarized in Section 5.

2. Principle
2.1. System Model

In this paper, a VLC system is considered, where four LEDs are mounted on the ceiling
of the room as transmitters for illumination. The LEDs are symmetrical with respect to
the center of the ceiling. The receiver is fixed on the observation plane, which receives
the signals from transmitters in the VLC channel. Due to the multi-path effects, the VLC
channel includes both light of sight (LOS) and non light of sight (NLOS) components [18].
We can effectively combat the multi-path effects through orthogonal frequency division
multiplexing (OFDM) technology [19], so here only the LOS component needs to be con-
sidered. According to the model of Lambertian radiation, when PD’s incidence angle is
smaller than PD’s field of view (FOV), the channel gain is given by [20]

GLOS =
(m + 1)A

2πD2 cosm(φ) cos(ψ)T(ψ)g(ψ), (1)

where A is the effective area of PD, an D is the distance between the transmitter and
receiver. The mode number m of Lambertian radiation is given by m = −ln 2/ln(cos Φ1/2),
where Φ1/2 is the semiangle at the half power of the transmitter. T(ψ) is the gain of
optical filter and g(ψ) is the gain of optical concentrator. φ and ψ are the radiation angle
of the transmitter and the incident angle of the PD, respectively. When the receiver and
transmitter are parallel, φ is equal to ψ.

We consider that the transmitter is perpendicular to the ceiling and the receiver is
tilted at a random altitude, as shown in Figure 1. The center of the room ground is the
coordinate origin (0, 0, 0). The coordinates of ith transmitter and receiver are (xi, yi, zi)
and (a, b, c), respectively. The attitude of the receiver is described by the azimuth angle α
and the elevation angle θ, where α and θ both follow the Gaussian distribution.

1
LED

3
LED

4
LED

D

d
Y

X

Y

Z
m̂

n̂

PD

d
X

2
LED

Figure 1. The system model.
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The azimuth angle α is the angle between the projection of the receiver’s normal
vector on the X-Y plane and the X-axis. The elevation angle θ is the angle between the
Z-axis and the normal vector of the receiver. The normal vector of the receiver is defined as
n̂ = [sin(θ) cos(α), sin(θ) sin(α), cos(θ)]T. According to the law of cosines, cos(ψ) in Equation (1) is given by

cos(ψ) =
Xd sin(θ) cos(α) + Yd sin(θ) sin(α) + Zd cos(θ)√

X2
d + Y2

d + Z2
d

. (2)

Xd is the distance between the transmitter and receiver in the X-axis direction, which can
be expressed as Xd = xi − a. Yd and Zd are the distance in the Y-axis and Z-axis directions,

respectively. Similarly, cos(φ) in Equation (1) is given by cos(φ) = Zd/
√

X2
d + Y2

d + Z2
d.

Substituting Equation (2) and cos(φ) into Equation (1), we obtain

GLOS =
(m + 1)A

2π(X2
d + Y2

d + Z2
d)

cosm(φ) cos(ψ)T(ψ)g(ψ)

=
(m + 1)A

2π(X2
d + Y2

d + Z2
d)

Zm
d Lp

(X2
d + Y2

d + Z2
d)

(m+1)/2

=
(m + 1)Ahm

2π

Lp

Dm+3

, (3)

where Lp = Xd sin(θ) cos(α) + Yd sin(θ) sin(α) + Zd cos(θ), D =
√

X2
d + Y2

d + Z2
d, h = Zd

and T(ψ) = g(ψ) = 1. h is equal to the height difference between transmitter and receiver.
We consider that the azimuth angle α and elevation angle θ both follow the Gaussian
distribution. The probability density function (PDF) can be expressed as follows:

f (α, µα, σα) =
1√

2πσα

e
−
(α− µα)2

2σ2
α

f (θ, µθ , σθ) =
1√

2πσθ

e
−
(θ − µθ)

2

2σ2
θ

, (4)

where σα and σθ , respectively, represent the variance in the azimuth angle and elevation
angle. Additionally, µα and µθ , respectively, are the mean of the azimuth angle and the
elevation angle. We use the localization error to evaluate the quality of the positioning
algorithm, which is given by

EL =
√
(x̂− x)2 + (ŷ− y)2, (5)

where (x, y) are the coordinates of ground truth, and (x̂, ŷ) are the estimated coordinates
of the receiver.

2.2. Gaussian Process

It is laborious to obtain signal information at multiple positions in the room. So, we
introduce the GP algorithm to reduce the amount of samples used for the training model,
which helps us to ease the workload of obtaining the dataset. GP is a supervised learning
method based on non-parametric Bayesian learning and Gaussian random process [21]. In
the case of small datasets, it generally performs better than other ML algorithms due to its
hyperparameter tuning. Moreover, the GP model can provide the probabilistic estimation,
which includes both the estimated mean and the estimated standard variance of the output
for a given arbitrary input.
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The GP model is defined by a mean function m(x) and a kernel function k(x), which
is expressed as y = f (x) ∼ GP[m(x), k(x)] [22]. It is considered as a sampling of the
multivariate Gaussian distribution, which is given by [23][

y
y∗

]
∼ N(0,

[
K KT

*
K* K**

]
), (6)

where y is the output of training set consisting of known data, and y∗ is the estimated
output for a new input. K, K* and K** are the kernel matrices, which are expressed as

K = k(xi, xj)

K* = k(x*, xi)

K** = k(x*, x*)

, (7)

where xi and xj are two different inputs in the training set, and x* is the new input. The
parameters in kernel function are determined by exact inference, which minimizes both
negative log marginal likelihood and partial derivatives of the hyperparameters. In this
way, we can obtain the Gaussian distribution of estimated output y∗, which is given by [24]

µ(y∗) = K*K−1y

σ(y∗) = K** − K*K−1KT
*

. (8)

The advantage of the GP model is that it can provide its statistical characteristics for
each estimation, instead of requiring multiple estimations for the same input to calculate
the mean and variance like other machine learning tools. The estimated output of the
GP model is the linear unbiased estimate. Its mean squared error (MSE) and variance
are consistent.

The GP model can be expressed as the functions f1 : xRSS→R2 and f2 : xTDOA→R2. f1
and f2 represent the estimated coordinates of receiver. In the RSS algorithm, xRSS is the
received signal strength (xRSS∈R4) from different transmitters. In the TDOA algorithm,
xTDOA is the distance difference (xTDOA∈R3) between different transmitters. The received
signal strength in the RSS algorithm can be extracted from the TDOA signal, which prevents
the hybrid algorithm from increasing the complexity of the system. In order to obtain
a good positioning performance, we use the data collected on the tilted receiver as the
training set to train the GP model. However, it is difficult to obtain the data at different tilted
angles. In the proposed algorithm, the data of the non-tilted receiver are used to train the
GP model, which saves the time cost to obtain the training set. After measuring the related
parameters of environmental noise and devices, the GP model can be trained by generating
multiple sets of simulated values. The test set of the GP model is constructed by the channel
gain formula derived in the previous section. A function that is zero everywhere is used
as the mean function. The squared exponential covariance function is used as the kernel
function, which is of the following form [25]

k(x, z) =
D

∏
p=1

σ2
f exp[−

(xp − zp)T P(xp − zp)

2
], (9)

where σf is the signal’s standard variance, and P is the diagonal matrix with a characteristic
length scale parameter D. There are many commonly used code packages for the GP model,
including GPML, GPstuff, GPflow, and GPyTorch. Among them, GPML is known for its
simple calling method and clear code logic, which is used as the implementation tool for
the proposed hybrid algorithm using GP.

2.3. The Positioning Selection Strategy

After obtaining the estimated positions of the two algorithms, we need to decide
which one is more credible. When the receiver is tilted, the localization error of the TDOA
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algorithm is smaller than that of the RSS algorithm. However, the TDOA algorithm is more
susceptible to environmental interference, which leads to unstable localization. In order
to improve the positioning accuracy, we apply a selection strategy based on the estimated
positions of the two algorithms. The GP model can provide the mean and standard
deviation of the estimated positions, which can be used for the following inferences.
When the mean of estimated position based on the TDOA algorithm is close to that based
on the RSS algorithm, and the standard variance of estimated position based on TDOA
algorithm is large, it can be considered that the estimated position of the RSS algorithm
is more credible at this time. Otherwise, the estimated position of the TDOA algorithm is
considered to be more credible. The selection strategies are expressed as

Pfinal =

PRSS
| PRSS − PTDOA |

σTDOA
≤ Pth

PTDOA otherwise.
, (10)

where PRSS is the mean of the estimated position based on the RSS algorithm, PTDOA is the
mean of the estimated position based on the TDOA algorithm, | · | is the Euclidean distance
between two points in space, σTDOA is the standard deviation of the position estimated
by the TDOA algorithm, and Pth is the decision threshold and its optimal value can be
obtained by multiple tests.

2.4. Normalization of Gaussian Process

In the above calculation, we need to be careful about the data imbalance problem. It
refers to the phenomenon that in ML algorithms, if there is an excessive order of magnitude
difference between the input and output of the model, it leads to performance degradation.
The output of the GP model is the estimated coordinate of the receiver, whose magnitude
depends on the size of the room. The input of the GP model in the TDOA algorithm is the
distance differences, whose magnitude is close to that of this model’s output. However,
in the RSS algorithm, the magnitude of the received signal strength ranges from 10−12 to
10−6, which leads to the data imbalance. Therefore, the received signal strength needs to be
normalized, which is expressed as

R′ =
R− 1

N ∑N
i=1 Ri

R
. (11)

R′ is the normalized received signal strength that is used for calculation in the GP model.
Ri is an item in the received strength dataset, which contains the received signal strength
of the non-tilted receiver from different transmitters. N is the length of the dataset. R can
either be a set of known inputs in the received signal strength dataset during the training
of the GP model or a new set of inputs during the evaluation of the performance of the
GP model.

3. Hybrid RSS–TDOA Positioning Algorithm

Based on the content mentioned above, we propose a hybrid RSS–TDOA positioning
algorithm for the tilted receiver. Figure 2 depicts the schematic diagram of the hybrid
algorithm. In the offline stage, considerable amounts of RSS and TDOA information are
measured in the room as the training set. Then, we calculate the mean of the measured RSS
information and normalize all the RSS information according to the proposed normalization
method. The RSS and TDOA information are used to train the GP model, respectively, and
thus the offline process ends. In the online stage, the real-time measured RSS and TDOA
information is, respectively, input to the GP model for estimation, and the more reliable one
of the two estimations output by the GP model is determined by the proposed positioning
selection strategy, which is considered as the final estimated position.
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Figure 2. Schematic diagram of the hybrid positioning algorithm based on GP.

4. Simulation
4.1. Simulation Setup

We consider an indoor VLP system, where the room size is 8 m × 8 m × 6 m. The
LEDs are mounted on the ceiling and their coordinates are (2, 2, 6), (2, −2, 6), (−2, 2, 6),
and (−2, −2, 6), which are driven by multiple quadrature amplitude modulation (MQAM)
with OFDM signals. The receiver is placed randomly in the room at a height of 0.8 m above
the floor, which has sufficient FOV to receive signals from any transmitter. The receiver
uses passive PD to capture optical signals, which saves energy compared with active
positioning systems such as an image sensor [26]. Table 1 depicts the specific parameters
of the transmitter and receiver, including the tilted angle, the number of LED, the LEDs’
power, etc. The power of the OFDM signal is identical for each LED. To simplify the
scheme, we assume that no obstacles between the transmitter and receiver can be found in
the room. The localization error when cumulative density functions (CDFs) are 95% is used
as the standard to evaluate the performance of the algorithm under different conditions,
which is denoted as the P95-error.

Table 1. The system parameters of the simulation setup.

Parameters Values

Number of LEDs 4
Height of receiver 0.8 m

Power of OFDM signal for each LED 3.75 W
Size of training set for GP model 100

Size of test set for GP model 101× 101
Standard deviation of the tilted receiver σα = σθ = 1◦

Standard deviation of
the distance difference error in TDOA algorithm σd = 1 cm

The semiangle at half power 60◦

The Lambertian radiation pattern 1
The responsivity of PD 0.6 A/W

Bandwidth 100 MHz

4.2. Simulation Results and Discussions
4.2.1. Effect of Training Set Size on Positioning Performance

Firstly, we investigate the effect of training set size on the performance of the hybrid
positioning algorithm. The standard deviations of the azimuth angle σα and elevation
angle σθ are set to 1◦. The training set size N is taken as 64, 100, 144, and 196, respectively.
Figure 3 depicts the CDFs of localization error for various training set sizes. P95-error for
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N = 196 is 4.58 cm, P95-error for N = 144 is 4.75 cm, P95-error for N = 100 is 4.98 cm, and
P95-error for N = 64 is 6.96 cm. As the training set size N increases, the localization error
of the hybrid algorithm decreases. When N is equal to 100, 144, or 196, the localization
error is approximately the same. The large training set increases the time cost. Therefore,
we can ease the workload by selecting a reliable training set size. When the training set
size N is increased to 1024, the positioning accuracy is not remarkably improved, because
the training set of the GP model is too large to cause an overfitting problem. So, we chose
100 as the size N of the training set according to the simulation results.

0 2 4 6 8 10 12

Localization Error (cm)

0

0.2

0.4

0.6

0.8

1

C
D

F

GP-Hybrid-64

GP-Hybrid-100

GP-Hybrid-144

GP-Hybrid-196

GP-Hybrid-1024

Figure 3. The CDFs of the localization error when σα = σθ = 1◦, σd = 1 cm , Pth = 0.3 for various
sizes N of training sets.

4.2.2. Effect of Decision Threshold on Positioning Performance

Secondly, we study the relationship between positioning accuracy and decision thresh-
old Pth. When the training set size N is 100, the standard deviations of the azimuth angle
σα and elevation angle σθ are both 1◦. Figure 4 depicts the CDFs of localization error for
various values of Pth. The positioning accuracy decreases with the increase in decision
threshold Pth. When Pth is greater than 0.9, the P95-error is at least 6.25 cm. The P95-error
drops to 4.98 cm when Pth decreases to 0.3. This is because the trust of the TDOA algorithm
increases as Pth decreases. The positioning accuracy of the TDOA algorithm is higher than
that of the RSS algorithm in this scenario. Therefore, we set the decision threshold Pth to
0.3 for high positioning accuracy.

0 2 4 6 8 10 12

Localization Error (cm)

0

0.2

0.4

0.6

0.8

1

C
D

F

P
th

 = 0.3

P
th

 = 0.9

P
th

 = 1.5

P
th

 = 2.1

P
th

 = 2.7

Figure 4. The CDFs of the localization error when σα = σθ = 1◦, σd = 1 cm , N = 100 for various
decision thresholds Pth.
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4.2.3. Effect of Standard Variance of Receiver’s Tilted Angle on Positioning Performance

Thirdly, we investigate the effect of standard variance of the receiver’s tilted angle on
the positioning accuracy. We assume that both σα and σθ are equal to σ. Figure 5 depicts
the CDFs of localization error for various values of σ. The P95-error for σ = 1◦ is 4.98 cm.
As the standard variance σ increases, the P95-error for σ = 20◦ increases to 6.24 cm. When
the standard variance of the tilted angle increases, the P95-error increases slowly, which
shows that the hybrid algorithm adapts to the changing environment well.

0 2 4 6 8 10 12

Localization Error (cm)

0

0.2

0.4

0.6

0.8

1

C
D

F

 = 1
°

 = 2
°

 = 5
°

 = 10
°

 = 20
°

Figure 5. The CDFs of the localization error when N = 100, σd = 1 cm, Pth = 0.3 for various σα and
σθ(σ = σα = σθ).

4.2.4. Positioning Performance Comparison of Different ML Algorithms and
Hybrid Algorithm

Fourthly, we compare the positioning accuracy of the hybrid algorithm with other
ML algorithms including ANN–RSS, GP–RSS. The hidden layer of ANN for comparison
has two layers where the numbers of neurons are 6 and 3, respectively. Figure 6 depicts
the CDFs of localization error for various algorithms. P95-error for the GP-Hybrid is
4.98 cm, P95-error for GP-RSS is 9.94 cm, and P95-error for ANN-RSS is 10.75 cm. The
positioning accuracy of the positioning algorithm using GP is higher than when using
ANN. It is consistent with the expectation that the GP algorithm is better than the ANN
algorithm with the small training set. The proposed hybrid positioning algorithm is more
suitable for the situation of the tilted receiver than that based on the RSS. This is because
when the accuracy of the RSS algorithm is affected by the tilted angle of the receiver,
the TDOA algorithm has an advantage in the positioning selection strategy so that an
objective final positioning result can still be obtained. Additionally, if TDOA information
is delayed for some reason, the hybrid algorithm can still locate the receiver through RSS
information. The robustness of the VLP system refers to the ability of the receiver to provide
relatively accurate positioning results when the quality of measurement data degrades [27].
Regarding the proposed hybrid algorithm, if either the TDOA or RSS algorithm is not
interrupted, the accuracy of the hybrid algorithm can be achieved, which guarantees
the robustness.
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0 2 4 6 8 10 12
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0

0.2

0.4

0.6

0.8

1

C
D

F

ANN-RSS

GP-RSS

DL-Hybrid

GP-Hybrid

Figure 6. The CDFs of the localization error when N = 100, σα = σθ = 1◦, σd = 1 cm, Pth = 0.3 for
various ML algorithms.

In Figure 6, we also compare a deep learning (DL)-hybrid algorithm with the proposed
hybrid algorithm to show the superiority of the GP algorithm. The DL network used
for comparison is transformed from the VGGish network model, and it uses the Adam
optimizer in the training. The maximum number of epochs and minimum batch size
used for training are set to 400 and 64, respectively. The initial learning rate and gradient
threshold are set to 0.002 and 1, respectively. The number of the training set is set to
196 to observe the performance of the deep learning network under the largest training set.
The input of the DL network is the combined information of the RSS and TDOA, and the
output is the estimation of the receiver’s three-dimensional coordinates. The performance
of the DL algorithm is slightly better than that of the ANN algorithm, indicating that the
multi-layer network has a better positioning accuracy for the tilted receiver. However, even
with a considerable number of training sets, the performance of the DL network still lags
behind the GP algorithm when the training set size N is 100, which shows that the GP
algorithm is more suitable for working with small-scale training sets than the DL network.

4.2.5. Positioning Performance and Prospect of Hybrid Algorithm in Three-Dimensional
(3D) Positioning System

Lastly, we investigate the performance of the proposed algorithm in a three-dimensional
(3D) positioning system. The training set of the GP model is still the received data of the non-
tilted receiver installed at a height of 0.8 m. The height of receivers in the test set is changed
to a normal distribution with a mean of 0.8 m and a standard deviation of 0.05 m. Due to
the addition of the one-dimensional estimation coordinate, the training set sizes of the GP
model are increased to at least 144. Figure 7 depicts the CDFs of localization error in the 3D
positioning system for various training set sizes. The P95-errors for N = 144, 196, 324, 400
are all about 11.55 cm. As the size of the training set increases, we can build the datasets
at multiple heights to train the GP model, which obtains better positioning performance
compared to acquiring the datasets at a fixed height.
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Figure 7. The CDFs of the localization error in a 3D positioning system when σα = σθ = 1◦, σd = 1 cm,
Pth = 0.3 for various sizes N of training sets.

5. Conclusions

This paper proposes a hybrid RSS–TDOA positioning algorithm using GP for the
case of the tilted receiver. The scheme uses, separately, RSS and distance difference as the
inputs of the GP model to estimate the position of the receiver. According to the proposed
positioning selection strategy, the more credible one in the estimated positions of the two
algorithms is selected as the final estimated position. In addition, the scheme eases the
workload of obtaining the training set by introducing the GP algorithm. In the simulation,
we study the effects of training set size and decision threshold on the performance of
the hybrid algorithm. We also compare the performance of different ML algorithms and
investigate the performance of the hybrid algorithm at different standard variances of the
tilted angle. The simulation results show that the performance of the positioning algorithm
using GP is better than that using ANN with the small training set. By adjusting the
parameters including the size of the training set and the decision threshold, the hybrid
algorithm still performs well when the receiver is tilted seriously. When the standard
deviations σα and σθ of the tilted angle are 1◦, the positioning accuracy of the hybrid
algorithm is 53.7% higher than that of the ANN–RSS algorithm, and 49.9% higher than that
of the GP–RSS algorithm.
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