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Abstract: Attosecond streaking provides an extremely high temporal resolution for characterizing
light pulses and photoionization processes with attosecond (10−18 s) accuracy, which employs a
laser as a streaking field to deflect electrons generated by photoionization. The current attosecond
streaking requires a time delay scan between the attosecond pulses and streaking field with attosecond
accuracy and a femtosecond range, which is difficult to realize real-time measurement. In this study,
we theoretically propose a non-collinear attosecond streaking scheme without the time delay scan,
enabling real-time and even the potential to perform single-shot attosecond pulse measurement.
In the proposal, time-delay information is projected into longitudinal space, both horizontally and
vertically, enabling attosecond pulse characterization with temporal-spatial coupling. From our
calculation, down to 70 as pulses with pulse front and wavefront tilt are characterized with high
accuracy. Our study not only provides a method toward real-time attosecond pulse measurement,
but also an approach for attosecond pump-probe experiments without time delay scan.

Keywords: attosecond pulse characterization; non-collinear propagation; photoelectron detection;
attosecond streak camera

1. Introduction

At the beginning of this century, generation of attosecond pulses was demonstrated
and reported [1–3]. Subsequently, attosecond pulses have been employed in a variety of
pioneering ultrafast research fields [4–9]. Because the attosecond pulse is currently the
shortest pulse that scientists can generate [10,11], there is no method that can be employed
for directly characterizing its temporal information. Thus, several schemes have been pro-
posed and demonstrated to indirectly characterize attosecond pulses such as laser-assisted
lateral x-ray photoionization [12], reconstruction of attosecond harmonic beating by inter-
ference of two-photon transitions (RABBITT) [13], and the attosecond streak camera [14],
which requires a retrieval algorithm to obtain the pulse duration and chirp of attosecond
pulses. Frequency-resolved optical gating for complete reconstruction of attosecond bursts
(FROG-CRAB) [15,16] is one of the mostly employed techniques. This method is valid when
central momentum approximation (CMA) is applicable, which requires that the bandwidth
is small compared with the central wavelength of the attosecond pulses. Another method,
Phase Retrieval by Omega Oscillation Filtering (PROOF) [17], was proposed to circumvent
the CMA limitation in FROG-CRAB and could be used to characterize broadband attosec-
ond pulses. However, PROOF limits one to streaking fields that are within the perturbative
intensity regime and is restricted to relatively longer streaking pulse durations. Later, sev-
eral other algorithms were developed to improve the retrieval of attosecond pulses, such
as ePIE [18], VTGPA [19], PROBP [20,21], and iPROOF [22]. In 2019, an algorithm using
the neural network method [23] was proposed, and was able to retrieve attosecond pulses
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instantaneously. Besides the retrieval of attosecond pulses from the photoelectron spectro-
gram, there is another kind of all-optical attosecond pulse characterization method [24–27],
in which the attosecond pulse generation process is perturbed by an extra weak laser
pulse, and the generated attosecond pulse spectrum is collected to retrieve its temporal
information. All the methods mentioned above are based on time-consuming experimental
setups that conduct a time delay scan between the measured attosecond pulse and an extra
infrared (IR) laser pulse. This experiment runs for tens of minutes or even hours to collect
one set of spectrogram data. Therefore, it is unsuitable for real-time measurement and
especially difficult for the characterization of low repetition rate attosecond pulses [28].
Recently, a 10 Hz gigawatt-class attosecond pulse was generated and characterized by
directly collecting time-of-flight (TOF) electron signals with an oscilloscope instead of a
digital converter in the counting mode, after great effort to improve the long-term stability
of the entire laser system [29]. Thus, the attosecond pulse characterization method, which
enables real-time measurement is highly demanded.

In this paper, we theoretically propose a non-collinear attosecond streaking method,
which projects the time-delay information into the longitudinal space along the laser propa-
gation path, other than the conventionally used transverse space in the non-collinear setup
to measure femtosecond pulses [30,31]. The space-resolved photoelectron spectrograms are
then used to retrieve both the temporal and wavefront information of the measured attosec-
ond pulses. Because no delay scan is required, our proposal enables real-time attosecond
pulse measurement. With a proper photoelectron imaging and detection system, this non-
collinear setup will even enable single-shot attosecond streaking if the space-charge effects
can be dealt with carefully and properly. Moreover, attosecond pump-probe experiments
on gaseous atoms or molecules can also be carried out employing this method, which
facilitates the evaluation of the evolution of the ultrafast dynamics.

2. Scheme and Methods
2.1. General Scheme

The attosecond streak camera measures the energy spectrum of photoelectrons from
the ionization of inert gas atoms by the measured extreme ultraviolet (XUV) pulse in the
presence of a collinearly propagated IR laser pulse. For a certain inert gas, e. g. argon,
the photoionization cross-section is nearly constant over the bandwidth of the current
attosecond XUV pulses obtained through spectral filtering, the transition dipole matrix
element can be assumed to be constant and is safely ignored [32]. The obtained spectrogram
S(p, τ) of the photoionized electrons can be expressed as Equation (1), under the single
active electron approximation [15]

S(p, τ) =

∣∣∣∣∫ ∞

−∞
EX(t− τ) exp[−iϕ(t)] exp

[
i
(

p2

2
+ Ip

)
t
]

dt
∣∣∣∣2 (1)

ϕ(t) =
∫ ∞

t

[
pc AIR

(
t′
)
+

A2
IR(t

′)

2

]
dt′ (2)

In these expressions, p is the final momentum of the electron in the continuum,
pc is the central momentum of the unstreaked photoelectrons, Ip is the ionization potential
of the atom, τ is the delay between the XUV and IR pulses, AIR(t) is the vector potential
of the IR pulse and AIR(t) = −

∫ t
−∞ EIR(t′)dt′, EX(t) represents the complex value of the

XUV field, and ϕ(t) is the quantum phase shift that the electron acquires because of its
interaction with the IR laser field after the moment of ionization. Equations (1) and (2) are
expressed in atomic units.

For the method proposed in this paper, time delay τ in Equation (1) can be mapped
into the propagation distance z. As shown in Figure 1, the x-polarized XUV and IR pulses
propagate along the z axis through a low pressure gas medium with a small angle θ between
them on the y-z plane. XUV pulse at different positions thus experience different time
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delays from the streaking IR pulse. Spatially resolving the energy spectrum of the electrons
on the y-z plane will finally yield

S′(p, z, y) =
∣∣∣∣∫ ∞

−∞
EX(t, z, y) exp

[
−iϕ′(t, zir, yir)

]
exp

[
i
(

p2

2
+ Ip

)
t
]

dt
∣∣∣∣2 (3)

ϕ′(t, zir, yir) =
∫ ∞

t

[
pc AIR

(
t′, zir, yir

)
+

A2
IR(t

′, zir, yir)

2

]
dt′ (4)

where zir = z cos θ− y sin θ, and yir = z sin θ + y cos θ in Equation (3). These are the general
equations without considering the available spatial resolution from the photoelectron
imaging system and delay-line-detector (DLD). The sliced streaking traces in the lower left
of Figure 1 are from different lines of the DLD output data, e.g., S′(p, z, y = −1, 0, 1).
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Figure 1. Illustration of the non-collinear attosecond streaking setup. x-polarized XUV and IR pulses
propagate at a small angle and interacts with inert gas atoms around the focus. Photoelectrons
generated within the detection region of the magnet-based TOF spectrometer are guided through the
magnetic field and finally hit the DLD. The position and arrival time of the electron are recorded and
transformed to the 3D electron spectrogram.

2.2. Mapping Time-Delay to Space

Mapping time-delay to a transverse plane of two non-collinearly propagated laser
pulses has been applied in single shot femtosecond pulse characterizations [30,31]. In this
paper, time-delay is mapped to the longitudinal plane to detect photoelectrons generated
along the laser polarization direction, which comes along naturally with the problems of
laser propagating through gas medium.

To retrieve the temporal information of the XUV pulses, Equation (3) indicates that
the XUV pulse should be transparent while propagating through the gas medium. The
transmission through 2 mm argon with a maximum pressure of 1 Pa in the 20–300 eV range
is calculated [33] to be higher than 99.7%, which is good enough for the retrieval of the
XUV pulses.

For the refraction of the XUV and IR lasers, according to [34,35],

nxuv = 1− 1/2π·Nreλ2 f1n2
ir = 1 +

p
p0
·T0

T
·
[

B1λ2

λ2 − C1
+

B2λ2

λ2 − C2

]
p0,T0
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where N is the number of atoms per unit volume, re is the classic electron radius, f 1 is the
scattering factor of atoms which can be found in [33], and nir is the Sellmeier formula for
gases. For XUV pulses centered at 85 eV and IR lasers centered at 800 nm, the refraction-
induced relative delays between them are z(nir − nxuv)/c, which is far less than 1 as for
z = 2 mm under argon gas pressure of 1 Pa. The carrier-envelope-phase (CEP) change
of the few-cycle IR pulse itself has also been calculated and is less than 1 µrad, which
is neglectable.

If the two pulses are both spatially and temporally overlapped at z = 0, then the relative
time delay from the angle induced light path difference at position z will be

∆tz = (z− z cos θ)/c (5)

which introduces a time-delay of 9.1 fs for a propagation range of 2 mm and angle of
3 degrees. Increasing the propagation range or cross angle θ will increase the effective time
delays between the two pulses. By loosely focusing the IR field with a Rayleigh length zR1
larger than 100 mm, the geometrical phase variation tan−1(z/zR1) can be controlled to be
less than 20 mrad (an extra time-delay of 8 as through a propagation range of 2 mm), which
could be neglected compared with the time delay introduced by the propagation angle.

2.3. Time-Delay Resolution

Because time-delay is mapped to the propagation distance z, the spatial resolution
along this direction will serve as a time-delay resolution based on Equation (5), which is
similar to the time-delay of driving laser in a collinear attosecond streaking setup [36,37],
or the phase variation of the laser field mentioned in [14]. A spatially resolved photo-
electron spectrogram could be realized through magnetic-bottle time-of-flight (MB-TOF)
technology [38–40], which has been mainly used as a point source electron spectrometer
in the attosecond streaking community [41,42]. Photoelectrons from the initial ionization
location are imaged to the front surface of the final DLD [43] or a MCP detector with a
phosphor screen followed by a Timepix3 camera [44], which have both temporal and spatial
resolutions, to obtain the spectrogram data of S′(p, z, y).

The schematic diagram of the laser-atom interaction zone is shown in Figure 2b. The
IR beam size is much larger than that of the XUV beam. Photoelectrons are generated
along the XUV beam path through single photon ionization in the presence of the IR laser
field. A portion of the generated electrons, indicated inside the dashed rectangular green
box, will be collected along the polarization direction to obtain its electron spectrogram.
Photoelectrons at different positions on the longitudinal plane experience different time
delays of the IR laser, which is illustrated in detail by the longitudinal cross section of the
setup in Figure 2a. Limited by the spatial resolution of the photoelectron imaging and
detection system, the spatially unresolvable region is shown as the dashed square green
box, with half height Re. Point A, B, and D are electron sources within the unresolved
region and the corresponding positions of the streaking IR fields are marked by dashed
tilted red lines m, n and p. Thus, the time delay resolution is 2Resinθ/c along y axis, and
2Re(1− cosθ)/c along the z axis. The ratio sinθ/(1− cosθ) is 38 with an angle of 3 degrees.
This means that the time delay resolution will mainly depend on the spatial resolution
along the y axis. Therefore, the final spectrogram at a certain position z0 will be smeared as
a summation of all the electrons within this region,

Ssmear(p, z0) =
∫ Re

−Re
S′(p, z0, y)dy (6)

When the spatial resolution is not high enough, collecting electrons from a narrow
slice along the XUV beam path can decrease this time-delay smearing effect.
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Figure 2. Illustration of light-atom interaction region. (a) Enlarged longitudinal cross section of
the XUV and IR beam. k0 and k1 are the wave vectors of XUV and IR pulses respectively and
crossed at their focus points. Red dashed lines m, n, and p indicate three different IR pulse positions
corresponding to photoelectrons generated at three different points A, B, and D of the XUV beam
along the vertical direction, respectively. Photoelectrons generated inside the dashed square green
box with half height Re are supposed to be spatially unresolved by the imaging system and DLD.
(b) Inert gas atoms (large blue dot) are full around the IR laser path (large pink cylinder), whereas
the photoelectrons (small black dot) are generated within the much smaller XUV beam path (small
purple cylinder), which crosses through the IR beam path near the focus.

2.4. XUV Pulse Retrieval

In this paper, PCGPA [15] and ePIE are employed for the pulse retrieval. Because
attosecond streaking from a point source is extended to a 2D spatial region, the laser
functions of time and 2D space should be considered. The femtosecond IR Gaussian pulse
can be written as [45],

EIR(t, z, r1) =
i

i + z
zR1

exp

[
−2ln2

(t− z/c)2

τ2
1

+ i(ω1t− k1z + ϕ1)−
r2

1
w2

1

i
i + z

zR1

]
(7)

with c as the speed of light, τ1 as the pulse duration (i.e., the full width at half maximum
of the intensity envelope), ω1 as the central frequency, ϕ1 as the carrier envelope phase,
k1 as the wave vector, zR1 = πw2

1/λ as the Rayleigh length, and w1 as the beam waist. To
fit the retrieval algorithm, Equation (7) must be simplified to a function of only t and z, and
z should function the same as t.

This could be accomplished if we focus on the temporal structure of the XUV field
and assume that both the XUV and IR pulses are loosely focused. In this way, the Rayleigh
length zR1 is much larger than the propagation distance z, and laser Equation (7) can be
simplified to

EIR = EIR1(t− z/c)EIR2(r1) (8)

Similarly, the XUV pulse could be written as

EX = EX1(t− z/c)EX2(r0) (9)

Thus, Equation (3) becomes

S′(p, z, y) = E2
X2(y)

∣∣∣∣∫ ∞

−∞
EX1(t− z/c) exp

[
−iϕ′

(
t− zir

c
, yir

)]
exp

[
i
(

p2

2
+ Ip

)
t
]

dt
∣∣∣∣2 (10)

EIR2(y) in the phase function ϕ′(t− zir/c, yir) can be viewed as the streaking laser
intensity variation, which was studied in [37]. Equation (10) shows that this spectrogram
could be used to retrieve the attosecond XUV field using the FROG-CRAB method.
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3. Results

We first demonstrate in the time domain that non-collinear attosecond streaking can
be used to characterize XUV pulses, along with the limitations of this setup. We also
identify the maximum smearing effect that is within the tolerance to accurately retrieve the
attosecond XUV pulses. We then proceed to demonstrate in the spatial domain that this
setup can be used to characterize the XUV pulse front tilt and wavefront tilt.

3.1. Temporal Domain Characterization

The simulated streaking IR field is centered at 800 nm, with a peak intensity of
approximately 0.25× 1013 W/cm2, and pulse duration of 8.9 fs with no chirp. It is relatively
easy to experimentally obtain this kind of pulses because Ti: sapphire femtosecond laser
is widely employed. To best fit the CMA requirement of the retrieval algorithm, the XUV
field to be measured is supposed to center at 85 eV, with a pulse duration of 170 as, i.e.,
bandwidth of approximately 10 eV, and is linearly negative chirped in the temporal domain.
The two pulses are spatially and temporally well overlapped in the center of the focus
point. For simplicity, only the photoelectrons generated on the axes are considered, i.e.,
y = 0 in Equation (10).

When θ = 3◦, a 2 mm detection length (i.e., propagation range of z ∈ [−1, 1] mm)
introduces a delay time of 9 fs as calculated by Equation (5). The XUV beam waist is set
as 40 µm, which can be achieved experimentally. By adjusting the IR laser beam waist
in Equation (7), which changes the Rayleigh length and Gouy phase of the IR beam, a
set of spectrograms is obtained based on Equation (10), as shown in Figure 3. The time
delay introduced from the Gouy phase as mentioned in Section 2.2 are also considered
here. It can be clearly observed that the spectrograms are significantly influenced by the
streaking beam size. Particularly, when it is focused to a few micrometers, the streak-
ing laser electric field is strongly deformed along the transverse direction. Therefore,
most of the spectrogram data along the time-delay axis (i.e., XUV propagation axis) are
merely unstreaked XUV spectrum; only a small part around the focus point contains XUV
phase information.
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We use the root mean square (RMS) error to quantitatively define the convergence of

the retrieval algorithm, which is defined as σ =
√

∑i(Xr,i − Xs,i)
2/N, where Xr represents

the retrieved data, Xs is the simulated data, and N is the data array length. The correspond-
ing RMS errors of Figure 3 are shown in Figure 4a. The XUV pulse can be reconstructed
very well with the IR beam size larger than a few tens of micrometers. However, the RMS
errors start to occur when the IR beam size is below 30 µm. Two reasons may help to
explain this phenomenon. First, to conduct an attosecond streaking experiment, the pulse
duration of the streaking field should be no less than one cycle. This cannot be satisfied
when the streaking beam is tightly focused, which can be observed from Figure 3c. Second,
for this non-collinear attosecond streaking setup, the streaked XUV spectrum at different
time delays are streaked by slightly different IR wave functions. This is inconsistent with
the retrieval method, which aims to search for one certain XUV field and one certain
streaking field. In this situation, it is confirmed that the streaking field cannot be correctly
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reconstructed, and neither can the XUV field. Particularly, when the IR field is tightly
focused, the error will increase because the range of the streaking function that is contained
within one spectrogram will increase.
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Figure 4. (a) RMS error between simulated and retrieved spectrogram (green triangle line), and XUV
pulse phase (blue square line), intensity (black star line), and duration (red circle line). (b) Simulated
intensity (black solid line) and phase (black dashed line) of XUV pulses. Retrieved intensity (red circle,
blue star) and phase (red dashed-circle line, blue dashed-star line) from spectrograms with streaking
IR laser beam waist of 100 µm with ePIE and PCGPA algorithm, respectively.

For detection systems with a low spatial resolution, sparse sampling along the propa-
gation direction could be an option. To verify whether sparsely sampled spectrogram data
can be used to retrieve the XUV pulse, the ePIE method was employed. The spectrogram
data were simulated for sampling at 0.49 eV per step with 512 steps covering 0 to 170 eV
in the energy spectrum and 120 as per step with 128 steps starting from −7.6 to 7.6 fs
in the time-delay range, respectively. The data are interpolated to 512 × 512 to satisfy
the requirement of the PCGPA. For comparison, 40 samples were recorded for ePIE with
no further interpolation, at 221 as per step starting from −4.3 fs to 4.3 fs for the time-
delay range. The retrieved intensity and phase of the XUV pulse streaked by an IR laser
with beam waist size of 100 µm are shown in Figure 4b, using both the PCGPA and ePIE
method. It shows that ePIE can correctly retrieve the XUV pulse from sparsely sampled
spectrogram data.

The RMS errors of the retrieval with different simulated pulse durations are shown in
Figure 5. The phase and duration errors are less than 10% throughout our simulation in the
range of 50 to 500 as. XUV pulse duration down to 70 as can be retrieved with good accuracy.
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Figure 5. RMS errors of the retrieved phase, intensity, spectrogram, and pulse duration from different
attosecond XUV pulse durations with the same chirp and central wavelength.

Photoelectrons are assumed to be generated from point sources along the XUV propa-
gation direction in the calculations above. It is actually generated at all the places where
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the XUV pulse interacts with inert gas atoms, and is then collected by the imaging and
detection system with a limited spatial resolution as illustrated in Figure 2. From the calcu-
lations above, the streaking IR beam waist is set at w1 = 100 µm and the XUV beam waist
w0 = 40 µm. Spectrograms are calculated from Equation (6) based on the laser functions
from Equations (8) and (9).

Figure 6 shows the spectrograms calculated with varied Re. The streaking trace is
smeared out even when Re is as small as 10 µm. The time-delay difference along the
y axis would be as high as 350 as with Re = 1 µm, and the XUV pulse is well-reconstructed
in this case as shown in Figure 7a. Figure 7b shows the RMS error of the reconstructed
spectrogram and the retrieved XUV pulse phase, intensity, and pulse duration. As the
red arrow points out, the error of the retrieved pulse duration is lower than 5% when
Re ≤ 1 µm, and higher than 10% when Re ≥ 4 µm. Compared with the streaking IR laser
period T0, based on our simulation, time-delay smearing of less than T0/8 can be tolerated,
or more explicitly, 2Re sin θ < λ/8, where λ is the central wavelength of the streaking
laser. The result in our simulation matched well with the phase variation requirement
(< 2πτxuv/τir) for the attosecond streak camera proposed by [14] and with the requirement
for the driving laser jitter from [37]. Because shot noise has a slight effect on the retrieval of
single attosecond pulses with the PCGPA algorithm if the photoelectron counts are not too
low [37], it is not considered in our simulation.
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Figure 7. (a) Simulated XUV intensity (black solid line) and phase (black dashed line), retrieved
intensity (red dashed-circle line, blue dashed-star line) and phase (red circle, blue star) of XUV pulses
with Re = 1 µm and Re = 4 µm. (b) RMS error of the reconstructed spectrogram and retrieved XUV
pulse phase, intensity, and duration.

3.2. Spatial Domain Characterization

Apart from the characterization of the XUV pulse in the temporal domain, pulse
front tilting and wave front aberrations of the XUV beam, can also be characterized with
a spatially resolved non-collinear attosecond streaking setup, if the streaking laser beam
profile is assumed to be with no aberration.

As shown in Figure 8a, the XUV pulse front is set to be tilted linearly along the
y axis, which adds extra time delays between the XUV and IR pulses at different y positions,
compared to the pulse on the axis. Because pulse front tilting only alters the time delay
between the two pulses, the intensity and shape of the spectrograms at different y positions
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should remain the same, as shown in Figure 8c. The spectrogram is only shifted left or right
according to the effective time delays, which comes from the shifted distance along the
y axis and the XUV pulse front tilting along the propagation direction z. The former one can
be calculated from ysinθ/c, which is then used to compensate and realign the spectrogram,
as indicated by the dashed black line across Figure 8c. The locations where time-delay
should be the same if XUV pulse front tilting is not considered are marked by solid red
circles, and the dashed red line connecting these solid red circles shows the tilted XUV
pulse front, which can be detected by the spatially resolved spectrogram. Figure 8b shows
the simulated and calculated pulse front tilting parameter.
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We further determined whether the XUV wave front aberration can be characterized
from this setup. Equation (10) indicates that any constant phase change of the XUV pulse
will not change the spectrogram and thus, cannot be retrieved from the spectrogram.
Therefore, wave front aberration cannot be obtained from the reconstructed XUV phase
information. A schematic of the XUV wave front aberration based on the wave vector
is shown in Figure 9a. The angles between the XUV and IR wave vectors are linearly
changed along the y axis, with the assumption that the IR wave vector remains the same.
It is indicated in Equation (5) that for a certain observation length z, the time-delay range
will change nonlinearly with the angle between the wave fronts of the XUV and IR pulse.
Because the streaking IR field remains the same, the spectrogram will exhibit stretched
or compressed trace of the steaking IR field, which can be observed in the calculated and
realigned spectrograms in Figure 9c. This nonlinear change in the time-delay range can
be used to calculate the wave vectors of the XUV field, as shown in Figure 9b. In our
simulation, the XUV wave vectors along the propagation direction at a certain y position
are assumed to be similar. The dynamic change of the wave vector along the propagation
direction can also be calculated from the changing frequency of the streaking IR field trace
within a single spectrogram. Temporal information of the attosecond XUV pulses can still
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be retrieved accurately if the XUV wave vector does not deviate considerably. When the angle
between the XUV and streaking IR laser is too large (>110 mrad) or too small (<42 mrad),
the effective time-delay range of the corresponding spectrogram will also be too large or
too small. For the former one, the time-delay step is so large that data in one cycle of the
streaking laser is not enough for the retrieval. For the latter, the time-delay range is smaller
than one cycle of the streaking laser; the spectrogram data in this situation cannot be used
to correctly retrieve the XUV temporal information.

Photonics 2023, 10, x FOR PEER REVIEW 11 of 14 
 

 

 
Figure 9. (a) Schematic of the XUV wave front aberration. XUV wave front at different y positions 
with different wave vectors. (b) Simulated and calculated angles between wave vectors of the XUV 
and streaking IR laser at different y positions. (c) Simulated and realigned spectrograms from dif-
ferent y positions, ranging from −16 μm to 16 μm. 

4. Discussion 
The non-collinear attosecond streaking method extends the detection region from 

traditional point photoelectron sources to spatially resolved photoelectron sources. Thus, 
one needs to measure the energy spectrum S(p,z,y) from a small plane instead of only 
energy spectrum S(p) from a point source in the conventional attosecond streaking setup. 
So, in order to experimentally realize such a measurement, a proper photoelectron imag-
ing and detection system is very important. 

MB-TOF can act as electron-image magnifier, although it is more commonly used as 
an electron spectrometer because of its high electron collection efficiency. Its spatial reso-
lution is around a few tens of micrometers [38] when electron energy is ~100 eV and mag-
netic field is near 1 Tesla. To resolve the electrons emitted from within a radius of 10 μm 
and minimize the smearing effect, we have simulated a MB-TOF spectrometer model with 
computer simulation technology (CST). Using a small pinhole array placed at ~200 μm 
away from the electron source, with a pinhole radius of 10 μm and a hole-to-hole distance 
of 50 μm, electrons from the source plane within a spot of a radius of ~10 μm can be im-
aged onto the detector plane placed at 330 mm away and distinguished clearly from the 
adjacent spot images. Because the field of view is around 1~2 mm, the trajectories of elec-
trons emitted from the separated spots on the source plane could be very different, leading 
to an obvious time-of-flight difference, which can be precalculated and compensated later. 

Because there is no requirement for a time delay scan, the entire detection process 
can be finished very fast or even in real-time if the signal is strong enough. For this reason, 
single shot attosecond streaking may also be possible through this non-collinear setup, if 
two more issues can be overcame. As far as we know, at most three electrons simultane-
ously hit the detector at three different locations can be recorded through DLD. Intensity 
information cannot be obtained during one single shot. Timepix3 camera is better for real-
time application, because it can simultaneously output discrete intensity information. But 
due to its limited space and time resolution and the long pixel hit dead time, it will not be 
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4. Discussion

The non-collinear attosecond streaking method extends the detection region from
traditional point photoelectron sources to spatially resolved photoelectron sources. Thus,
one needs to measure the energy spectrum S(p, z, y) from a small plane instead of only
energy spectrum S(p) from a point source in the conventional attosecond streaking setup.
So, in order to experimentally realize such a measurement, a proper photoelectron imaging
and detection system is very important.

MB-TOF can act as electron-image magnifier, although it is more commonly used as an
electron spectrometer because of its high electron collection efficiency. Its spatial resolution
is around a few tens of micrometers [38] when electron energy is ~100 eV and magnetic
field is near 1 Tesla. To resolve the electrons emitted from within a radius of 10 µm and
minimize the smearing effect, we have simulated a MB-TOF spectrometer model with
computer simulation technology (CST). Using a small pinhole array placed at ~200 µm
away from the electron source, with a pinhole radius of 10 µm and a hole-to-hole distance
of 50 µm, electrons from the source plane within a spot of a radius of ~10 µm can be imaged
onto the detector plane placed at 330 mm away and distinguished clearly from the adjacent
spot images. Because the field of view is around 1~2 mm, the trajectories of electrons
emitted from the separated spots on the source plane could be very different, leading to an
obvious time-of-flight difference, which can be precalculated and compensated later.
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Because there is no requirement for a time delay scan, the entire detection process can
be finished very fast or even in real-time if the signal is strong enough. For this reason,
single shot attosecond streaking may also be possible through this non-collinear setup, if
two more issues can be overcame. As far as we know, at most three electrons simultane-
ously hit the detector at three different locations can be recorded through DLD. Intensity
information cannot be obtained during one single shot. Timepix3 camera is better for
real-time application, because it can simultaneously output discrete intensity information.
But due to its limited space and time resolution and the long pixel hit dead time, it will not
be applicable in the single shot situation. So, one should switch to other analog methods
in order to measure both the spectrum and its intensity at the same time. Space-charge
effect is another universal problem one should concern when dealing with single shot
photoelectron detection. There should be an upper limit of the electron density both in time
and space, within which space-charge effect is not so prominent to obviously distort the
spatial or energy resolution. Recent progress [28,29] show that MB-TOF can be used under
high energy XUV pulses. By extending the detection source from a point to a limited 2D
space, more signal counts could be collected within this space-charge limit.

5. Conclusions

To conclude, we theoretically proposed a non-collinear attosecond streaking scheme. It
has the advantage of recording space resolved two-dimensional photoelectron spectrograms
without the need of the time-delay scan, and can be used to characterize attosecond XUV
pulses with temporal-spatial coupling. The simulation results showed that attosecond
pulses with pulse duration down to 70 as can be retrieved well with the loosely focused
streaking laser pulses. Pulse front tilting and wave front aberrations of the XUV pulse can
also be characterized if the IR streaking field has a uniform temporal-spatial profile.
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