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Abstract: An adaptive weighted K-nearest neighbor (AWKNN) trilateration positioning algorithm
fused with the channel state information (CSI) is proposed to optimize the accuracy of the visible
light positioning. The core concept behind this algorithm is to combine the WKNN algorithm with
ranging based on the CSI. The direct path distance estimated by the CSI is utilized to construct
a position set consisting of multiple positions and a corresponding distance database containing
multiple distance vectors. The error parameters of the weighted combinations of different distance
vectors are calculated iteratively to evaluate the impact of different K-values and weights on the
positioning accuracy. The proposed algorithm can achieve high-precision trilateration positioning by
adaptively selecting the K-value and weight. A typical 4 m × 4 m × 3 m indoor multipath scene with
four LEDs is established to simulate the positioning performance. The simulation results reveal that
the mean error of the CSI-based AWKNN algorithm achieves 1.84 cm, with a root mean square error
(RMSE) of 2.13 cm. Compared with the CSI-based least squares (LS) method, the CSI-based nonlinear
LS method, and the CSI-based WKNN method, the average error of this method is decreased by 29%,
16%, and 17%, whereas the RMSE is reduced by 35%, 14%, and 19%.

Keywords: visible light positioning; trilateration positioning; adaptive weighted K-nearest neighbor;
channel state information

1. Introduction

Today, the majority of indoor Internet of Things (IoT) application scenarios rely on
high-precision location services, such as the navigation of automated guided vehicles
(AGVs) in smart factories, picking in smart warehouses, and tracking in underground
garages. Therefore, research on indoor positioning technology has become a prominent
topic [1,2]. The existing common indoor positioning technologies, radio frequency identifi-
cation (RFID), WiFi, and Bluetooth are susceptible to the interference of indoor multipath
effects and cannot achieve good positioning in complex indoor scenes [3]. Visible light
positioning (VLP) has become a promising high-precision positioning technology due to
its advantages of being license-free, having low power consumption, and having anti-
electromagnetic interference [4]. The indoor VLP algorithms include the received signal
strength (RSS) [5,6], angle of arrival (AOA) [7], time of arrival (TOA) [8], time difference of
arrival (TDOA) [9], etc. Among them, the RSS-based VLP has been widely investigated
because of its low hardware requirements and easy implementation.

In recent years, various RSS-based VLP trilateration algorithms have been developed,
such as an improved whale optimization algorithm for 3D positioning systems [10], a
received signal strength-assisted perspective three-point positioning algorithm (R-P3P) [11],
and gradient descent (GD)–least squares (LS) and iterative LS algorithms [12]. However,
these studies did not consider the influence of the reflection path. A nonlinear estima-
tion method based on the RSS was proposed to reduce the influence of the multipath
reflection [13]. However, this method did not use multipath channel information, resulting
in only submeter positioning accuracy. In our previous work [14], a trilateration positioning
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method based on channel state information (CSI) was investigated, which can effectively
reduce the interference of reflected paths on distance measurements, thereby significantly
improving localization performance. However, the optimization of the estimation error in
the LS algorithm was not considered. Fingerprinting algorithms in VLP have also received
a lot of attention, including the weighted K-nearest neighbor (WKNN) [15], the weighted
optimum KNN (WOKNN) [16], and the adaptive residual WKNN (ARWKNN) [17]. How-
ever, these methods require high-cost offline data acquisition and map construction, and
their performance is largely affected by the spatial distribution of sampling points.

To achieve high-accuracy and highly robust localization, many visible light fusion
localization methods combined with machine learning (ML) have been investigated, such
as the residual concatenation neural network (RCNN) [18], the long short-term memory–
fully connected network (LSTM-FCN) [19], the convolutional neural network (CNN) [20],
the memory artificial neural network (M-ANN) [21], the position estimation deep neural
network (PE-DNN) [22], and a combination of extreme learning machine (ELM) and
density-based spatial clustering of applications with noise (DBSCAN) [23]. However, these
algorithms require a lot of preprocessing for specific scenarios, resulting in poor generality
and high cost.

Considering the issues of the above VLP schemes, a high-precision adaptive WKNN
(AWKNN) trilateration positioning algorithm fusing the CSI is presented in this paper,
which does not require offline data acquisition and data training. The main contributions
of this paper are as follows:

(1) This paper innovatively combines CSI-based ranging with WKNN to solve the
nonlinear error problem in VLP trilateration positioning. With the help of CSI-based
ranging, the WKNN is provided with high-quality location sets and distance databases,
and fingerprint matching is converted into a distance vector difference calculation to
achieve an adaptive selection of K-values and corresponding weights.

(2) Some works ignore the interference of the reflected signals in VLP systems, which is
the main challenge for accurate distance measurements. In this study, an indoor multipath
simulation scene is employed to analyze the positioning accuracy and computational
complexity of the proposed algorithm. The simulation results show that the localization
accuracy of the AWKNN algorithm in the whole room, edge area, and center area is better
than that of the comparison methods, which verifies the effectiveness of the proposed
method. In addition, the influence of the signal-to-noise ratio (SNR) on the positioning
accuracy of CSI-based trilateration positioning methods is also analyzed.

The rest of this paper is organized as follows: Section 2 describes the system model
and related work. The AWKNN method is proposed in Section 3. The simulation results of
the positioning performance are presented and analyzed in Section 4. The conclusions are
discussed in Section 5.

2. System Model
2.1. Optical Wireless Channel Model

The model of a typical indoor simulation scene with a size of 4 m × 4 m × 3 m is
illustrated in Figure 1, including four LEDs as transmitters and one PD as a receiver. The
four LEDs (TX1–4) are arranged on the top of the room to send positioning signals, including
coordinate information and emitted light power. The LEDs’ horizontal coordinates are
(1,1), (1,3), (3,1), and (3,3). The center area is the area enclosed by the dotted line in Figure 1,
which is a 3 m × 3 m square area in the center of the room, and the area outside the dotted
line is the edge area.
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Figure 1. Model of the indoor simulation scene.

Observing Figure 1, it can be seen that the signal received by the PD includes the
line-of-sight (LOS) signal and a large number of non-line-of-sight (NLOS) signals produced
by reflection. Therefore, in the optical channel model in this paper, the total channel gain
is considered the sum of the LOS path gain and the first-order reflected path gain. The
discrete-time channel impulse response (CIR), consisting of the LOS path gain and several
discrete NLOS path gains, is expressed as

h =
[
h(0) h(1) · · · h(L− 1)

]
, (1)

where L denotes the number of channel paths. The discrete NLOS path gains are generated
by summarizing those reflected path gains delayed over one sampling interval, and the
l-th path gain is exhibited as [14]

h(l) =

{
hLOS l = 0∫ τ0+l·Ts

τ0+(l−1)·Ts
hRe f (t)dt, 1 ≤ l ≤ L− 1

, (2)

where τ0 denotes the arrival time of the LOS path signal, Ts indicates the sampling interval,
hLOS represents the LOS path channel gain, and hRe f (t) represents the reflection path
channel gain. The channel gain of the LOS path can be given by [14]

hLOS =
(m + 1)APD

2πd2 cosm(φ)Ts(θ)g(θ) cos(θ), (3)

where m is the order of the Lambertian emission, APD denotes the effective area of the PD,
d reflects the distance from the LED to the PD, θ is the PD’s incident angle, and φ is the
LED’s irradiance angle. g(θ) is the gain of the optical concentrator, and Ts(θ) is the gain of
the optical filter.

The reflection path channel gain can be obtained by [14]

hre f (t) =
(m + 1)AρAwall

2π2dA
2dB2 cosm(φ) cos(η) cos(β)Ts(θ)g(θ) cos(θ), (4)

where ρ is the reflection coefficient of the wall, Awall depicts the area of the reflection point,
dA denotes the distance from the LED to a reflection point, dB presents the distance from a
reflection point to the PD, η is the incident angle of a reflection point, and β indicates the
irradiance angle to the PD.

The optical signal intensity transmitted by the LED is denoted as Pt, and the optical
intensity Pr received by the PD can be illustrated as [14]

Pr = Pt ·
L−1

∑
l=0

h(l). (5)

2.2. CSI-Based Positioning System Model

In CSI-based VLP systems, time-division multiple access (TDMA) is employed as a
data transmission scheme to prevent signals of different LEDs from interfering with each
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other. The positioning signal transmitted by the LED, including the synchronization symbol,
pilot symbol, and data symbol, is modulated by DC offset optical OFDM (DCO-OFDM).
For details on localization signal generation, kindly refer to our previous work [14].

The baseband signal received by the PD can be expressed as

r(n) = h(n)⊗ x(n) + w(n), (6)

where h(n) indicates the CIR, and ⊗ denotes the convolution. w(n) represents the additive
white Gaussian noise (AWGN), including the shot noise and thermal noise.

At the receiver, to ensure the correct extraction of the pilot symbols and accurate
channel estimation, the timing synchronization algorithm described in [24] is employed
to estimate the beginning position of the DCO-OFDM symbols. The received frequency-
domain pilot sequence can be expressed as [14]

X̂ =
[

X̂0 X̂1 · · · X̂NP/2−1 X̂NP/2

(
X̂NP/2−1

)∗
· · ·
(
X̂1
)∗ ]

= H · X + W, (7)

where NP indicates the length of the pilot symbol, H denotes the channel frequency re-
sponse (CFR), and X represents the pilot sequence saved locally.

The CFR is estimated using the LS algorithm, and the estimated CFR can be obtained
by [14]

Ĥ = X̂
/

X =
[
0 X̂1

/
X1 · · · X̂NP/2−1

/
XNP/2−1 0

(
X̂NP/2−1

)∗/
X∗NP/2−1 · · ·

(
X̂1
)∗/X∗1

]
. (8)

IFFT is then performed on the CFR to obtain the real-valued CIR, denoted as ĥ . Since
the estimated CIR vector is affected by noise, resulting in a negative gain of some paths,
which is inconsistent with the fact that the channel gain in the actual scene is positive, the
negative values in the CIR vector should be clipped to 0, denoted as ĥ clip = max(0, ĥ ).

To estimate the ratio of the LOS path to the total path, the method for estimating the
number of channel paths from the preceding work is utilized [14]. The received power of
the LOS signal is expressed as

P̂rLOS = P̂r · ĥLOS = P̂r · ĥclip(0)
/T−1

∑
l=0

ĥclip(l) , (9)

where T is the estimated number of channel paths. We assume that the LED and the PD are
placed in parallel. To put it another way, cos(φ) = cos(θ) = H/d, where H is the vertical
height between the LED and the PD. We assume that the number of LEDs is N, and the
LOS path distance dLOS,i between the PD and the i-th LED can be calculated as

dLOS,i =
m+3

√
(m + 1) · APD · TS(θ) · g(θ) · Hm+1 · Pt,i

2π · P̂rLOS,i
(1 ≤ i ≤ N). (10)

Then, the relationship between the coordinate (x, y) of the PD and the coordinate
(xi, yi) of the LED is as follows.

(x− x1)
2 + (y− y1)

2 = d2
LOS,1 − H2

...
(x− xN)

2 + (y− yN)
2 = d2

LOS,N − H2

. (11)

2.3. Related Work
2.3.1. Nonlinear LS Estimation Algorithm

The nonlinear LS estimation algorithm is briefly introduced below. The position
estimated by the LS method is first selected as the initial position. Then, the M points
around the initial position are selected to construct a position set and calculate the distance
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difference using Equation (12), where the position with the smallest difference value is
used as the center position of the next iteration [13].

Sj =

√√√√ N

∑
i=1

(
√
(xi − x′j)

2 + (yi − y′j)
2 − ri)

2
j = 1, . . . , M, (12)

where (x′j, y′j) represents the j-th coordinate in the position set, (xi, yi) represents the coor-
dinate of the i-th LED, and ri is the estimated horizontal distance.

In the next iteration process, the M points around the center position are also selected
to construct a position set. After T iterations, the final estimated position is obtained.

2.3.2. Modified WKNN Algorithm

The WKNN algorithm presented in [15] is specially designed for fingerprint position-
ing and relies on the matching of online collected data and offline fingerprint database;
so, it needs to be modified for the trilateration positioning system. First, a location set
consisting of M points is constructed in a similar way to the NLS method above, and the
distance difference is calculated using Equation (12).

Then, the K positions with the smallest difference are taken as the K-nearest neighbors.
The smallest K differences are denoted as

[
S′1 S′2 · · · S′K

]
. The weight of the modified

WKNN is defined as

wk = 1/S′k/

(
K

∑
p=1

1/S′p

)
k = 1, · · · , K. (13)

Finally, the output coordinate is obtained by using the weight and the K-nearest neighbors.

3. AWKNN Method

To reduce the nonlinear error in the trilateration positioning, this paper draws on the
idea of the ARWKNN fingerprint positioning algorithm [17] and proposes an AWKNN
positioning algorithm incorporating the CSI, which adaptively selects the K-value and
weight to obtain excellent positioning accuracy. The schematic diagram of the AWKNN
method based on the CSI is shown in Figure 2. The implementation of the AWKNN algo-
rithm includes two stages: the stage of the location set and distance database construction,
and the stage of the K-value and weight calculation. Following are the specific steps of
the algorithm.
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Step 1. Construction of the location set: Observing Equation (14), the LS method uses
only one equation for subtraction with the rest, which leads to data waste and underutilizes
the equations. Therefore, in this section, a cyclic subtraction is used to obtain several
different locations as the initial position set for the AWKNN algorithm. The k-th position
(x′k, y′k), k = 1, 2, . . . , N in the position set can be calculated by subtracting the remaining
equations from the k-th equation via the LS method, which can be expressed as

X =
(

ATA
)−1

ATB, (14)

where

X =
[
x′k y′k

]T, A =

 x1 − xk y1 − yk
...

...
xN − xk yN − yk

, B =
1
2


(

d2
LOS,k − d2

LOS,1

)
+
(

x2
1 + y2

1
)
−
(
x2

k + y2
k
)

...(
d2

LOS,k − d2
LOS,N

)
+
(

x2
N + y2

N
)
−
(
x2

k + y2
k
)
.

Then, the previous N estimated coordinates are averaged to acquire the (N + 1)-th
coordinate (x′N+1, y′N+1) in the position set.

Step 2. Construction of the distance database: The distance database R of size N ×
(N + 1) is constructed by calculating the distance between the positions in the position set
and the LEDs, which can be expressed as

R =
[
R(1) R(2) · · · R(N + 1)

]
=


rest

1,1 rest
1,2 · · · rest

1,N+1
rest

2,1 rest
2,2 · · · rest

2,N+1
...

...
. . .

...
rest

N,1 rest
N,2 · · · rest

N,N+1

, (15)

where rest
i,j represents the estimated horizontal distance between the j-th coordinate (x′j, y′j)

in the position set and the i-th LED (xi, yi), which can be calculated as

rest
i,j =

√
(xi − x′j)

2 + (yi − y′j)
2 j = 1, . . . , N + 1. (16)

Step 3. Calculation of distance difference vector: According to the difference between

rest
i,j and the CSI-based estimated horizontal distance ri =

√
d2

LOS,i − H2, the distance
difference vector F = [F1 F2 · · · FN+1] of length N + 1 is constructed, which can be
calculated as

Fj =

√√√√ N

∑
i=1

(rest
i,j − ri)

2 j = 1, . . . , N + 1. (17)

Step 4. Determination of the K-value and the weight: Let the maximum value Kmax of
the K-value be equal to the number of locations in the location set, that is Kmax = N + 1.
The weighted average of the combinations of the different distance vectors is calculated
iteratively and compared with the initial distance value estimated based on the CSI. Then,
the parameters of the combination with the smallest difference are selected to determine
the K-value and the corresponding weight. Finally, the output coordinate is obtained by
using the weight and the position set. Algorithm 1 outlines the steps for estimating the
K-value and weight using the combinations of different distance vectors.
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Algorithm 1. Determination of the K-value and weight

1: Let F′ be the vector generated by sorting the values in vector F from small to large, and the
corresponding index vector is defined as I = [I1 I2 · · · IN+1].
2: For 1 ≤ K ≤ Kmax, iteratively complete the following.
(a) Calculate the weight vector W =

[
W1 · · · WK

]T , as follows

Wk = 1
/

Fk
′
/(

K

∑
p=1

1
/

Fp
′
)

, k = 1, · · · , K; (18)

(b) The distance vectors corresponding to the first K values of the index vector I are taken from the
distance database R to generate a new distance matrix D =[D(1) D(2) · · · D(K)], which can
be expressed as

D(k) = R(Ik), k = 1, · · · , K; (19)

(c) Calculate the weighted average distance vector Y of the distance matrix D, as follows

Y = D ·W =
[
Y1 · · · YN

]
; (20)

(d) Calculate the difference between the new distance vector Y and the estimated horizontal
distance vector r based on the CSI

E(K) =

√√√√ N

∑
i=1

(Yi − ri)
2; (21)

3: After the above iterative calculation, the distance difference vector
E = [E(1) E(2) · · · E(Kmax)] is obtained. The index corresponding to the minimum value in
the difference vector E is determined as the K value, as follows

K′ =
{

E(K′) = min(E)
}

. (22)

4: The weight of the AWKNN is defined as

wk = 1
/

Fk
′
/(

K′

∑
p=1

1
/

Fp
′
)

k = 1, · · · , K′. (23)

Step 5. Estimation of the final position: Finally, the output coordinate (x̂, ŷ) is obtained
by using the weight and the position set, which can be calculated as follows.

x̂ =
K′

∑
i=1

wi · x′(Ii)

ŷ =
K′

∑
i=1

wi · y′(Ii)

. (24)

4. Results and Discussion
4.1. Simulation Setup

In this study, the performance of the AWKNN algorithm was simulated and analyzed
using the LED distribution scene in Figure 1. Three existing methods were selected as
comparison methods, namely, the CSI-based LS localization method proposed in [14],
which is abbreviated as LS; the nonlinear LS estimation in [13] combined with the CSI-
based ranging, which is abbreviated as NLS; and the modified WKNN method combined
with the CSI-based ranging, which is abbreviated as WKNN. In the NLS method, the
number of iterations was 6, and 25 points with a spacing of 1 cm around the estimated
position were selected for each iteration, arranged in a 5 × 5 square. In the WKNN
method, the K-value was set to 5, and the size of the location set was set to 25, for a fair
comparison. The simulation parameters are presented in Table 1. Considering that the LED
positions in the simulation scene were symmetrical, the area selected for this simulation
was 2 m × 2 m, accounting for one-quarter of the entire room. The ground was divided
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into many 1 cm × 1 cm grids, and the PD measured the positioning error 50 times at each
grid intersection to evaluate the performance of the positioning method.

Table 1. Simulation Parameters.

Symbol Parameter Value

room parameters
L ×W × H size of the simulation environment 4 m × 4 m × 3 m

ρ reflectance factor of the wall 0.33
Awall reflective area of each reflection point 1 cm2

transmitter parameters
N number of LEDs 4
m order of Lambertian emission 2.6
Pt LED transmit power 2 W

receiver parameters

APD surface area of the PD 1 cm2

γ PD’s responsivity 0.5 A/W
θFOV PD’s FOV semi-angle 80◦

Ts(θ) optical filter gain 1
g(θ) concentrator gain 1

I2 noise bandwidth factor 0.562
I3 noise bandwidth factor 0.0868
Ibg background current 5100 µA
TK circuit absolute temperature 295 K
G open-loop voltage gain 10
η fixed capacitance per unit area 112 pF/cm2

Γ FET channel noise factor 1.5
gm FET transconductance 30 mS

system parameters

B system bandwidth 125 MHz
Ng length of CP 16
NT length of training symbol 512
N1 number of pilot symbol 128
NP length of pilot symbol 32
Ts sampling interval of the receiver signal 4 ns

M size of the position set in the NLS and
WKNN algorithms 25

T number of iterations in the NLS
algorithm 6

K number of nearest neighbors in the
WKNN algorithm 5

4.2. Performance Evaluation

The positioning accuracy was observed through the mean error and the root mean
square error (RMSE) of the position estimation, where the RMSE is defined as

RMSE =

√√√√ 1
NS

NS

∑
m=1

[
(xm − x̂m)

2 + (ym − ŷm)
2
]
, (25)

where NS is the number of locations in the simulation, (x, y) represents the actual horizontal
coordinates of the PD, and (x̂, ŷ) denotes the estimated horizontal coordinates of the PD.

The two-dimensional distribution of the positioning errors of different methods is
shown in Figure 3, where each error in the figure was the average of 50 measurements of
the positioning accuracy. From the error distribution in Figure 3, it can be concluded that
the positioning accuracy of all the positioning methods in the corners of the room was poor
owing to the impact of the multipath reflection. This was because these positions were the
farthest from all the LEDs and were most affected by the reflection path. Near the central
region, the greater the optical power contribution from the LOS path, the more precise the
distance estimated based on the CSI, and the lower the positioning error. Compared with
the LS, WKNN, and NLS, the AWKNN had higher localization accuracy in the whole room.
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The histograms of the positioning errors of different methods are demonstrated in
Figure 4, which reflects the dispersion of the positioning errors. The vertical axes on the left
and right in the figure represent the number of positioning errors and the corresponding
proportion, respectively. It can be seen from Figure 4 that the LS’s error distribution was
dispersed with a lengthy tail of large errors. The error greater than 8 cm accounted for
2.19%, which echoed the result of the LS algorithm shown in Figure 3 and was mainly
caused by the error in the corner of the room. The WKNN’s error distribution was likewise
dispersed with a lengthy tail, with errors larger than 6 cm accounting for 2.21% of the
total. Compared to the LS and the WKNN, the NLS had a concentrated error distribution,
with 1.1% of the positioning errors exceeding 5 cm. In contrast, the error distribution of
the AWKNN had a shorter tail and was more concentrated in the case of small errors. In
total, 63.32% of the positioning errors were less than 2 cm, with the majority being centered
around 1.6 cm. This demonstrated that by adaptively selecting the weights, the proposed
method effectively reduced the large positioning errors and made the positioning errors
cluster at a lower level.
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Figure 5 demonstrates the cumulative distribution function (CDF) curves of the posi-
tioning errors of the different methods. The CDF results revealed that in the whole room,
under the condition of CDF = 95%, the localization error of the AWKNN was 3.95 cm, while
that of the WKNN, NLS, and LS was 4.83 cm, 4.13 cm, and 6.73 cm, respectively. It can be
seen from the CDF curve that the positioning accuracy of the AWKNN method was better
than that of the three comparison methods, whether in the entire room, the edge area, or the
center area. Especially in the edge area, the proposed method achieved larger performance
gains, which demonstrated its higher robustness. This is all due to the proposed method
using the direct path distance estimated by the CSI to adaptively adjust the K-value and
weight to cope with the nonlinear errors in localization.
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The positioning performance comparison of different methods is depicted in Table 2.
For the entire room, the average positioning error of the AWKNN achieved 1.84 cm, and
the RMSE was 2.13 cm. Compared with the LS, the AWKNN reduced the positioning mean
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error and the RMSE by 29% and 35%, respectively. Similarly, a reduction of about 17%
and 19% in terms of mean error and the RMSE was achieved compared to the WKNN.
In the edge region, the mean error and the RMSE of the AWKNN were 2.37 cm and 2.67
cm, respectively. The average localization accuracy of the AWKNN was improved by 41%
and 16% over the LS and NLS, respectively. Compared with the NLS, the mean error
and the RMSE of the AWKNN in the center area were decreased by about 17% and 19%,
respectively. It can be observed that the proposed method outperformed the contrasting
methods in all regions, which demonstrated its ability to achieve a high-precision position
estimation in complex indoor multipath environments.

Table 2. Comparison of the positioning performance of the different methods.

Positioning Error LS WKNN NLS AWKNN

Entire room
Mean/cm 2.58 2.21 2.20 1.84
RMS/cm 3.27 2.62 2.47 2.13

Center area
Mean/cm 1.48 1.52 1.72 1.43
RMS/cm 1.75 1.74 1.96 1.59

Edge area Mean/cm 3.99 3.09 2.82 2.37
RMS/cm 4.53 3.43 2.99 2.67

Next, the influence of the selection of the K-value on the positioning accuracy was an-
alyzed. The simulation results of the positioning performance under different K-values are
shown in Figure 6. It can be observed from Figure 6 that the average positioning accuracy
improved with the increase in the value of K and reached the optimum when K = 2. When
the value of K further increased, the performance began to decline. There were obvious
differences in the positioning accuracy of the different K-values. The proposed AWKNN
outperformed the WKNN using different K-values, which verified the effectiveness of the
proposed algorithm for adaptively determining the K-value and weights.
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To show the effect of the SNR on the positioning accuracy, we analyzed the average
error and the RMSE of the positioning by varying the transmit power of the LED. Under
different transmit power conditions, the positioning accuracy of the different methods is
shown in Figure 7. The positioning error of all methods decreased rapidly with the increase
in the LED’s transmit power and then decreased slowly until reaching a plateau. This is
because increasing the transmit power of the LED can improve the SNR and reduce the
influence of the channel noise on the channel estimation. However, in the DCO-OFDM
system, to ensure that the LED works within the linear range, the positioning signal needs
to be clipped at the transmitter, thus introducing a clipping error [14], which cannot be
improved by increasing the SNR. In addition, in the CSI-based ranging method [14], a key
step is to estimate the number of channel paths, which also introduces path number estima-
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tion errors. In the next step, we investigate the impact of different O-OFDM modulation
schemes on the ranging and positioning accuracy to achieve high-precision positioning.
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To fully analyze the performance of the proposed method, we next evaluated the
time complexity of the different algorithms. As the time complexity of the multiplication
and inversion of the matrices of size m× m is O(m3), it can be concluded that the time
complexity of the LS algorithm using Equation (14) was O(6(N − 1) + 23).

The time complexity of the AWKNN algorithm was obtained through the following
analysis. In step 1 of the AWKNN algorithm, the position set was obtained by cyclic
subtraction of the LS method. Hence, the time complexity of this process was O(N · (6(N−
1) + 23)). The input to the calculation of the distance difference was N + 1 distance vector
of length N; so, the time complexity of steps 2 and 3 was O(N · (N + 1)). In step 4, the
input to the calculation of the weight vector in Equation (18) was a vector of length K; so, it
had a time complexity of O(K). Similarly, the time complexity of calculating Equations (20)
and (21) was both O(N · K). The time complexity of finding the minimum from K elements
in Equation (22) was O(K). The time complexity of the K-th iteration in step 4 was O(2K ·
(N + 1)). Hence, the time complexity of step 4 was O(2(N + 1) · Kmax · (Kmax + 1)/2) =
O((N + 1)2 · (N + 2)). Since the number of weights K′ in Equation (24) was uncertain,
the maximum time complexity considered here was O(Kmax)= O(N + 1). Overall, the
AWKNN algorithm had a time complexity of O((N + 1)2 · (N + 3) + N · (6(N − 1) + 23)).
For the NLS algorithm and WKNN algorithm, the time complexities were O(6(N − 1) +
23 + T ·M · (N + 1)) and O(6(N − 1) + 23 + M · (N + K) + 2K), respectively.

Table 3 shows the time complexity comparison of the different methods. It can be
observed that with an increase in the number of LEDs, the time complexity of the LS
algorithm, WKNN algorithm, and NLS algorithm all rose linearly, while the proposed
AWKNN algorithm increased rapidly. Under the parameters set as shown in Table 1, the
time complexity of the LS algorithm was the lowest, followed by the time complexity
of the WKNN and AWKNN algorithms, and the NLS algorithm had the highest time
complexity. The proposed method had the highest complexity when the number of LEDs
exceeded 8. Considering that in practical application scenarios, the density of the LED
arrangement and the number of LED signals received by the PD at a specific location
are limited, the time complexity of the proposed methods will not be seriously affected.
Moreover, considering that the current hardware level has been greatly improved, and the
computing resources are sufficient to meet the needs of the algorithm, the increase in the
time complexity is acceptable.
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Table 3. Time complexity comparison.

Method Time Complexity

LS O(6(N − 1) + 23)

WKNN O(6(N − 1) + 23 + M · (N + K) + 2K)

NLS O(6(N − 1) + 23 + T ·M · (N + 1))
AWKNN O((N + 1)2 · (N + 3) + N · (6(N − 1) + 23))

5. Conclusions

To optimize the positioning accuracy in complex environments with multipath re-
flections, this work presented an AWKNN trilateration positioning algorithm fused with
CSI. This method combined the WKNN and CSI-based ranging to achieve the adaptive
determination of the K-value and weight according to the environmental changes, effec-
tively reducing the positioning errors without data acquisition and training. The simulation
results highlighted that the average localization accuracy of the AWKNN algorithm reached
about 1.84 cm, which was increased by 29%, 16%, and 17% over the CSI-based LS method,
CSI-based NLS method, and CSI-based WKNN method, respectively. The results revealed
that this method achieved excellent localization accuracy and robustness in complex scenes.
In our future work, we will build a prototype and verify the performance of the pro-
posed positioning method through experiments. In addition, we will further study the
impact of different O-OFDM modulation schemes on the positioning accuracy to achieve
high-precision positioning with a high modulation bandwidth.
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