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Abstract

:

Over the past few decades, computer-controlled optical surfacing (CCOS) systems have become more deterministic. A target surface profile can be predictably achieved with a combination of tools of different sizes. However, deciding the optimal set of tool sizes that will achieve the target residual error in the shortest run time is difficult, and no general guidance has been proposed in the literature. In this paper, we present a computer-assisted study on choosing the proper tool size for a given surface error map. First, we propose that the characteristic frequency ratio (CFR) can be used as a general measure of the correction capability of a tool over a surface map. Second, the performance of different CFRs is quantitatively studied with a computer simulation by applying them to guide the tool size selection for polishing a large number of randomly generated surface maps with similar initial spatial frequencies and root mean square errors. Finally, we find that CFR = 0.75 achieves the most stable trade-off between the total run time and the number of iterations and thus can be used as a general criterion in tool size selection for CCOS processes. To the best of our knowledge, the CFR is the first criterion that ties tool size selection to overall efficiency.
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1. Introduction


Computer-controlled optical surfacing (CCOS) [1,2] systems have been successfully used to fabricate high-precision optics in various cutting-edge applications, such as telescopes for space exploration [3,4,5], X-ray mirrors for synchrotron radiation and free-electron laser facilities [6,7,8,9,10], and optics in EUV lithography [11,12]. Different CCOS systems use different tools, which can be adopted based on the requirements for the precision and shape of the desired optical surface.



CCOS uses tools that are much smaller (i.e., sub-aperture tools) than the optical surface to correct the local errors. All CCOS techniques are mathematically modeled and have become much more deterministic [13,14], which enables a desired optical surface to be predictably achieved with a combination of tools with different sizes. In the CCOS process, a tool is simulated by its material removal footprint, known as its tool influence function (TIF). It is well known that certain TIF sizes have limits on the feature sizes within the optical surface that they can correct [2,15,16,17]. Basically, larger TIFs with higher peak removal rates (PRRs) are preferred because they remove material faster. However, while any given TIF can correct features larger than the size of the TIF completely, they cannot correct features that are smaller than the TIF footprint well. On the other hand, if the TIF is too small, then the surfacing efficiency will be low, and unexpected mid-to-high-frequency errors may be left on the optical surface. Therefore, choosing the optimal set of TIF sizes that achieves the target residual surface error with the shortest run time has been a difficult problem in practical CCOS processes. This problem is especially important in the fabrication of large optics, where a small improvement of efficiency leads to a great reduction in manpower and financial resources.



Reducing the fabrication time through more efficient and deterministic computer-controlled grinding, polishing, and metrology will allow larger-aperture space telescopes to be launched since the available budget will extend further [18]. As an example, saving a part of the overall fabrication time and iterative fabrication loops for each of the 798 hexagonal segments of the European Extremely Large Telescope (E-ELT) [19] will save significant time and uncertainties in the overall schedule.



Conventionally, a set of tools was empirically determined by a fabrication artisan’s experience. However, multiple iterations of the trial-and-error cycle are usually required to approach the target residual surface error, which is inefficient. Additionally, this method highly relies on the expertise of the artisan and thus cannot be formalized as a general guidance.



Quantitative characterization of the correction capability of a certain TIF has been attempted by examining the power spectral density (PSD) of the TIF [15,16,17] in the literature. The PSD uses the Fourier transform to decompose a TIF and a surface error map into different spatial frequencies with their respective amplitudes. The amplitudes quantify the contributions of certain spatial frequencies to the entire surface error map. With the help of the PSD, Zhou et al. theoretically analyzed the removal characteristics in the CCOS process using a sinusoidal surface error map that only contained a single spatial frequency. A material removal availability (MRA) value equal to the ratio between the target material removal volume and the actual (or predicted) material volume removed was proposed as an indicator of the correction capability of a particular TIF [15]. The MRA can be used to determine how well a TIF can correct certain spatial frequencies. However, the concept was only verified for individual frequencies, and the relationship between the MRA and the total run time was unclear. Wang et al. presented a procedure for using the PSD to calibrate a specific TIF to determine its capability of correcting features that are smaller than the TIF [16,17]. However, this procedure requires multiple real fabrication runs and metrology to feed back to the result, specifically focusing on the smoothing efficiency of a TIF. Therefore, the method is not generally applicable to other TIFs without running the same procedure.



In this study, we present a computer-assisted analysis of the general guidance to choosing proper tool sizes for a given surface error map. First, the concept of the characteristic frequency ratio (CFR) is developed from Fourier theory and calibrated with a reference single-frequency sinusoidal surface as a proper measure of the correction capability of a certain TIF. Second, the relationship between the CFR and the run time is quantitatively studied via massive computer simulations, where different combinations of CFRs are applied as a reference in choosing the tool sizes for a large number of randomly generated surface error maps with similar initial spatial frequencies and root mean square (RMS) values. The statistics for each CFR combination, including the average of the run time, the standard deviation of the run time, and the number of iterations, are summarized and compared. Finally, the simulation results demonstrate that the CFR of 0.75 achieved the most stable trade-off between the total run time and the number of iterations and thus could be selected as a general efficiency criterion in choosing the tool sizes in CCOS. To the best of our knowledge, this is the first statistical study of tool size selection, and the CFR is the first general criterion that ties the TIF correction capability to the total run time.



The rest of this paper is organized as follows. The necessary background of Fourier theory as applied to analyze surface errors is briefly reviewed in Section 2, followed by a detailed explanation of the novel characteristic frequency (CF) of a TIF and its calibration in Section 3. Section 4 provides examples of determining the CFs for three standard TIF shapes, and then Section 5 describes the proposed CFR criterion. The computer-assisted study of different CFRs is discussed in Section 6, which includes a discussion on the practical applicability and limitations of the study. Section 7 concludes the paper.




2. Fourier Analysis of Surface Error


2.1. The Fourier Transform


In optical fabrication, surface errors are usually described as a 2D matrix of the difference between the measured and target surface shapes. This surface error map consists of error features which vary in lateral size and magnitude. The discrete Fourier transform (DFT) of the surface error is defined as follows:


  Z  u , v  =  l x   l y   ∑  x = 0    N x  − 1    ∑  y = 0    N y  − 1   Z  x , y   e  − i 2 π   u  N x   x +  v  N y   y    ,  



(1)




where   Z  u , v    is the 2D spatial frequency spectrum of the surface error   Z  x , y    and    l x  ×  l y    is the pixel size. Here,    l x  =  N x  /  L x    and    l y  =  N y  /  L y   , where   N x   and   N y   are the numbers of sample points in the x and y directions, respectively, and   L x   and   L y   are the periodicity in the x and y directions, respectively. The DFT decomposes the surface error into all the spatial frequencies which are present in the measurement, represented by sinusoidal features and their respective amplitudes.




2.2. Power Spectral Density


The power spectral density (PSD) of a surface is a statistical tool that decomposes a surface into contributions from different spatial frequencies. Figure 1 illustrates the relationship between the measured surface profile and its one-dimensional PSD curve, namely that the PSD is the Fourier transform of the auto-correlation function of the surface error map, which contains the power across a range of frequencies. An important realization is that the PSD of the mean-removed surface error gives the surface variance of each spatial frequency present in the measurement.



It is worth mentioning that in the real implementation of a DFT defined in Equation (1), it is assumed that    l x  =  l y  = 1   so that   1 /  L x   L y  = 1 /  N x   N y    [20]. Therefore, according to Figure 1, the PSD based on Equation (1) can be calculated as follows:


  P  u , v  =  1   N x   N y      Z  u , v   2  .  



(2)








2.3. Encircled Error


In optical metrology, the encircled energy has been used to measure the concentration of energy of a point spread function (PSF) at the image plane. Analogous to the encircled energy of a PSF, we define the encircled error (EE) of a PSD as follows:


  E  r  =     ∑  θ = 0   2 π      ∑  ρ = 0  r   P  ρ , θ      ∑  θ = 0   2 π      ∑  ρ = 0  R   P  ρ , θ    ,  



(3)




where   P  ρ , θ    is   P  u , v    transformed to the polar coordinate system,  ρ  is the sampled frequency measured radially from the central frequency bin,  θ  is the azimuthal angle covering the PSD, and  R  is the maximum spatial frequency within the PSD. As an example, Figure 2a shows a randomly generated surface with a total RMS error of 98.8 nm. Figure 2b is its two-dimensional (2D) PSD map, and Figure 2c gives the corresponding EE. Recalling that the PSD of the mean-removed surface error is the surface variance contribution of each spatial frequency contained in the measurement, the EE then reveals what percentage of the error is due to spatial frequencies lower than a given frequency.




2.4. Characteristic Frequency of a Surface Error Map


For an optical image, a typical criterion for the encircled energy is the radius of the PSF at which 50% or 80% of the energy is encircled. As an analogy for this study, we define the characteristic frequency (CF) of a given surface error map to be located at EE = 80% as


   f  S U R F  c  =  arg r   E  r  = 80 %  ,  



(4)




where   f  S U R F  c   refers to the CF of the surface error map. For example, as shown in Figure 2b,c, the CF of this surface error map is    f  S U R F  c  = 3.41   m    − 1   .





3. The Reference TIF


Zhou, et al. discussed how the amplitude frequency spectrum, given by the Fourier transform of a tool influence function (TIF), is a measure of the correctability of that TIF for localized errors of the same spatial frequencies [15]. We used a reference surface and a reference TIF to calibrate the CF of the TIF.



3.1. The Reference Surface


Since the Fourier series decomposes surface errors into sinusoidal patterns, we define a reference surface error map containing a single Fourier mode in the x direction as


   Z  R E F    x , y  = A · cos  2 π f x  + A ,  



(5)




where A is the amplitude and f is the single spatial frequency of the surface error. The reference surface error map and its profile along the x direction are shown in Figure 3a,b, respectively, where the size of the map is 100 mm × 100 mm, and A = 10 nm and   f = 0.05   mm    − 1    are used in this study. It is worth mentioning that A and f could be set arbitrarily and not affect the outcome of the analysis. We also note that the surface error was piston-adjusted to have no negative values, since CCOS processes are only capable of removing material.




3.2. Preston’s Equation and the Line TIF


The material removal process is classically defined by Preston’s equation [2] as follows:


    ∂ Z  x , y    ∂ t   = κ · P  x , y  · V  x , y   



(6)




where the material removal rate per unit time    ∂ Z  x , y   /  ∂ t    is proportional to the contact pressure   P  x , y    and the relative velocity   V  x , y    between the tool and the workpiece. Preston’s constant,  κ , is used to consider additional factors that contribute to friction between the tool and the workpiece, such as slurry and polishing interface material. This equation is used to theoretically define a static TIF, which gives the material removal rate of a polishing process if the tool is parked in one spot and allowed to run for one unit of time. According to Equation (6), a TIF which matches the shape of the error feature will perfectly correct that error in the shortest amount of time (i.e., the most efficient TIF for that feature).



The static TIF considers only the motion of the tool without traveling across the workpiece. Many CCOS processes use a spiral tool path, and therefore the Ring TIF was conceived [21]. The Ring TIF considers the motion of tools traveling across the workpiece as the workpiece rotates under the tool and is therefore a function of the radial position from the center of the workpiece. To simplify this technique, we define the Line TIF, which is defined in the same way as the Ring TIF, only a Cartesian raster tool path is assumed rather than a spiral one. Converting the 2D static TIF to the Line TIF is as simple as summing down the columns (or equivalently the rows, depending on the major direction of the raster path) of the static TIF matrix.




3.3. The Reference TIF


Therefore, the ideal (i.e., reference) Line TIF    I  R E F    x , y    for the single-frequency surface error map is simply one period of the sinusoid of the same frequency, defined by


   I  R E F    x , y  =  PRR 2  · cos  2 π f x  +  PRR 2  ,  f = 0.05   mm  − 1   ,  



(7)




where PRR is the peak removal rate of the TIF and the TIF is piston-adjusted by PRR/2 so that there are no negative removal rates. It is obvious from Equations (5) and (7) that the ideal TIF to correct the reference surface in Figure 3 is the sinusoidal reference TIF with a frequency   f = 0.05   mm    − 1   . Therefore, the CF of the reference TIF is defined to be    f  T I F  c  = 0.05   mm    − 1   . Figure 4a shows the 1D profile of the reference TIF in the x direction with PRR = 1 nm/s.




3.4. Integrated PSD and the Characteristic Frequency of a TIF


To generalize the CF to any TIF, we take the analysis from Zhou et al. further by defining the Integrated PSD (IP) of a TIF to calibrate a TIF’s CF. As shown in Figure 4b,c, the IP is simply a one-dimensional (1D) equivalent of an EE calculation (see Equation (3)) performed on the 1D PSD of the Line TIF. For the reference TIF with    f  T I F  c  = 0.05   mm    − 1   , as demonstrated in Figure 4c, the corresponding IP occurs at 91.8%. Therefore, we define the CF for any TIF as the spatial frequency where IP = 91.8%; in other words, we have


   f  T I F  c  =  arg r   I  r  = 91.8 %  .  



(8)









4. Extending the Calibration to Other TIF Shapes


When utilizing the calibration of the   f  T I F  c   (see Equation (8)) by means of the reference TIF illustrated in Section 3.1, we can determine the size of any kind of TIF by simply applying a scale factor, depending on the given TIF shape. In the following subsections, we provide examples that employ Equation (8) to determine the appropriate size of three kinds of typical TIFs in CCOS to correct the reference surface in Figure 3, namely Gaussian TIFs [10], Spin TIFs [22], and Orbital TIFs [22], with the objective that the CF of these TIFs matches the only error frequency present in the reference surface in Section 3.1.



4.1. The Gaussian TIF


The zero-mean, rotationally symmetric Gaussian TIF can be defined as follows:


   I G   ( x , y )  = PRR · exp     x 2  +  y 2    2  σ 2     ,  



(9)




where  σ  is the standard deviation of the Gaussian distribution that defines the size of the Gaussian TIF. The size of a Gaussian TIF can be defined by the full width at half maximum (FWHM), defined as   FWHM = 2 σ   2 ln 2    . Then, the scale factor for the Gaussian TIF is   FWHM /  f  T I F  c   .




4.2. The Spin TIF


The Spin TIF is derived from Equation (6) as follows:


   I S   x , y  = {      κ · P  x , y  · ω · ρ  x , y  ,         ρ ≤  R T  ,       0 ,         ρ >  R T        



(10)




where  ω  is the angular velocity of the spinning motion of the machine tool,   R T   is the radius of the actual tool, and   ρ ( x , y )   is the radial distance from the center of the tool. The size of the Spin TIF is defined only by the size of the tool such that    R  T I F   =  R T   . The scale factor for the Spin TIF is then    R  T I F   /  f  T I F  c   .




4.3. The Orbital TIF


The Orbital TIF is also derived from Equation (6) but is much more complicated than the previous two TIFs. Dong et al. provided a well-organized derivation of the Orbital TIF [23], which is summarized as follows:


   I O   x , y  = {       π 30  · κ · P  x , y  ,      ρ ≤  R T  −  R O  ,        1 30  · κ · P  x , y  · ω ·  R O  · arccos     ρ 2   x , y  +  R  O  2  −  R  T  2    2 · ρ  x , y  ·  R O     ,       R T  −  R O  < ρ ≤  R T  +  R O        0 ,      ρ >  R T  +  R O       .  



(11)




where   R O   is the radius of the orbital stroke and all the other variables are the same as those presented in Equation (10). Unlike the previous two TIFs, the Orbital TIF is defined by two parameters:   R T   and   R O  , where    R  T I F   =  R O  +  R T   . Similar to the Spin TIF, the scale factor for the Orbital TIF is    R  T I F   /  f  T I F  c   .




4.4. Determining the TIF Size to Match a Desired CF


In order to determine the desired TIF size for a given CF, we simply generate an arbitrarily sized TIF, calculate the scale factor, and multiply by the desired CF (i.e.,    R  T I F , d e s i r e d   =  R  T I F , a r b i t r a r y   /  f  T I F , a r b i t r a r y  c  ∗  f  T I F , d e s i r e d  c   ). This procedure is demonstrated as follows. First, the 2D TIF is generated based on its governing equation (described above) at an arbitrary size. Next, the 1D Line TIF is obtained by summing down the columns of the 2D TIF, from which the 1D PSD is calculated. The IP is then calculated, where we can determine the   f  T I F  C   for the respective size and shape of the TIF in use. Finally, the scale factor is calculated, and the 2D TIF is scaled accordingly. Figure 5 shows the Gaussian, Spin, and Orbital TIFs scaled to have    f  T I F  c  = 0.05   mm    − 1   .





5. The Characteristic Frequency Ratio


We defined   f  S U R F  c   for a surface error map and calibrated   f  T I F  c   for a TIF, and we illustrated the method of determining the size of a TIF using   f  T I F  c  . Now, we need a new criterion that can combine   f  S U R F  c   with   f  T I F  c   to guide tool size selection based on a particular surface error map. To accomplish this, we define the characteristic frequency ratio (CFR), which is simply the ratio between the CF of a TIF and the CF of a surface error map such that


  CFR =   f  T I F  c   f  S U R F  c   .  



(12)







This simple ratio allows us to quantitatively set the TIF size based on the spatial frequency distribution of the surface error. A CFR of one, based on the definition given in Section 2.4, theoretically implies that the given TIF will correct 80% of the surface error. However, this setting may cost too much processing time, negatively influencing the processing efficiency. In addition, because this TIF only corrects the lower 80% frequency modes, the remaining 20% of the error is now due to higher spatial frequencies not suited for the initial TIF, and thus a new, smaller TIF is now required. Although the frequency content of the new residual error map has changed, the CFR should be able to be used once again to set this TIF size appropriately. Therefore, a well-selected CFR for each TIF is critical for the overall accuracy and efficiency of the fabrication process.




6. Computer-Assisted Study of the Optimal CFR for Tool Size Selection


An optimal CFR should consider the following aspects. First, it should balance the accuracy and efficiency. In other words, we expect that the target residual RMS error can be achieved in the shortest available total run time of all the tools. Secondly, the number of iterations (i.e., the number of tools employed to achieve the target) should be as small as possible, since frequent changing of tools also influences the overall efficiency. Finally, the selected CFR should be stable so that the same CFR can be applied to select the tool size in each iteration. Based on these philosophies, a computer simulation was designed and conducted to statistically study the optimal CFR.



6.1. Simulation Specifications


To study the optimal CFR, different CFR values were applied to select tool sizes for many initial surface error maps that were randomly generated with the same RMS value.



In detail, similar to the surface error map shown in Figure 3a, for a single test case, we first generated a random surface error map with a size of 1.85 m × 1.85 m by using the measured PSD trend of the aspheric DKIST primary mirror [24], adding random amounts of low-to-medium spatial frequency errors and scaling to the same total RMS.



Next, a CFR value was selected to investigate, with   CFR ∈ { 0.5 , 0.6 , 0.7 , 0.8 , 0.9 }  . The CFR, along with the CF of the given surface error map, was used to define the TIF size as detailed in Section 4. The robust iterative Fourier transform-based dwell time algorithm (RIFTA) [25] was used to determine the residual error and the total run time for each iteration, since the RIFTA is fast and minimizes the residual and run time simultaneously. Afterward, on the residual error map, another TIF was chosen with the same method. This procedure was repeated for this test case until the surface was within the target RMS bounds, which were set to be 15% ± 3% of the initial RMS. Each test case (i.e., a certain CFR value) was run on 30 separate randomly generated surface error maps, and the average total run time, run time standard deviation, and average number of iterations over the 30 trials were recorded.



Figure 6 depicts one set of this process on a single initial surface error map. The selected CFR was 0.7, and dwell time optimization with the RIFTA was performed on the residual surface errors iteratively until the target RMS was reached.




6.2. Simulation Results


The results of the simulation are shown in Figure 7. To compare the results of each case, we defined a figure of merit (FoM) for one case to be the root sum square (RSS) of the average run time, standard deviation of the run time, and average number of iterations, each normalized by the maximum case value for its respective category. A smaller FoM value thus corresponds to a more efficient CFR. As shown in Figure 7, the small FoM values appeared between   CFR = 0.7   and   CFR = 0.8  .



The average run time of each case is shown by in the blue line in Figure 7, which was calculated as the mean run time of the 30 runs of the same CFR. It is obvious that   CFR = 0.5   and   CFR = 0.8   do not appear to be a good choice because of their longer run times. The standard deviation of the total run time of each case is shown in red in Figure 7, which represents the stability of the selected CFR. It was found that   CFR = 0.9   was not very stable. Finally, the average number of iterations of each case that was spent to achieve the target residual error is given in yellow in Figure 7. A small number of iterations indicates a higher overall efficiency for the selected CFR value, primarily due to the down time caused by tool changes. Therefore, larger CFR values tend to be more efficient under this definition than smaller CFR values. It is clear by interpolation that the consistent use of a CFR within 0.75 yielded the most stable balance among the accuracy, total run time, and number of required iterations. Thus, it was selected as a general criterion in choosing tool sizes in CCOS.





7. Conclusions


In this paper, we proposed a straightforward characteristic frequency ratio (CFR) to guide tool size selection in computer-controlled optical surfacing (CCOS) processes. The proposed CFR was statistically studied via computer simulation, and it was the first general criterion that considered both the residual errors and total run time.



The CFR is defined as the ratio between the characteristic frequencies (CFs) of a surface error map and a tool influence function (TIF). While the CF of a surface error map is defined according to the proposed encircled error metric, the CF of a TIF is calibrated based on a reference surface error map containing a single sinusoidal frequency and a reference TIF derived from Preston’s equation. Based on the novel integrated PSD of a TIF metric, the method for generalizing the calibrated CF to determine the sizes of different kinds of TIFs in typical CCOS processes was then presented, verifying the applicability of the method. Finally, the proposed idea was statistically studied with a well-designed computer simulation on many initial surface error maps and different CFRs. The simulation results demonstrate that a CFR of 0.75 consistently achieves the most stable balance among the residual error, total run time, and total number of iterations and thus can be chosen as a simple criterion to guide tool size selection.
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Figure 1. Schematic of the relationship between relevant surface parameters, where “★” is the auto-correlation operator,  F  and   F  − 1    represent the forward and inverse Fourier transforms, respectively, and   σ 2   is the variance of the surface profile. 
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Figure 2. An example surface error map (a) and its 2D PSD map (b). The EE of the PSD (c) demonstrates that 80% of the RMS error was due to spatial frequencies lower than 3.41 m    − 1   . 
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Figure 3. (a) The reference surface error map and (b) its 1D profile along the x direction. 
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Figure 4. (a) Reference Line TIF with characteristic frequency    f  T I F  c  = 0.05   mm    − 1   , (b) 1D PSD of the reference Line TIF, and (c) IP of the reference TIF. 
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Figure 5. Typical TIFs scaled to have a characteristic frequency of   f c   = 0.05 mm    − 1   . 
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Figure 6. Simulation example for one iteration of test case with CFR = 0.7 showing (a) initial error map, (b) first residual error map, (c) second residual error map, and (d) final residual error map, with a table keeping track of the RMS value and CF of each map, the FWHM of the Gaussian TIF used on each map, and the calculated run time required for each run. 
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Figure 7. Simulation results for the average total run time (blue), the standard deviation of the total run time (red), the average number of iterations (yellow), and the figure of merit (purple). 
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