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1- I�TRODUCTIO� 

 

The theory of approximation methods and its applications for the solution of 

linear and nonlinear singular integral equations (LSIE) and (NSIE) has been developed 

by many authors [5,11,12,17,21]. There is a literature on the successful development of 

the nonlinear singular integral equations with shift (NSIES) [1,3,4,15,18,20]. The 

Noether theory of singular integral operators with shift (SIOS) is developed for a closed 

and open contour ([2,10,13,14,16,18] and others). The theory of singular integral 

equations with shift (SIES) is an important part of integral equations because of its 

recent applications in many fields of physics and engineering, [6,14,16]. It is known 

[6,7], that Weiner-Hope equations are a natural apparatus for the solution of problems 

of synthesis of signais for linear systems with continuous time and stationary 

parameters. If the problem of synthesis is not stationary, then the Weiner-Hope method 

is not applicable and the problem is reduced to singular integral equation. 

In this paper, some new conditions for the convergence of Newton-Kantorovich 

approximations have been applied to solution of the following NSIES of Uryson type: 

                                          ds
ts

sustk

i
tu ∫

Γ −
=

)(

))(,),((1
)(

α
α

π
,                                               (1.1) 

in the generalized Holder space ( )ωΓH , where Γ  is a simple smooth closed Lyapunov 

contour, dividing the complex plane into two domains +D ( the interior domain) and 
−D (the exterior domain), −+ ∪= DDD , and the homeomorphism Γ→Γ:α  is the 

preserving orientation, satisfying the Carleman condition: 

                                                ( )( ) ( ) Γ∈== tttt ;
2

ααα  ,                                             (1.2) 

and the derivative ( ) 0' ≠tα  satisfies the usual Holder condition. Moreover 

ℜ→ℜ×Γ×Γ:k  is a caratheodory function (i.e k(.,.,u) is measurable on Γ×Γ  and 

k(t,s,.) is continuous on ℜ ) . Also, we suppose that the derivative 
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u

ustk
ustl

∂
∂

=
),,(

),,(                                                    (1.3)      

exists and is also a caratheodory function. 

The special case of our problem has been studied as nonlinear integral equation with out 

shift in the Chebyshev space C, the Lebesgue space )1( ∞≤≤ pLp , and Orlicz space 

ML  [8]. 

2- FORMULATIO� OF THE PROBLEM: 

 

             Let X  and Y  be two Banach spaces, ( ) { }RuuXuuRuB <−∈=
00

,:,  the closed 

ball centered at Xu ∈
0

 with radius 0>R , and YRuBF →),(:
0

 is nonlinear operator. 

The Newton-Kantorovich method is one of the basic tools for finding approximate 

solutions of the operator  

                                                           0)( =uF                                                              (2.1) 

In the corresponding iterative scheme 

                                                ( ) ( ) ,...)2,1,0(,
1'

1
=−= −

+ nuFuFuu
nnnn

                           (2.2) 

One has torequire in particular that the Frechet derivative of F at all points nu   exists 

and is invertible in the Banach space ),( YXC  of all bonded linear operators from X  

into Y . The non-negative numbers 

                                                ( ) ( )
0

1

0

' uFuFa
−= , and ( ) 1

0

' −= uFb                               (2.3) 

Will be of particular interest to us in what follows. 

We suppose that the Frechet derivative )(' uF of F satisfies at each point of ),(
0

RuB  a 

condition of the form 

                                        ( ) ( ) ( ) ( )RuBuuuuuFuF ,,,
021212

'

1

' ∈−≤− µ                  (2.4) 

Where [ ) [ )∞→∞ ,0,0:µ  is monotonically increasing with  

                                                  Rrr
r

<<=
→

0,0)(lim
0
µ                                          (2.5) 

Moreover, we assume that there is another monotonically increasing function 

 [ ) [ )∞→∞ ,0,0:θ   such that )0(),()(0 Rrrr ≤≤≤≤ µθ , and 

                                          )),((,
)(1

)('
0

1 ruBu
rb

b
uF ∈

−
≤−

θ
.                                    (2.6) 

We define three scalar functions on [ ]R,0  by 

                                         { },:)()(sup)(~ rvuvur =++= θµµ                                          (2.7) 

                                         )0(,)()(
0

Rr
b

r
dtt

b

a
r

r

≤≤−+= ∫µφ ,                                      (2.8) 

and 

                                        )0(,)(~)(
~

0

Rr
b

r
dtt

b

a
r

r

≤≤−+= ∫µφ .                                      (2.9) 

As a special case of the main theorem of [12], about the convergence of successive 

approximations, we get then the following: 

Theorem 2.1 [8]. Suppose that the function (2.8) has a unique zero [ ]Rr ,0
0
∈  and that 

( ) 0≤Rφ . Then equation (2.1) has a solution ),(
00

rxBx ∈∗  this is unique in the ball 

( )RuB ,
0
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Lemma 2.1  [8]. Suppose that the function (2.9) has a unique zero [ ]Rq ,0
*
∈  and that 

0)(
~

≤Rφ . Then the scalar sequence 
!nn

r ∈)(  defined by   

                                 ,...)2,1,0(
)(1

)(
~

,0
10

=
−

+== + n
rb

rb
rrr

n

n

nn θ
φ

                     (2.10) 

Converges monotonically to
*

q  

Theorem 2.2 [8]. Under the hypotheses of Lemma 2.1 the approximations (2.2) are 

defined for all n belong to the ball are converging to a solution of (2.1) and satisfy the 

estimates 

                   ,...)2,1,0(,
11

=−≤− ++ nrruu
nnnn

, and ,...)2,1,0(,
**

=−≤− nrquu
nn

.   (2.11) 

Theorem 2.3 [8]. Suppose that the sequence 
nn

r )(  give by (2.10) converges to some 

limit )(ar∞ . Then the approximations (2.2) are defined for all n belong to the ball 

))(,(
0

aruB ∞ , and satisfy the estimate (2.11) . 

We remark that the usefulness of Theorem 2.2 consists in reducing the (hard) problem 

of finding zero of a nonlinear operator in a Banach space to the (possible simpler) 

problem of finding zero of a scalar function. 

 

3- SOME �OTATIO�S A�D AUXILIARY RESULTS: 

 

Definition 3.1 [10]. We denote by Φ  the class of all functions )(δω , defined on ( ]l,0 , 

where l  is the length of the curve L , which satisfies the following conditions: 

1. )(δω  is a modulus of continuity,                   2. ∞<=∫
>

ω

δ

δ

ω
δω

Ids
s

s

0
0

)(

)(

1
sup ,              

3.  .
)(

)(
sup

2
0

∞<=∫
>

ω
δδ

ω
δω
δ

Jds
s

sl

 

Definition 3.2 [10,19]. The generalized Holder space )(ωΓH  is the set of all continuous 

function ( )tu  such that    

                                          .
)(

)()(
sup)(

21

21 ∞<
−

−
=Γ

tt

tutu
uH

ω
ω   

For )()( ωΓ∈Htu , we define the norm 

                                              ;)(
)(

uHuu
cH

ω

ΓΓ
+=

Γ
  .)(max

)(
tuu

tc Γ∈Γ
=  

  Definition 3.3 [10,20]. Let 
1
λ  and 

2
λ  be positive numbers and the function )(tω  

satisfies the assumptions of Definition 3.1 we say that the function )()( ωΓ∈Htu , Γ∈t , 

belongs to the class )(21 , ωλλ

ΓH  if the following two conditions are satisfied: 

                            1. ,,)(
1

Γ∈≤ ttu
c

λ                2. .)(
2

λω ≤uH
L

 

Definition 3.4 [16,19]. Let ( ) ( )ωω λλλλ '
2

'
121 ,,: ΓΓ → HHS  , where '

2

'

1
,λλ  are positive constants, 

denote to the operator of singular integration     

                                                   ( )( ) ( )
ds

ts

su

i
tSu ∫

Γ −
=
π
1

,                                                 (3.1)                             

to which we associate the projection operators 
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                                                   ( ) ISSIP =±=±

2,
2

1
 ,                                                (3.2) 

where I is the identity operator on ( )ωΓH . The Carleman shift operator             

                                                 ( ) ( )ωω αλλλλ )1'(,, 2121:
+

ΓΓ → cHHW , 

is given by 

                                                      ( )( ) ( )( )tutWu α=                                                         (3.3)  

Using the notation 

                                            ( ) ds
ts

sustk

i
tKu ∫

Γ −
=

)(

))(,),((1
)(

α
α

π
                                          (3.4) 

for nonlinear singular integral operator. 

Lemma 3.1 [10]. Let the function )(tu  belong to the space )(Γc  and ∞<∫ ξ
ξ
ξω

d
l

u

0

)(
. 

Then the following inequalities 

                                               







+≤ ∫ c

u

c
udcSu ξ

ξ
ξωδ

0

1

)(
                                             (3.5) 

                                           







+≤ ∫∫ ξ

ξ
ξω

δξ
ξ
ξω

δω
δ

ddc
l

uu

Su

0

2

0

2

)()(
)(                                   (3.6)     

are valid, where )()(sup)(
21

0
21

tutu
tt

u
−=

>
<−

δ
δ

δω , 
1

c  and 
2

c  are constants. 

Lemma 3.2 [4]. The singular operator S  is a bounded operator on the space )(ωΓH and 

satisfies the inequality  

                                                          
ΓΓ

≤
HH

uSu
0

ρ ,                                                  (3.7) 

where 
0

ρ  is a constant defined as follows ( )
;~

21

0

10
cccdc ++= ∫

δ

ξ
ξ
ξω

ρ c~ is positive constant. 

Lemma 3.3 [4,20]. The shift operator W  is a linear bounded continuously invertible 

operator on the space )(ωΓH  and satisfies the inequality 

                                                           
ΓΓ

≤
HH

uWu
0

γ                                                 (3.8) 

Where  { }
00

,1max αγ =  and 
)(

)(
sup

))((

0
0 δω

δω
α α

δ
u

tu

>

= . 

Now, we study the singular integral operator K  defined by the equality (3.4) where the 

function RRustkk →×Γ×Γ= :),,(  satisfies the following condition 

                        
1,0;)(

)()(*),,(),,(

21

212211222111 )()(

=−+

−+−≤−

iuu

ssAttAustkustk

i

ii

uu ii

ξ

ωω
,                   (3.9)         

and for Φ∈)(*,)( δωδω  , we have  

                                                     ),()ln()(*
3

δωδδω Al ≤                                           (3.10) 

[ ) [ )∞→∞ ,0,0:
i

ξ  is monotonically increasing function with 

                                                        Rrr
i

or
≤≤=

→
0;0)(limξ ,                                      (3.11)   

where ii AA
21

,  and 
3

A  are positive constants. 

Lemma 3.4 [20]. If the inequalities (3.9)-(3.11) are satisfied, then for every 

)()( 21 , ωλλ

Γ∈Htu , we have )())(( 21
, ωλλ kk

HtKu Γ∈ , where k

1
λ  and k

2
λ  depend on 

21
,λλ  
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Lemma 3.5. If the function ),,( ustk  satisfies the conditions (3.9)-(3.11), then the 

operator K  defined by (3.4) is bounded on ).(ωΓH  

Proof 

  Let                                  ))(,,())(,,())(,,(
1

sussksustfsustk +=  

                                        ))(,,())(,,())(,,(
1

sussksustksustf −=  

                
,))()((

)(
~

)(*))(,,())(,,(

210

21

0

221

0

122211111

susu

ssAttAsustfsustf

−+

−+−≤−

ξ

ωω
                      (3.12) 

Where 1

1

0

1

0

2

0

2
))(ln(2

~ −+= slcAAA , hence, the norm of the operator K  can be rewritten as  

                                      { };)~(~~
00

uKHuKuKKu
cHH

ωγγ Γ+=≤
ΓΓ

, 

                                
Γ

Γ

Γ

+
−

≤ ∫
Γ

H

H

H

tuttkds
ts

sustf

i
tuK ))(,,(

))(,,(1
)(

~
0

1 ρ
π

. 

Let                                       ,
))(,,(1

)( 1 ds
ts

sustf

i
tMu ∫

Γ −
=
π

 

                                           ,
))(,,(1 1

ds
ts

sustf
Mu

c ∫
Γ −

≤
π

 

hence,  

                                             .
)(*0

1 ds
ts

tsA
Mu

c ∫
Γ −

−
≤

ω

π
 

It is well-known, [9], that for smooth contour Γ there exist a number *m such that 

drmds *≤  where *m is a positive constant. From Definition 3.1, we have  

 
( ) ( )

( )lI
l

AAm
dr

r

r

l

AAm
Mu

l

c
ω

δπ
ω

δπ ω
/ln

)(

/ln

0

13

*

0

0

13

*

≤≤ ∫ , 

Suppose
021

σ<− tt , fix an arbitrary number 
210

1, ttnn −<< σ . Draw a circle of radius 

21
ttn −=σ  centered at the point 

1
t . This circle intersects Γ at two points  

1
ε  and 

2
ε . 

The part of Γ lying with this circle is denoted by 21εε . 

From, [20], we obtain  

                                    ),()2(
1

)()(
21432121

ttqqqqtMutMu −+++≤− ω
π

 

                              
,*2

,)1)(
~
(*2

3

0

12

4

0

21

AAmq

InAAmq

=

++= ω

,)
~

))/(ln((

,)
~
(*)

1
(

14

0

2

1

3

0

14

4

0

2

2

3

MAAslAAq

JAAm
n

n
q

++=

+
+

=

−

ω
                                  

and ∫
Γ

−
−

=
21 1

1

εε

π
i

ts

ds
M , where, 

4
A  is positive constant, therefore, we have 

                                                     ,)(
21

∧+∧≤
ΓH

tMu  

                                        ,)(
)ln(

* 0

13

1
lI

sl

AAm
ω

π ω=∧   )2(
1

43212
qqqq +++=∧

π
  

Thene 

                                                { }.)(,,()(
0210

ΓΓ
+∧+∧≤

HH
tuttKtKu ργ                      ( 3.13) 
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Hence, the nonlinear singular integral operator K  defined by the right-hand side of 

(1.1) is a bounded operator in generalized Holder space )(ωΓH . Therefore, we can 

rewrite equation (1.1) in the following form 

                                            )),((,0)()(
0

RuBuuKuuF ∈=−= ,                          (3.14) 

for fixed )(ωΓ∈Hu , we define an operator L  by  

                                 )()(;)(
)(

))(,),((1
)()( ω

α
α

π Γ
Γ

∈
−

= ∫ Hshdssh
ts

sustl

i
thuL ,                  (3.15) 

satisfied the following condition        

                          RrRuBuuuuuLuL
HH

<<∈−≤−
ΓΓ

0),,(,,)()()(
0212121

µ ,            (3.16a) 

where 

                                                )0(,0)(lim
0

Rrr
r

<<=
→
µ  ,                                        (3.16b) 

and put  

                                            )),((),()(
0

RuBuuLIuG ∈−= .                                  (3.17)   

It is natural to expect that the derivative of the operator (3.4) is related to the operator 

(3.15), and hence the derivative of (3.14) is related to (3.17). 

Lemma 3.6 [1]. Let the function )(;)(),(),( shshstmstg =  belong to the generalized 

Holder space )(ωΓH . Then the following inequality is valid 

                             )()(),0()0,(),(
2121

δωβδωδωδδω ω hHhh
mcmcg Γ++≤ ,                    (3.18) 

where 

                        ),(),(sup),(
221121

221

121

stgstg

ss

tt
g

−=
<−
<−
δ
δ

δδω , and ),(max
,

stm
st Γ∈

=β .                  .    

The proof of boundedness of the operator L  in the generalized Holder space )(ωΓH  

depends on the inequality (3.6), [19]. 

In the following Theorem, the function ),( stmm =  should carry the following quite 

restrictive conditions: 

1. ∞<=
<<

1
0 )(

))(ln()0,(
sup I

l
m

l δω
δδω

δ
                                                                                    (3.19)  

2. ∞<=∫
<<

2

0
0

),0(

)(

1
sup Idm

l

ξ
ξ
ξω

δω

δ

δ
                                                                                 (3.20) 

3. ∞<=∫
<<

3

0

2
0

),0(

)(
sup Idm

l

ξ
ξ

ξω
δω
δ δ

δ
                                                                                 (3.21) 

Theorem 3.1. The nonlinear singular operator L  is a bounded operator on the 

generalized Holder space )(ωΓH . 

Proof 

 Let                   ),,()(),( stgshstm = and ,
),(1

)(
~

ds
ts

stg

i
tf ∫

Γ −
=
π

                         (3.22) 

where ),())(,,( stmsustl = , from, [1], we have 

                                   )(
~

54
hHIhIf

c
c

ω

Γ+= , and )(
~~

)
~
(

54
hHIhIfH

c

ωω

ΓΓ +≤ ,            (3.23) 

                            ,
),0(

*
0

4
βπξ

ξ
ξω

+= ∫ dmI
l

m       







+++=

321

1

24

2ln

~
III

II
cI ω  
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                           ,
)(

*
0

5
ξ

ξ
ω

β d
s

mI
l

∫=                  ( )ωωβ JIcI +=
24

~
. 

From, the inequalities (3.22) and (3.23), we obtain 

                                                      ;)(
ΓΓ

≤
HH

hhuL θ                                                (3.24) 

                                                      { }.~,
~

max.
55440

IIII ++= γθ  

Thus, the theorem is proved. 

Theorem 3.2. Suppose that the function  

                                          ds
ts

sustk

i
tuK ∫

Γ −
=

)(

))(,),((1
))(( 0

0 α
α

π
,                                     (3.25) 

belongs to the space )(ωΓH . Moreover suppose the operator L given by (3.15) is 

defined on the ball ),(
0

RuB , takes its values in the space of bounded linear operator on 

)(ωΓH  and satisfies a condition (3.16a). Then the operator (3.14) is differentiable as an 

operator in )(ωΓH  at every point ),(
0

RuBu∈  and 

                                             )),((,)()('
0

RuBuuGuF ∈= .                                     (3.26) 

Proof 
 we remark that the condition (3.16a) implies that the operator G is uniformly 

continuous on each ball  ),(),(
00

RuBruB ⊂ . From the condition (3.25) and from 

                     ( ) ( )( )( ) λλααα dshshsustlsustksustk
l

o

)()(,,))(,),(()(,),((
00 ∫ +=− , 

Where )()()(
0

susush −= , hence     

                                               ),()())(())((
00

thuLtuKtuK +=                                       (3.27) 

It follows that also )()( ωΓ∈HuK  for ;
0

Ruu
H
≤−

Γ
 moreover, 

                                           
ΓΓΓΓ

−+≤
HHHH

uuuLuKuK
000

)()()( .                         (3.28) 

Frome definition of the function k  and its derivative and definition of the operator L , 

then the operator F  given by (3.14) is bounded as an operator from ),(
0

RuB  into 

)(ωΓH . We show now that F  is differentiable with derivative G. Appling the definition 

of the operator G and changing the order of integration. 

For fixed )()(
0

ωΓ∈Htu , and arbitrary element )()( ωΓ∈Hth  we have the well-know 

formula: 

                                            );,()()()(
0000

huhuGuFhuF η+=−+  

                                      dssh
ts

sustl

i
ththuG )(

)(

))(,),((1
)()()( 0

0 ∫
Γ −

−=
α

α
π

,                          (3.29) 

                   

( )( ) ( ){ }

[ ] .)()()(

)()(,),()()(,,
)(

11
),(

1

0

00

1

0

000

λλ

λαλα
απ

η

dshuGhuG

dsdshsustlshsustl
tsi

hu

∫

∫∫

−+=






 −+
−

−=
Γ

 

By hypothesis, the operator L satisfies the condition (3.16a), we have 

                                        ( ) ( )
ΓΓΓΓ

=≤ ∫ HHHH
hdhhhu 0),(

1

0

0
λλµη  ,                          (3.30) 

as ,0→
ΓH

h  and hence the equality (3.26) holds. 
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Moreover, from the equalities (3.26), (3.29) and condition (3.16a), we get 

                    ( ) .,)),(,(,)(')('
0212121

RroRuBuuuuuFuF
HH

≤≤∈−≤−
ΓΓ

µ             (3.31)   

   

4- �OETHER PROPERTY A�D I�DEX FORMULA FOR SIOS: 
 

To study the Noether condition for the operator G, we reduce this operator to the 

following form 

                     )()(),(
1

)(

)()(
)()()(

0
tfdsshtR

i
ds

ts

sh

i

td
ththuG =+

−
+= ∫∫

ΓΓ

τ
παπ

                     (4.1) 

Where )),(,),(()(
0

tuttltd α−= and ,
)(

))(,),(())(,),((
),( 00

ts

sustltuttl
stR

α
αα

−
−

=  

and )(ωΓ∈Hf . From definition of the shift operator W  and singular integral operator 

S , we obtain                          
                                  )())(())()(()()()(

0
tft!htWShtdththuG =++= ,                            (4.2) 

where  ∫
Γ

= dsshstR
i

t!h )(),(
1

))((
π

. Using the relation (3.2), we get 

                                           );()()()()(
0

tJthBPAPthuG =+= −+                                      (4.3) 

                           WtdIBWtdIA )(,)( −=+= , and  ))(()()( t!htftJ −=  

From the theory of singular integral operators with shift [16], the Noether condition for 

the operator G is given by 

                         0
1))((

)(1
)(

1
≠=∆

td

td
t

α
,           0

1))((

)(1
)(

2
≠

−

−
=∆

td

td
t

α
.               (4.4) 

Moreover, the index formula of the operator G has the form 

                                                      
Γ







∆

∆
=

)(

)(
arg

4

1

1

2

t

t
indG

π
.                                             (4.5) 

 

5- SOLUTIO� OF LI�EAR SI�GULAR I�TEGRAL EQUATIO� WITH 

SHIFT: 

 

Now, we show that the linear singular integral equation with shift (4.2) has a unique 

solution for every )(ωΓ∈Hf . Apply the operator WS  to both sides of the equation (4.2), 

hence, we obtain the following system: 

                                          ( ) ( )tftWhtWShtdth =++ ))(())()(( ,                                       (5.1) 

                                        ( ) ( )tWSfth!tWShthtd )())(())(())((
1

=++α  

Where ( ) WS!WtWdWStWSd! +−= )(
1

                                               

No solutions are lost when the operator WS  applied to equation (4.2), [1], hence all 
solutions of (4.2) are solutions of the system (5.1) and conversely. Let E  be the closed 
subspace defined by { })(),,( ωΓ∈= HhWShhE ,                                                , 

and let Ω  be the linear operator from E  to )(ωΓH  defined by  

                                                    )()()( tHttH Ω=Ω ,                                                    (5.2) 

where                             







=Ω








=

1))((

)(1
)(,

td

td
t

WSh

h
H

α
, 
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is a matrix of functions from the space )(ωΓH  corresponding to the operator Ω . 

Moreover, if we put 

                                       







=








=

WSf

f
F

SW!

!
T ,

0

0

1

, 

then system (5.1) can be rewritten as the form: 

                                                    EHFTHH ∈=+Ω ,  

Theorem 5.1 [1]. Assume that  

                                   .1,0)(det
1

<ΩΓ∈∀≠Ω
−

E

Ttt                                               

Then the operator )(
0

uG  is invertible, moreover 

                                    






 +
Ω−

Ω
≤ Γ−

∗

− Γ

Γ
)(

1

1
)(

1

1

0
λωH

nT
uG

E

H

H
, 

Where ,
)(det

1
)(,)(detmin

t
ttn

t Ω
=Ω=

Γ∈
λ   and *Ω be the adjoint matrix of Ω . Assume 

                               ,)(
1

1 1







 +
Ω−

Ω
= Γ−

∗

Γ λωH
nT

b

E

H
)(

00
ΓΓ

+=
HH

Kuuba  

In fact, we have        

                               
)),()(())()((

)()()()(

0

1

00

00

uLuLuLIuL

uLuLuLuL

−+=

−+=
−

 

implies   

                                 [ ] 1

0

1

0

1

0

1 )())()(()()( −−−− −+= uLuLuLuLIuL , 

and consequently  

                                   

ΓΓ

Γ

Γ −−
≤

−

−

−

HH

H

H uLuLuL

uL
uL

)()()(1

)(
)(

0

1

0

1

0
1 . 

Put { },:)()(sup)(
0

ruuuLuLr
HoH
≤−−=

ΓΓ
θ                            

where [ ) [ )∞→∞ ,0,0:θ  such that )0(,)()(0 Rrrr ≤≤≤≤ µθ . Similarly, we have 

                                          
( )

)).,((,
1

)(
0

1 ruBu
rb

b
uG

H
∈

−
≤

Γ

−

θ
 

Therefore, the following theorems are valid. 

Theorem 5.2. Suppose that the function (2.8) has a unique zero ],0[
*

Rr ∈  and that 

( ) 0≤Rφ . Then equation (3.14) has a solution ),(
*0*

ruBu ∈ ; this solution is unique in the 

ball ).,(
0

RuB  

Theorem 5.3. Under the hypotheses of Lemma 2.1 the approximation (2.2) are defined 

for all n belong to the ball ),(
*0

quB , are converging to a solution 
*

u  of (3.14) and satisfy 

the estimate (2.11) .    
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