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Abstract: A potential based on a bond dipole representation of electrostatics is reported for peptides.
Different from those popular force fields using atom-centered point-charge or point-multipole to
express the electrostatics, our peptide potential uses the chemical bond dipole–dipole interactions to
express the electrostatic interactions. The parameters for permanent and induced bond dipoles are
derived from fitting to the MP2 three-body interaction energy curves. The parameters for van der
Waals are taken from AMBER99sb and further refined from fitting to the MP2 stacking interaction
energy curve. The parameters for bonded terms are taken from AMBER99sb without any modification.
The scale factors for intramolecular dipole–dipole interactions are determined from reproducing the
highly qualified ab initio conformational energies of dipeptides and tetrapeptides. The resulting
potential is validated by use to evaluate the conformational energies of polypeptides containing
up to 15 amino acid residues. The calculation results show that our peptide potential produces
the conformational energies much closer to the famous density functional theory M06-2X/cc-pVTZ
results than the famous AMBER99sb and AMOEBAbio18 force fields. Our potential also produces
accurate intermolecular interaction energies for hydrogen-bonded and stacked dimers. We anticipate
the peptide potential proposed here could be helpful in computer simulations of polypeptides
and proteins.

Keywords: peptide; bond dipole; electrostatic interaction; polarization; conformational energy

1. Introduction

Molecular simulation plays a more and more significant role in studying structures
and properties of biosystems. However, its predicting ability depends upon how well the
molecular interactions are described by the potential energy function.

Many popular molecular potentials have been used in the simulation of biomolecules,
including fixed-charge potentials, such as CHARMM [1,2], OPLS [3,4], GROMOS [5,6], and
AMBER [7,8], and polarizable ones, such as AMOEBA [9,10] and Drude [11–13]. Up to now,
the most widely used potentials are still the fixed-charge ones. However, the disadvantage
of the fixed-charge potentials limits its capability in describing the electrostatic interactions
due to the weakness to capturing charge redistribution during a change in surroundings.

Electrostatic interactions, including polarization, are very important for biosystems [14,15].
In biomolecular systems, electrostatic polarization arises naturally due to the influence of
other molecules, which produces significant many-body interaction energy. In order to
capture the many-body polarization effects, potentials incorporating an explicit treatment
of electronic polarization are needed.

Classical polarizable models with explicit polarization first appeared around the
1950s [16,17]. However, a general polarizable force field for molecular modeling has
become more and more attractive only in the past decade because of the great improvement
of computer technology.

Two famous polarizable potentials to deal with polarization are AMOEBA [9,10,18]
and Drude [12,19]. In AMOEBA force field, the permanent electrostatic interactions are

Processes 2023, 11, 1291. https://doi.org/10.3390/pr11041291 https://www.mdpi.com/journal/processes

https://doi.org/10.3390/pr11041291
https://doi.org/10.3390/pr11041291
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/processes
https://www.mdpi.com
https://orcid.org/0000-0002-2236-7386
https://orcid.org/0000-0002-1519-7390
https://doi.org/10.3390/pr11041291
https://www.mdpi.com/journal/processes
https://www.mdpi.com/article/10.3390/pr11041291?type=check_update&version=1


Processes 2023, 11, 1291 2 of 12

calculated using atom-centered monopoles, dipoles, and quadrupoles. For the electrostatic
polarization effects, at least one atom-centered dipole is assigned to each atomic core and
the induced dipoles are determined through an iterative self-consistent scheme. Recently,
Liu et al. proposed an AMOEBA+ potential [20] where the effects of the charge transfer and
charge penetration are considered. An AMOEBA+(CF) potential [21] is also put forward in
which the charge flux effects are taken into account. Drude force field is another famous
polarizable potential which was first developed around 2000 [19]. Drude potential attaches
an auxiliary particle to the parent atom to mimic the electrostatic polarization explicitly.
The induced dipole is expressed with the Drude charge, the electric field, and the force
constant [13].

On the basis of the many-body expansion of the interaction energy, Paesani et al.
have established an MB-pol potential for water [22,23], in which explicit 1B, 2B, and
3B terms are included. MB-pol model has shown its high quality in reproducing the
highly qualified ab initio many-body interactions for water clusters as well as for small
molecule–water systems.

Our laboratory has established a polarizable dipole–dipole interaction model for
hydrogen-bonding, stacking, and T-shaped interactions [24–29]. Recently, it was further
developed to compute many-body polarization effects [30,31]. In this paper, a peptide
potential that contains not only the intermolecular interaction terms, but also the intramolec-
ular terms is proposed. Different from all the existing potentials, our potential uses chemical
bond dipole–dipole interactions to describe the electrostatics and polarization.

2. Theoretical Model

Our peptide potential is written as Equation (1).

U = ∑
bonds

kb(b− b0)
2 + ∑

angles
kθ(θ − θ0)

2 + ∑
dihedrals

Vn
2 [1 + cos(nϕ− γn)]

+∑
(

Aij

R12
ij
− Bij

R6
ij

)
+ ∑

µiµj

r3
ij
(2 cos α cos α′ + sin α sin α′ cos β)

(1)

In Equation (1), the first three terms are the bond stretching, angle bending, and
dihedral angle, respectively. kb, b, and b0 represent the stretching force constant of a bond,
actual bond length, and equilibrium bond length. kθ , θ, and θ0 represent the bending force
constant of an angle, measured angle, and equilibrium angle. Vn, ϕ, and γn represent the
Fourier coefficient, dihedral angle, and phase angle.

We use the Lennard–Jones function (the fourth term) to express the nonbonded van der

Waals potential. Here, Rij represents the distance between atoms i and j. Aij = εij ·
(

R∗ij
)12

,

Bij = 2εij ·
(

R∗ij
)6

, εij =
√

εiε j, R∗ij = R∗i + R∗j . εi and Ri* are van der Waals well depth and
radius parameters, respectively.

The nonbonded electrostatics of our peptide potential is written as the last term of
Equation (1). Different from the traditional atom-centered partial-charge-based Coulomb
electrostatic potential, our peptide potential expresses the electrostatics (including perma-
nent and induced interactions) with chemical bond dipoles. Here, µi and µj represent two
different bond dipole moments. As shown in Figure 1, rij, α, α’, and β are the geometric
parameters which describe the relative geometrical relationship of two dipoles.

In our model, the electrostatic interactions are calculated through the dipole–dipole
interactions [32] between bond dipoles in a peptide separated by no less than three chemical
bonds. That means no intramolecular dipole–dipole interaction needs to be considered for
small molecules, such as acetamide and water. When the geometry of a peptide molecule
changes from one conformation to another, redistribution of electron density happens,
which leads to polarization. The bond dipole moment changes from µ0 to µ = µ0 + δµ,
where δµ represents the induced bond dipole and µ0 represents the permanent bond dipole.
Our electrostatics can be further rewritten as Equation (2).
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Figure 1. The attractive and repulsive interacting dipoles. Atom A forms a polar chemical bond A-B 
with atom B; atom C forms another polar chemical bond C-D with atom D. The two polar bonds A-
B and C-D are taken as two bond dipoles whose dipole moments are represented by µi and µj. E and 
F are the mid-points of the bonds A-B and C-D, respectively. rij is the distance between the two mid-
points E and F. α and α’ are the angles between the line EF and the positive direction of the bond 
dipole. The β is the dihedral angle between the two planes BEF and EFD. 
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In Equation (2), the first term of the right side denotes the permanent electrostatic 
interaction because its value is determined only by the permanent bond dipoles, whereas 
the second term can be named as the induced or polarized interaction because its value is 
a function of induced bond dipoles. The induced bond dipole moment is expressed with 
a simple Formula (3). 
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3. Parameterization 
Before using our potential Equation (1) to evaluate the conformational energies for 

polypeptides, the parameters in Equation (1) need to be first determined. The atom types 
used in our potential are provided in Figure 2, where the same type of atom will use the 
same set of parameters. For example, the symbol OH is used to represent the oxygen atom 
of hydroxyl group, the symbol HO is used to represent the hydrogen atom of hydroxyl 
group, the symbol CT is used to represent the sp3 carbon atom, the symbol HC is used to 
represent the hydrogen atom bonded to the sp3 carbon, etc. Then, we turn to determining 
the parameters needed in our potential. The details are described below: 

Figure 1. The attractive and repulsive interacting dipoles. Atom A forms a polar chemical bond A-B
with atom B; atom C forms another polar chemical bond C-D with atom D. The two polar bonds
A-B and C-D are taken as two bond dipoles whose dipole moments are represented by µi and µj. E
and F are the mid-points of the bonds A-B and C-D, respectively. rij is the distance between the two
mid-points E and F. α and α’ are the angles between the line EF and the positive direction of the bond
dipole. The β is the dihedral angle between the two planes BEF and EFD.

∑
µiµj

r3
ij
(2 cos α cos α′ + sin α sin α′ cos β)

= ∑
µ0,iµ0,j

r3
ij

(2 cos α cos α′ + sin α sin α′ cos β)
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µ0,iδµj+δµiµ0,j+δµiδµj

r3
ij
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In Equation (2), the first term of the right side denotes the permanent electrostatic
interaction because its value is determined only by the permanent bond dipoles, whereas
the second term can be named as the induced or polarized interaction because its value is a
function of induced bond dipoles. The induced bond dipole moment is expressed with a
simple Formula (3).

δµ = c(q− q0)d (3)

where d represents the bond length of a chemical bond, q0 represents atomic reference
charge, q represents atomic partial charge, and c is a correction factor.

3. Parameterization

Before using our potential Equation (1) to evaluate the conformational energies for
polypeptides, the parameters in Equation (1) need to be first determined. The atom types
used in our potential are provided in Figure 2, where the same type of atom will use the
same set of parameters. For example, the symbol OH is used to represent the oxygen atom
of hydroxyl group, the symbol HO is used to represent the hydrogen atom of hydroxyl
group, the symbol CT is used to represent the sp3 carbon atom, the symbol HC is used to
represent the hydrogen atom bonded to the sp3 carbon, etc. Then, we turn to determining
the parameters needed in our potential. The details are described below:

3.1. Parameters for Electrostatics

In this work, we treat the permanent bond dipole µ0, the reference charge q0, and
the correction factor c as parameters. The induced bond dipole moment δµ is calculated
via Equation (3). For H-X single bond (X = N, C, O, S), q0 in Equation (3) is the H atomic
partial charge of H-X bond in the extended structure of a tetrapeptide molecule. For C=O
double bond, q0 in Equation (3) is the O atomic partial charges of C=O bond in the extended
structure of a tetrapeptide molecule. q is the corresponding H or O atomic partial charges
in any target peptide molecule. The charge q is obtained from AM1 calculations.
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Figure 2. Atom types.

First, two peptide–water trimers are devised, with each trimer containing one glycine
tetrapeptide and two water molecules and the optimal structures are obtained from
B3LYP/6-31+G** calculations in vacuum. The benchmark three-body interaction energies
are computed using the counterpoise-corrected (CP-corrected) MP2/aug-cc-pVTZ method.
Our peptide potential is also applied to these trimers to calculate the three-body interaction
energies, where the initial values of parameters µ0 and q0 are from experiment bond dipole
moments [33] and from the AM1 atomic partial charge of the glycine tetrapeptide extended
structure, and the correction factor c is initially set to 1. The parameters µ0, q0, and c are
optimized by reproducing the benchmark three-body interaction curves for these trimers
repeatedly until the curves computed via our potential agree well with the benchmark
MP2 results. Here, the relevant parameters for water molecules are taken directly from our
previous work [30], where the three-body interaction energy of different water clusters has
been calculated using dipole–dipole interaction. In Figure 3a,b, the curves produced by our
potential and by the MP2 method are shown, indicating our potential yields quite similar
three-body interaction curves to that of the MP2 methods. The determined parameters are
collected in Table 1. The determined parameters are further tested by computing the total
three-body interaction energies of two clusters (see Figure S1 of the Supporting Information
for details). Cartesian co-ordinates in angstroms for two clusters are provided in Table S5.
For the side chains of serine, threonine, tyrosine, cysteine, and methionine, the experiment
bond dipole moments [33] of the C-O, O-H, C-S, and S-H single bonds are used as the
permanent bond dipole parameters µ0 of the CT-OH, CA-OH, OH-HO, CT-S, CT-SH, and
SH-HS without any modification. q0 of OH-HO and SH-HS are determined from the AM1
partial charge of the extended structure of the tetrapeptides AcGlyXGlyNHMe (X = Ser,
Thr, Tyr, and Cys). The correction factor c of the CT-OH, CA-OH, CT-SH, and CT-S is equal
to zero, which means no induced bond dipole is included.
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Figure 3. Interaction energy curves. (a,b): 3−body interactions; (c): 2−body interactions.

Table 1. Parameters for nonbonded terms.

Parameters for Electrostatics µ0 (Debye) c q0

C=O 2.65 1.80 −0.3800
C=O(Ac) 2.65 1.80 −0.3720

N-H 1.51 1.00 0.2690
N-H(NHMe), NA-H 1.51 1.00 0.2360

N-HQ 1.31 1.80 0.2373
CT-H1 0.70 1.00 0.1150
CT-OH 0.70 0.00 –
CA-OH 0.70 0.00 –
OW-HW 1.51 1.86 0.1942
OH-HO 1.51 1.00 0.2164
CT-SH 0.90 0.00 –
CT-S 0.90 0.00 –

SH-HS 0.65 1.00 0.0304

Scale factors for intramolecular dipole-dipole interactions

two dipoles separated by 3 bonds 0.75
two dipoles separated by 4 bonds 0.90

Parameters for van der Waals R*(Å) ε (kcal/mol)

C, CA, CB, CC, C*, CN, CW, CV,
CR 1.9080 0.0860

CT 1.9080 0.1094
N, NA, NB 1.6240 0.1700
O, O(Ac) 1.6612 0.2100

OH 1.7210 0.2104
S, SH 2.0000 0.6500

H, HQ, H(NHMe) 0.8000 0.0157
H1, H2, HC 1.3000 0.0157

HA 1.4590 0.0150
HO 0.0000 0.0000
H4 1.4090 0.0150
H5 1.3590 0.0150
HS 0.6000 0.0157

3.2. Parameters for Van Der Waals

A stacked dimer containing two glycine tetrapeptide molecules is devised and the
benchmark intermolecular stacking interaction energy curve is computed by the CP-
corrected DLPNO-MP2/aug-cc-pVTZ method. Taking the van der Waals parameters
of AMBER99sb as initial parameters, the stacking interaction curve is also computed using
our potential with the electrostatic parameters determined above. The parameters for van
der Waals are adjusted so that the stacking interaction energy curve from our potential
is consistent with the corresponding MP2 one (Figure 3c). The relevant parameters de-
termined in this way are listed in Table 1. The van der Waals parameters for other atom
types are taken from AMBER99sb without any modification and also given in Table 1. The
parameters different from AMBER99sb are highlighted in bold.
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3.3. Parameters for Bonded Terms

In this paper, the AMBER99sb parameters are adopted for bond, angle, and dihedral
terms without any modification.

3.4. Scale Factors for Intramolecular Dipole–Dipole Interactions

Scale factors are used to mask the short-range intramolecular dipole–dipole inter-
actions. We determine the scale factors by reproducing the benchmark conformational
energies of glycine and alanine peptides, including a total of 950 dipeptide structures [11]
(325 structures of glycine dipeptide and 625 structures of alanine dipeptide) and 79 tetrapep-
tide structures [34] (28 structures of glycine tetrapeptide and 51 structures of alanine
tetrapeptide). The 79 tetrapeptide structures are provided in Figure S2 of the Supporting In-
formation. Cartesian co-ordinates in angstroms for 79 tetrapeptide structures are provided
in Table S5. The C7eq conformer of alanine peptide (or the C7 conformer of glycine peptide)
is chosen as zero energy reference due to the consideration that C7eq is the global minimum
of the alanine dipeptide. The scale factor for interaction between dipoles is determined
to be 0.75 for two dipoles separated by three bonds and 0.90 for two dipoles separated
by four bonds. In Table S1, the root-mean-square errors (RMSEs) of the conformational
energies produced by our potential are listed with respect to the benchmark conformational
energies. Table S1 also includes the AMBER99sb and AMOEBAbio18 results for comparison.
The linear correlations between the benchmark conformational energies and the results
produced by our potential as well as produced by AMBER99sb and AMOEBAbio18 for
all these 1029 di- and tetrapeptide structures are given in Figure S3. Both Table S1 and
Figure S3 indicate that our potential is more accurate than AMBER99sb and AMOEBAbio18
in reproducing the benchmark conformational energies for these small peptide structures.
The scale factors are also listed in Table 1. The parameters for bonded terms are collected in
Table S2.

Within this work, the Gaussian 09 [35] or ORCA5.0.1 [36] package suite are used
for the electronic structure calculations. The force field AMOEBAbio18 and AMBER99sb
calculations are carried out by the Tinker 8.10.1 package [37]. Our peptide-potential-related
calculations are carried out by our in-house-developed PBFF code [38].

4. Applications
4.1. Conformational Energy

We first check our peptide potential in the reproduction of peptides’ conforma-
tional energies of quantum mechanical calculations. The neutral polypeptide molecules
Ac(Ala)4X(Ala)4NHMe, where X = Val, Leu, Ile, Phe, Ser, Thr, Hid, Hie, Trp, Cys, Tyr, Met,
Asn, and Gln, are chosen as testing systems. For all these testing peptides except X = Hid,
three important conformation structures [39], helices, β-strand, and 27-ribbon, are obtained
from B3LYP/6-31G* calculations in vacuum (6-31G* is used for geometry optimization
due to the efficiency consideration). For the polypeptide with X = Hid, we succeeded in
optimizing the helix and 27-ribbon structures but failed in optimizing the β-strand structure.
In addition, this is another reason why we use the 27-ribbon (C7eq) conformer not the
β-strand (C5) conformer as zero energy reference. Some important geometrical parameters,
such as backbone dihedral angles and hydrogen bond lengths of these testing systems are
collected in Table S3. The Cartesian co-ordinates of these testing systems are collected in
Table S5.

Our potential as well as the parameters listed in Table 1 and Table S2 are employed to
rapidly calculate the conformational energies for these testing peptides. The M06-2X/cc-
pVTZ conformation energies are taken as benchmark because the MP2 method is too
expensive for these large peptides. In Table 2, the conformational energies produced by our
potential, by the M06-2X method, and by the force field AMBER99sb and AMOEBAbio18
methods are collected. Table 2 shows that the famous M06-2X method yields negative
conformational energies for all helices and positive conformational energies for all β-strands
for all these testing peptides, suggesting that the helix conformer is more stable and the
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β-strand conformer is more unstable than the 27-ribbon conformer. Both our potential and
the AMBER99sb force field produce the conformational energies qualitatively consistent
with the M06-2X results for all the testing peptides, whereas the AMOEBAbio18 force field
produces negative conformational energies for β-strand conformers, which are in conflict
with the M06-2X results.

Table 2. Conformational energies (kcal/mol) relative to the C7eq conformer for AcAla4XAla4NHMe.

X Conformer M06-2X/cc-pVTZ AMBER99sb ∆ AMOEBAbio18 ∆ This Work ∆

Val
helix −17.76 −23.91 −6.15 −24.84 −7.08 −15.77 1.98
C5 7.87 9.39 1.51 −6.96 −14.83 10.68 2.81

Ile
helix −19.07 −24.82 −5.75 −27.55 −8.48 −16.62 2.46
C5 6.71 8.18 1.47 −10.84 −17.55 9.03 2.32

Leu
helix −17.20 −24.53 −7.33 −25.51 −8.31 −15.84 1.36
C5 9.28 9.32 0.04 −10.88 −20.16 9.80 0.52

Phe
helix −16.32 −23.40 −7.08 −24.46 −8.14 −15.94 0.38
C5 7.48 8.34 0.86 −11.79 −19.27 8.01 0.53

Asn
helix −18.65 −26.42 −7.77 −27.27 −8.62 −17.84 0.81
C5 9.19 9.91 0.72 −8.97 −18.16 7.25 −1.95

Gln
helix −22.50 −30.17 −7.67 −32.62 −10.12 −19.23 3.27
C5 9.56 11.27 1.71 −10.74 −20.30 10.93 1.37

Ser
helix −11.48 −17.86 −6.38 −19.04 −7.56 −12.52 −1.04
C5 11.29 11.75 0.46 −6.02 −17.31 11.42 0.13

Thr
helix −11.46 −18.09 −6.63 −17.64 −6.18 −12.25 −0.79
C5 11.34 13.27 1.93 −1.85 −13.19 12.75 1.41

Tyr helix −16.14 −22.80 −6.66 −24.26 −8.12 −15.59 0.55
C5 7.62 10.10 2.48 −8.79 −16.41 10.83 3.21

Cys helix −16.11 −22.79 −6.68 −23.57 −7.46 −14.67 1.44
C5 8.85 10.35 1.50 −9.16 −18.01 10.88 2.03

Hid
helix −17.85 −27.27 −9.42 −28.55 −10.70 −16.53 1.32
C5 – – – – – – –

Hie
helix −18.51 −24.19 −5.68 −26.98 −8.47 −13.80 4.71
C5 7.70 8.06 0.36 −10.78 −18.48 8.21 0.51

Met
helix −19.47 −25.47 −6.00 −27.61 −8.14 −16.10 3.37
C5 7.46 7.16 −0.30 −13.08 −20.54 8.18 0.72

Trp helix −19.38 −28.34 −8.97 −29.24 −9.87 −15.87 3.51
C5 4.37 1.36 −3.01 −17.42 −21.79 4.06 −0.32

Max Absolute Error 9.42 21.79 4.71
RMSE 5.22 14.08 2.04

As listed in Table 2, for all the 14 testing peptides, our potential reproduces the
benchmark M06-2X conformational energies with an RMSE of 2.04 kcal/mol, whereas
AMBER99sb and AMOEBAbio18 had RMSEs of 5.22 and 14.08 kcal/mol, respectively. The
maximum absolute error of our potential is 4.71 kcal/mol, found for the helix conformer of
X = Hie. The maximum absolute error of AMBER99sb is 9.42 kcal/mol, found for the helix
conformer of X = Hid, and that of AMOEBAbio18 is 21.79 kcal/mol, found for the β-strand
conformer of X = Trp. These comparisons suggest that our potential is more accurate in
predicting the conformational energies of peptides than AMBER99sb and AMOEBAbio18.

Two larger peptides, AcAla13NH2 and Ac(Ala2GlnAla2)3NH2, are further taken as
testing systems. The conformational energies of the helix and β-strand conformer, relative
to the 27-ribbon conformer, produced by our potential as well as by M06-2X/cc-pVTZ,
AMBER99sb, and AMOEBAbio18, are collected in Table 3. For the peptide AcAla13NH2, all
methods suggest a negative conformational energy for the helix conformer; the deviation
from the M06-2X result is 2.00 kcal/mol for our potential,−11.84 kcal/mol for AMBER99sb,
and −13.32 kcal/mol for AMOEBAbio18. M06-2X, AMBER99sb and our potential suggest
a positive conformational energy for the β-strand conformer, whereas AMOEBAbio18
suggests a negative value for the β-strand. Similar results can be found for the peptide
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Ac(Ala2GlnAla2)3NH2. These comparisons further indicate our potential has a good ability
to predict the conformation stability.

Table 3. Conformational energies (kcal/mol) relative to the C7eq conformer for larger peptides.

Conformer QM AMBER99sb ∆ AMOEBAbio18 ∆ This Work ∆

AcAla13NH2
helix −34.73 −46.57 −11.84 −48.05 −13.32 −32.73 2.00
C5 12.33 14.91 2.58 −15.06 −27.39 13.86 1.53

Ac(Ala2GlnAla2)3NH2
helix −49.72 −62.99 −13.27 −57.51 −7.79 −48.25 1.47
C5 16.38 15.75 −0.63 −9.51 −25.89 15.96 −0.42

QM = M06-2X/cc-pVTZ.

In Figure 4, the linear correlations between the benchmark conformational energies and
the force field ones are given for all testing systems of Tables 2 and 3. Both the correlation
coefficients and the RMSEs in Figure 4 further demonstrate that the peptide potential
proposed in this work can reproduce the benchmark conformational energies reasonably
and is more accurate than the famous AMBER99sb and AMOEBAbio18 force fields. It is
found that the AMOEBAbio18 force field was not good at predicting the conformational
energy in vacuum, which may be because it is designed to best reproduce energies in water,
not energies in vacuum.
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field ones.

4.2. Intermolecular Interaction Energy

Hydrogen bonding is ubiquitous in biosystems [40,41]. We further assess our potential
by calculating the intermolecular interaction energies of several hydrogen-bonded dimers
rapidly. For these testing dimers, the structures (Figure S4) are taken from references [27],
and the Cartesian co-ordinates are included in Table S5. In Table 4 the interaction energies
predicted by our potential and by AMBER99sb and AMOEBAbio18 force fields are collected.
The quantum mechanical interaction energies taken from references [27] are chosen as
benchmark and also given in Table 4. For the hydrogen-bonded dimers, relative to the
benchmark interaction energies, the RMSE of our potential is 1.02 kcal/mol and that of
AMBER99sb and AMOEBAbio18 is 1.70 and 2.21 kcal/mol, respectively. Our peptide
potential can also yield the interaction energies of hydrogen bonding and stacking dimers
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accurately. The electrostatic contributions in parentheses are also listed in Table 4 (see
Table S4 of the Supporting Information for details). For these hydrogen-bonded dimers,
the electrostatic contribution ranges from 81.0% to 88.7% predicted by our model, 81.0%
to 96.5% predicted by AMBER99sb, and 95.8% to 113.9% predicted by AMOEBAbio18.
AMOEBAbio18 produces much higher electrostatic contributions due to its repulsive
vdW interaction.

Table 4. Interaction energies (kcal/mol) for hydrogen-bonded dimers.

Hydrogen-Bonded Dimer QM a AMBER99sb ∆ AMOEBAbio18 ∆ This Work ∆

antiparallel glycine
tripeptide −21.65 −21.77 (84.4%) −0.12 −21.54

(106.0%) 0.11 −22.62 (83.4%) −0.97

parallel glycine tripeptide −16.80 −15.31 (96.5%) 1.49 −15.61 (98.2%) 1.19 −17.25(88.7%) −0.45
antiparallel glycine

pentapeptide −33.69 −36.08 (81.8%) −2.39 −36.10
(104.3%) −2.41 −36.26 (81.0%) −2.57

parallel glycine
pentapeptide −27.18 −25.34 (93.6%) 1.84 −26.42 (95.8%) 0.76 −27.30 (87.3%) −0.12

antiparallel alanine
tripeptide −25.22 −23.34 (85.4%) 1.88 −23.10

(113.9%) 2.12 −24.61 (86.2%) 0.61

parallel alanine tripeptide −24.54 −22.92 (85.0%) 1.62 −21.17
(112.4%) 3.37 −24.88 (85.5%) −0.34

antiparallel alanine
tetrapeptide −30.07 −29.12 (81.0%) 0.95 −29.60

(109.5%) 0.47 −30.12 (81.9%) −0.05

parallel alanine
tetrapeptide −32.38 −30.20 (85.4%) 2.18 −28.47

(111.9%) 3.91 −32.46 (85.0%) −0.08

RMSE 1.70 2.21 1.02
a QM = MP2/aug-cc-pVTZ.

4.3. Structures

Our peptide potential is further examined in the optimization of peptide structures
based on the numerical first derivatives evaluated by the three-point forward difference
formula. The optimal structures produced by our potential are compared with those from
B3LYP/6-31G*, AMBER99sb, and AMOEBAbio18 calculations. Several selected optimal
structures are given in Figure 5 as examples. The numbers in parentheses are the RMSEs
of the force field optimal structures relative to the B3LYP optimal structures. It can be
seen from Figure 5 that the RMSEs of our potential are 0.47, 0.66, and 0.63 Å for the helix,
β-strands, and 27-ribbon, respectively. The RMSEs of AMBER99sb are 0.65, 0.76, and 1.50 Å
for the helix, β-strands, and 27-ribbon, respectively. The RMSEs of AMOEBAbio18 are 0.46,
0.24, and 1.16 Å for the helix, β-strands, and 27-ribbon, respectively. These comparisons
show that our potential, AMBER99sb, and AMOEBAbio18 exhibit similar accuracy in
reproducing the B3LYP structures, indicating our peptide potential’s ability in producing
reasonable secondary structures for polypeptide molecules.
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4.4. Efficiency

Efficiency of our peptide potential is evaluated by calculating the single-point energy
of the helix conformer of the peptide Ac(Ala2GlnAla2)3NH2 on a workstation with Intel(R)
Xeon(R) CPU E5-2696 v4 @ 2.20 GHz. For the helix structure of Ac(Ala2GlnAla2)3NH2, it
takes about 48 h and 11 min CPU time to finish an M06-2X/cc-pVTZ single-point calculation.
The CPU time consumed by AMBER99sb, AMOEBAbio18, and our model is only 2.676,
4.174, and 2.049 s, respectively, indicating the high efficiency of our potential.

5. Conclusions

A peptide potential is proposed based on a bond dipole representation of electrostatic
interaction. The parameters are derived from fitting to the high qualified ab initio results.
Comparisons with the conformational energies yielded by the M06-2X, AMBER99sb, and
AMOEBAbio18 and with the interaction energies produced by MP2, AMBER99sb, and
AMOEBAbio18 show that the peptide potential reported here works much better than the
famous AMBER99sb and AMOEBAbio18 force fields.

Compared with the famous atom-centered point-charge-based AMBER force filed
and the famous atom-centered point-multipole-based AMOEBA force field, our bond-
dipole-based peptide potential has much less electrostatic terms. For example, the peptide
Ac(Ala2GlnAla2)3NH2 possesses 180 atoms, which corresponds to 180 point charges and,
thus, results in a total of 15,613 charge–charge interaction terms according to the AM-
BER99sb force field. The AMOEBA force field assigns each atom one atom-centered partial
charge, one or two nonzero atom-centered dipoles, and no less than three nonzero atom-
centered quadrupoles. These result in 15,613 charge–charge interaction terms, many times
of 15,613 dipole–dipole interaction terms, and many charge–dipole, charge–quadrupole,
dipole–quadrupole, quadrupole–quadrupole interaction terms for the peptide
Ac(Ala2GlnAla2)3NH2. Our model regards the chemical bonds C=O, N-H, and C-H of
the Ac(Ala2GlnAla2)3NH2 molecule as bond dipoles. Here, we like to stress that, in
our potential, the electrostatics are expressed as a function of the chemical bond dipoles,
which is quite distinct from the atom dipoles used in the AMOEBA potential. According
to our peptide potential model, there are only 57 bond dipole moments in the peptide
Ac(Ala2GlnAla2)3NH2, which results in only 1493 dipole–dipole interaction terms. Despite
this evident simplification in electrostatics, the performance of our potential is encouraging.
We hope this will lead to a new path for polarizable force field development.

Further applications of our peptide potential to more complicated biomolecular sys-
tems, such as the peptides containing charged side chains, as well as the extensive sampling
of Monte–Carlo simulations and molecular dynamic simulations, are not examined at our
current stage, which should be a focus of our future work to validate and parameterize our
model. Research on these directions is now being undertaken.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/pr11041291/s1, Two clusters which contain 1 glycine
tetrapeptide and 30 water molecules are provided in Figure S1. The 79 conformations used to
derive the scale factors for intramolecular dipole–dipole interactions are provided in Figure S2. RM-
SEs of different methods with respect to the benchmark QM conformational energies are provided in
Table S1. The linear correlations between the QM conformational energies and the force field ones for
all the structures included in Table S1 are provided in Figure S3. Bond stretching, angle bending, and
dihedral angle parameters used in our potential are provided in Table S2. The backbone dihedral
angles and hydrogen bond lengths for polypeptides AcAla4XAla4NHMe (X = Val, Ile, Leu, Asn,
Gln, Ser, Thr, Phe, Cys, Met, Hid, Hie, Trp, and Tyr), AcAla13NH2, and Ac(Ala2GlnAla2)3NH2 are
provided in Table S3. The hydrogen-bonded dimers are provided in Figure S4. Physical components
of the interaction energy (IE) for eight hydrogen-bonded dimers are provided in Table S4. Carte-
sian co-ordinates in angstroms for Cluster A and B, 28 glycine tetrapeptide conformers, 51 alanine
tetrapeptide conformers, AcAla4XAla4NHMe (X = Val, Ile, Leu, Asn, Gln, Ser, Thr, Phe, Cys, Met, Hid,
Hie, Trp, and Tyr), AcAla13NH2, Ac(Ala2GlnAla2)3NH2, and hydrogen-bonded dimers are provided
in Table S5.

https://www.mdpi.com/article/10.3390/pr11041291/s1
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