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Abstract: Using a high proportion of new energy is becoming the development trend of the modern
power industry, with broad application prospects and potential threats to power system operation
safety. This paper proposes a hybrid adaptive velocity update relaxation particle swarm optimization
algorithm (AVURPSO) and recursive least square (RLS) method to quickly estimate the DSSR bound-
ary using hyper-plane expression. Firstly, the operating point data in the high-dimension nodal
injection space are analyzed using the AVURPSO algorithm to identify the key generators, equivalent
search space, and critical points, which have relatively great effects on transient angle stability. The
hyper-plane expression of the DSSR boundary, which matches the critical points best, is finally fitted
by the RLS approach. Hence, the adopted algorithm is applied to rapidly approximate the DSSR
boundary by hyper-plane expression in power injection spaces. Finally, the proposed algorithm
is validated using a simulation case study on three wind farm regions of the actual Hami Power
Grid of China using the DIgSILENT/Power Factory software. Consequently, the mentioned method
effectively captures the security stability boundary of the new energy power system and realizes the
three-dimensional visualization space of DSSR. By leveraging the DSSR, the state analysis can be
conducted rapidly on several parameters, including security and stability assessments in relation
to various energy supply capabilities. Meanwhile, these indices are calculated offline and applied
online. The findings of this investigation confirm the efficacy and accuracy of the suggested modeling
used in the analyzed system, offering technical assistance ensuring the stability of the new energy
power system. The DSSR allows the rapid analysis of several parameters, including security and
stability assessments with various energy supply capabilities.

Keywords: wind power; new energy power system; AVURPSO; RLS; DSSR

1. Introduction

China is seeking to improve the deteriorating natural environment, alleviate the
shortage of energy and fuel, build a clean, low-carbon, safe and efficient energy system,
implement new energy replacement actions, deepen the reform of the power system, and
establish a new power system with new energy as the mainstay [1,2]. China has abundant
new energy resources and large storage capacity for economic and environmentally friendly
new energy, and can meet the load requirements for the construction and exploration of
new energy, propelling it to the forefront [3]. As a clean and pollution-free system, wind
energy stands out among clean energy sources [4]. With the increasing proportion of
wind turbines being connected to the grid, their high randomness and volatility are also
introduced into the grid, thus posing new challenges to the stability and security of the
system [5]. To minimize the operation cost of the system and improve operation security,
modern power systems use high-voltage transmission lines with large transmission ca-
pacities to interconnect regional power grids. These interconnection systems can enhance
the transmission efficiency of the system, allowing the better centralization of frequency
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modulations during fluctuations, and facilitating assistance between interconnected sys-
tems [6]. Since regional power grids rely more closely on each other, once a fault occurs
in a specific region, its strong connection with other power grids can trigger large-scale
cascading failures across interconnected power grids. Consequently, ensuring system
security is becoming increasingly important [7]. In addition, the stable operation of the
system also impacts the wind generator itself. Voltage that is too low will lead to the low
voltage crossing of the wind turbine, while too-high voltage can cause wind turbine faults
and even off-grid operation [8]. Thus, analyzing the stability of large-scale new energy
power systems is of significant practical importance [9].

The strong uncertainty of wind turbines leads to greater complexity and changeable
operation conditions in the power grid, making security analysis of the system more
challenging [10]. Moreover, due to the limited scope for the calculation and analysis of the
system’s operation status after a large accident, the system cannot meet the requirements of
real-time online analysis. Since traditional power system security analysis methods show
great limitations and conservatism, it is urgent to develop a new analysis method that can
adapt to the current complex power system. The “security domain” method is a novel
approach that was developed based on the point-by-point method, which considers the
problem from the perspective of the domain and describes the region wherein generally
safe and stable operation is possible. The relative relationship between system operation
points and the security stability region (SSR) boundary can provide safety margin and
optimal control information, leading to the more scientific and effective online real-time
safety monitoring, defense, and control of power systems. In 1975, E. Hnyilicza et al.
proposed a power system security region analysis method [11,12]. In relation to the overall
level of the region, the security domain encompasses the range of boundaries that ensure
the overall safe operation of the entire system [13]. The SSR outlines the continuity domain
wherein the system can operate safely, which has good adaptability when the system’s
operation mode is constantly changing. Moreover, the safety domain method can be used
to judge the safety state of the system as a whole—not only can the safety of the operating
point be judged according to whether it is in the safety domain or not, but the operator
can also obtain the safety margin in each direction and the optimal control direction with
reference to the distance of the operating point in high-dimensional space to the boundary
of the safety domain, which is important information to decision-making [14].

Therefore, the concept of the security stability region (SSR) is proposed to help develop
a new method of power system stability analysis. The primary problem facing the con-
struction of the SSR is the fast identification of the critical point of stable operation, and the
forming of the boundary of the SSR [15]. Given the grid structure (topology and component
parameters) and the expected fault conditions, the safety domain is uniquely determined
in the node injection space, and thus can be calculated offline and applied online. Com-
pared with the traditional “point-by-point” method, the safety domain approach is less
computationally intensive and is faster, thus saving time for real-time decision analysis
when applied in online safety assessment. Moreover, specific security and stability issues
have led to the development of the static security stability region (SSSR), small disturbance
security stability region (SD-SSR), and dynamic security stability region (DSSR) concepts.
Among these, research on the SSSR in modern power systems has become relatively more
mature than that on the latter two. On the contrary, after a given fault, the system remains
safe and stable up to a certain power injection point on the injection space, and this operat-
ing point is called the stable operating point. The DSSR is the set of all stable operating
points [16]. For a given fault, it is only necessary to determine whether its injected power
point lies within the DSSR, and the safety margin of the system can be derived according to
the relative position of this power point, which is convenient and can be applied online.
At the same time, the operators can also develop corresponding control strategies and
scheduling plans based on the relative positions of the power injection points, in order to
achieve effective online safety evaluations and optimization. Currently, the more mature
method for calculating DSR is the fitting method [17]. The fitting method is the most widely
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used and mature method. The key to this proposed method is to obtain sufficient critical
injection points via numerical simulation. Then, the bounding hyperplane is obtained by
fitting it with the mathematical analysis method, the least squares method. Although this
method has high computational accuracy, the time required to search for critical points
is long, especially in relation to the increasingly complex and large-scale interconnected
power grids, and the utility of the fitting method is greatly reduced here. On this basis,
F. F. Wu proposed the concept of the inscribed hyperplane. The inscribed hyperplane is a
subdomain of the DSSR, and the upper and lower constraints of node injection quantity
describe its mapping relationship. Reference [18] proved that the boundary of the security
region can be represented by a set of one or more hyperplanes in the field of engineering.
Ref. [19] carried out a piecewise approximation of the boundary of the SSSR based on the
relationship between the space angle of the space tangent vector at the critical point and the
maximum space angle threshold. Reference [20] used the Taylor series trajectory sensitivity
method to identify the security region. The above study aimed to improve the efficiency
and accuracy of security domain construction. However, in the calculation of the DSSR,
since the SSR boundary as a hyperplane and the injected power vector as spatial points can
be formed, the following obviously holds. (1) When the power operating point is inside
the SSR, if the point is further away from the SSR boundary, the system is safer; when the
point is closer to the system boundary, it means that the system is closer to the critical state.
(2) When the power operation point is outside the SSR, if the point is farther away from the
SSR boundary, the system deviates from the steady state; when the point is closer to the
system boundary, it means the system is closer to the critical state.

At present, China’s power system is developing rapidly, and the conditions of regional
interconnection, HVDC transmission, and north–south mutual supply have led to a more
complex structure and increases in the scale of the power grid. In order to evaluate the
safety and stability of the system after a fault, and to ensure the economy and safety of
transmission and distribution, a transient stability simulation of the system is required.
When DSSR is used to analyze the safety of large interconnected grids, a large number of
numerical simulations are required. Due to the limitations of simulation conditions and
practicality requirements, effective and appropriate DSSR simulations must be performed
for large-scale power systems in order to reduce the computational effort and improve the
practicality of the algorithm [21,22]. Refs. [23,24] provide a detailed analysis of the DSSR,
and propose the following topological properties: (1) there is no “hole” inside the DSSR—as
long as the injected power vector is inside the SSR, the system can remain transient and
stable under perturbations; (2) there is no “island” outside the DSSR, and no “knot”—if
the injected power vector is outside the SSR, it means that the injection will cause transient
instability; (3) the boundary of the DSSR can be expressed as a concatenation of multiple
directional surfaces, or as a common fit. The above properties provide an important
reference for the dynamic full domain to be practically applied, such that in practical
applications, as long as the SSR boundary is calculated, the system’s state of stability can
be judged by analyzing the relationship between the realistic power injection and the SSR
boundary. On this basis, further quantitative analyses can be performed [25–28].

The fitting method calculates the dynamic safety domain by locating the critical oper-
ating points of the system through a large number of simulations of the system notation,
and after obtaining a set of critical operating points, this point group is fitted to obtain the
dynamic safety domain hyperplane boundary; the fitting method is generally least squares.
The fitting method makes full use of the dynamic safety domain properties, is conceptu-
ally simple and intuitive, and is robust and easy to apply, while being computationally
intensive [29,30]. The specific methods are as follows:

I. Search for critical points—(1) Given the system topology, we seek the fault occurrence
point, fault type, fault clearance time, and other basic parameters. (2) Given the
injection vector y with calculated power initial value, the injection point is assessed in
terms of whether it belongs to the critical injection point via the numerical simulation
method or the direct method;
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II. The judgment of the critical point. When judging the critical injection power point, the
critical point can be expressed as the point between the stable region and the unstable
region, which is a kind of transition point;

III. Fitting of critical surfaces. After selecting the critical point group for a particular
case, the above approach requires screening. There are also studies that use some fast
search hyperplane methods that can shorten the computation time while maintaining
accuracy. In summary, the key to obtaining a DSSR boundary is to locate sufficient
critical points as quickly as possible, and then fit them effectively. In particular, one
must quickly locate critical points from a large number of operating points in the
high-dimension nodal injection space.

Therefore, owing to the rapid development of artificial intelligence (AI)
techniques [31,32] and the widespread deployment of new energy power systems, some
intelligent optimization algorithms are also being used in power system analysis. How-
ever, this approach cannot guarantee accuracy in the global tracking of SSR critical points.
Therefore, we have developed a general meta-heuristic algorithm to form the DSSR in
a new energy power system. In recent years, the adaptive velocity update relaxation
particle swarm optimization (AVURPSO) algorithm [33] and recursive least square (RLS)
method [14] have shown significantly faster speed, higher accuracy, and widespread appli-
cability, and can thus be complimentary to the model-based method. This study introduces
an AVURPSO-RLS algorithm for identifying the critical security stability operation region
of the new energy power system more quickly and accurately. A novel hybrid AVURPSO-
RLS algorithm is proposed to search for the maximum dynamic security and stability
operation region under the fault of N-1. Three cases of a Hami power grid (new energy
power system) with different power outputs have been simulated in the DIgSILENT/Power
Factory 15.1 software, and the DSSR of the system has been fitted and analyzed.

2. Mathematical Model of New Energy Power System

Figure 1 provides a high-level overview of the new energy power system architecture
that has formed the basis of this investigation. The synchronous generator (SG) is the
traditional power system. The doubly fed induction generator (DFIG) is connected to the
large power grid through the point of common coupling (PCC) bus. The wind turbine
(WT) and photovoltaic power (PV) make up the new energy power generation system.
Vs is the balancing point of the system’s voltage, and

.
Vpcc represents the voltage of new

energy farms at the PCC. The PCC is supplied with the following types of energy by the
new energy farms (for example,

.
V = V∠0◦,

.
Vpcc = Vpcc∠θ). Additionally, electrical supply

systems are embedded with high penetration of new energy to provide the electricity load,
and these are linked to the electricity network. As a result of the new energy power system,
the stability and dependability of energy consumption are enhanced by switching between
different sources of energy and utilizing their unique benefits.
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2.1. Power System Model

The paper considers a power network that includes both new energy power generation
systems and traditional power generation systems. The PFC for this power system is
consistent with the AC power flow of the traditional system. The nodal power deviation
equation can be written as follows:

∆Pi = PEG
i − PED

i −Vi∑
j∈i

Vj
(
Gij cos θij + Bij sin θij

)
(1)

∆Qi = QEG
i −QED

i −Vi∑
j∈i

Vj
(
Gij cos θij − Bij sin θij

)
(2)

where Pi and Qi are injected active power and reactive power, respectively. Moreover, θij

indicates the corresponding voltage phase angle difference between i and j. PEG
i and QEG

i
represent the injection powers; PED

i and QED
i are the energy consumed by the bus i electrical

load. Vi and Vj denote the voltage of bus i and j. Finally, Gij and Bij are the conductance
and admittance, respectively.

Voltage fluctuations occur due to system disturbances or when the voltage command
is altered by dispatching at a higher level. In this case, power systems must adhere to the
following voltage deviation limits from the grid point:

Vref
pcc −Verr

pcc ≤ Vpcc ≤ Vref
pcc + Verr

pcc (3)

[Qgimin
, Qgimax

] =

{
[0, Qgimax

] , Vref
pcc > Vpcc + Vband

pcc
[Qgimin

, 0] , Vref
pcc < Vpcc −Vband

pcc
(4)

where Vpcc is the current voltage, Vref
pcc indicates the voltage control instruction, Verr

pcc repre-
sents the voltage error, and Vband

pcc represents the voltage control dead zone.

Uimin ≤ Ui ≤ Uimax i ∈ NS (5)

Qscimin ≤ Qsci ≤ Qscimax i ∈ NQ (6)

where Vimax and Vimin are the upper and lower limits of the voltage, respectively.

2.2. Uncertainty Model of Wind Power Output

The probability model of the wind turbine comprises two components: the wind speed
model and the wind turbine model. Wind speed is affected by different factors, such as
region, season, climate temperature, and geographical location, and has strong random
volatility. When analyzing the PFC of the power system with new energy, the active output
of the wind farm is calculated using the fan output characteristic curve. Wind speed is
described by the high-precision fitting of the Weibull Distribution of wind speed change.
Its PDF is shown in Figure 2.

During operation, an asynchronous generator is typically used with an inverter to
generate an excitation magnetic field, which enables it to realize reactive power absorption
and maintains the stable operation of the power grid. The probability model of wind
turbine output power can be expressed as follows:

fPW,t(PW,t) =


Pr(PWt = 0) = 1− exp(−(WSin

ct
)

kt
) + exp(−(WSoff

ct
)

kt
)

Pr(PWt = PWR = exp(−(WSR
ct

)
kt
)− exp(−(WSoff

ct
)

kt
)

kt(WSR−WSin)

ct
kt∗PWR

[
WSin +

PWt
PWR

(WSR −WSin)
]kt−1

∗ exp
[
−(WSin+(PWt /PWR)∗(WSR−WSin)

ct
)

kt−1]
, else

(7)
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(PWi,tur,t − PWi,t) =
∫ PWRi

PWi,t
(PWt − PWi,t) fPWt

(PWt)d(PWt) + Pr(PWt = PWR) ∗ (PWR − PWi,t)

(PWi,t − PWi,tur,t) =
∫ PWi,t

0 (PWi,t − PWt) fPWt
(PWt)d(PWt) + Pr(PWt = 0) ∗ PWi,t

(8)

where WSin is the cut in wind speed, WSoff symbolizes cut out wind speed, WSR denotes
rated wind speed, and PWR represents rated output power. In addition, kt is the shape
parameter at time t, and ct is the scale parameter reflecting the average wind speed of the
wind field, m/s. PWi,t is the actual output of ith wind farm at t time.
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3. Mathematical Model of DSSR

A power system’s DSSR is a node injection power space comprising the active and
reactive power injected by all power system nodes. The boundary of a dynamic security and
stability margin is uniquely determined by the network topology of the system, and remains
constant regardless of the operating state, such as node injection. The DSSR boundary
only needs to be calculated once for the given network topology and a predetermined
contingency value. Then, its hyperplane coefficient is stored in the database for online use
in the future, without increasing the computational burden of online use.

3.1. Security Constraints and SSR of the Grid

The grid nodes are divided into generator G and load L. The voltage limitation set is
specified as follows:

MVr := MV(L)r ×MV(G)r (9)

Among these,

MV(L) :=
{

VL

∣∣∣Vmin
L ≤VL ≤ Vmax

L

∣∣∣VL ∈ R(n−n0)
}

(10)

MV(G) :=
{

VG

∣∣∣Vmin
G ≤VG ≤ Vmax

G |VG ∈ Rn0
}

(11)

Letting ΘM
k = αi − αj be the voltage phase angle variation between nodes i and j

at both ends of the branch, the power system’s line current limitation can be presented
as follows:

MΘr := MΘ(TB) ×MΘ(LB) (12)
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Among these,
MΘ(TB) :=

{
ΘTB

∣∣∣−ΘM
TB ≤ ΘTB ≤ ΘM

TB

}
(13)

Mθ(LB) :=
{

ΘLB

∣∣∣−ΘM
LB ≤ ΘLB ≤ ΘM

LB

}
(14)

ΘTB ∈ Rn, ΘLB ∈ Rnb−n (15)

Suppose Pi
M and Pi

m represent the maximum and the minimum permissible limits of
Pi. In this case, the constraint set satisfying (V, Θ) is as follows:

MP :=
{
(V, Θ)

∣∣∣Pm
i ≤ Pi(V, Θ) ≤ PM

i , i ∈ G
}

(16)

Among these,

V =

(
VG
VL

)
, Θ =

(
ΘTB
ΘLB

)
(17)

The set M described by the coordinates (V, Θ) can be represented as follows:

MV(L)r :=
{

∆VL ∈ Rn−n0

Vm
L −V0

L ≤ ∆VL ≤ VM
L −V0

L
(18)

MV(G)r :=
{

∆VG ∈ Rn0

Vm
G −V0

G ≤ ∆VG ≤ VM
G −V0

G
(19)

3.2. DSSR Boundary of Power System

There are two hypotheses regarding the SSR of the power grid [18], as follows:

Hypothesis 1. Only the DSSR of active power needs to be studied.

Hypothesis 2. In the injected power space, the DSSR must satisfy the following inequality because
the active power injection of the generator Puis always positive, and the active power injection of the
load Pv is always negative:

Pu ≥ 0, Pv ≤ 0 (20)

The structure of a power system with short-circuit fault can be divided into three stages:
Before, during, and after the accident.

dx
dt = fa(x), −∞ < t < 0
dx
dt = fb(x), 0 < t < τ
dx
dt = fc(x), τ < t < +∞

(21)

where a, b, and c represent the pre-fault, fault-time, and post-fault network topologies, respectively,
and τ is the time constant for the short circuit fault.

After a specific type of short-circuit defect, the given power system’s architecture is transiently
stable if the injected power vector y (including the active power injection Pi of three units) is stable.
Dynamic security stability describes this condition, and the injected power y is safe. In the realm of
injected power, the DSSR looks like this:

Ωd(a, b, c) := {y|xd(y) ∈ A(y)} ∩Yl (22)

where xd(y) is the fault-clearing state, A(y) indicates the SSR around the equilibrium point given
by injection y in the state space after the fault, and Yl is the constraint set of the maximum and
minimum limits of the injection power space of each node.
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3.3. Hyperplane Equation Construction

The DSSR is composed of critical hyperplanes, and the hyperplane equation can be
expressed as follows: n

∑
s=1

αsPs = 1 (23)

where Ps is the system’s sth active power injection, and αs indicates the hyperplane coeffi-
cient that corresponds to Ps.

According to hyperplane approximation, the DSSR can be expressed as follows:

Ωd :=

P ∈ Rn

∣∣∣∣∣∣
n
∑

s=1
αsPs ≤ 1

Pm
s ≤ Ps ≤ PM

s

s = 1, 2, · · ·, n

 (24)

The following equation is the DSSR boundary fitting error:

ErrDSR =

∣∣∣∣ n
∑

i=1
αiPi − 1

∣∣∣∣√
n
∑

i=1
α2

i ·
√

n
∑

i=1
P2

i

(25)

4. Study of the AVURPSO-RLS Approach for Hyperplane Fitting

This paper combines the intercept and AVURPSO-RLS methods to calculate the hy-
perplane coefficient of the security domain and then obtain the DSSR of the new energy
power system.

4.1. AVURPSO Algorithm

The novelty of the present study lies in finding the global optimum of the injection
power value at the best level using an adaptive velocity update relaxation particle swarm
optimization, namely, AVURPSO, with a higher convergence speed and more accurate
response than the basic particle swarm optimization (PSO) algorithm seen in Figure 3. The
individuals of the PSO algorithm are referred to as particles, and the positions of particles
within the search space are changed based on each of the individuals’ social–psychological
tendencies to delete others. Specifically, the velocity (v) and position (x) of each particle will
be changed by the particle’s best value (Pbest) and the global best value (Gbest), as follows:

vi(j + 1) = ω · vi(j) + c1 · r1 · (Pbest(j)− x(j)) + c2 · r2 · (Gbest(j)− x(j)) (26)

xi(j + 1) = xi(j) + vi(j + 1) (27)

ω = ωmax −
(

ωmax −ωmin

iter,max

)
(28)

where vi(j + 1) represents particle i’s velocities at iteration j, and xi(j + 1) indicates particle
i’s locations at that iteration. Moreover, ω is the inertia weight used to regulate the effect of
past velocity history. In this equation, t represents the number of iterations, c1 represents
the learning factor for cognitive abilities, c2 is the learning factor for social abilities, and r1
and r2 are random values with uniform distribution across [0, 1]. Particles’ uncontrolled
excursions beyond the search space may often be quelled by limiting the value of each
component in v to fall inside the interval [vmin, vmax]. Typically, particles’ velocities in
classic PSO are capped at a value between [vmin, vmax]. The default values for vmin and
vmax are xmin and xmax, respectively. The particle locations are listed inside the interval
[xmin, xmax].
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In AVURPSO, the velocity of each particle remains unchanged if its fitness at the
current iteration is superior to that at the preceding iteration. Otherwise, the particles’
velocities are updated as stated by [28], thereby improving computational efficiency. The
new position of the particle is then calculated by [33]:

xi(j + 1) = (1−m f )xi(j) + (m f )vi(j + 1) (29)

If c1 and c2 are kept modest, the particle may travel a greater distance before being
dragged back. In contrast, using high values accelerates progress, but may compromise the
ability to reach the designated areas. Therefore, c1 and c2 are presented as:

c1 =
(itermax − iter)× (c1b − c1a)

itermax
+ c1a (30)

c2 =
(itermax − iter)× (c2b − c2a)

itermax
+ c2a (31)

where c1b and c2b are the beginning and ending values of constants c1 and c2, and c1a and
c2a are the constants’ intermediate values. In reality, the optimal solutions are usually
identified throughout the search interval, including values for c1 from 2.5 to 0.5 and c2 from
0.5 to 2.5. When c1 is set to a high value and c2 is set to a small value, particles are free to
roam the search space rather than converging on the (Pbest)i. Late in the optimization, when
c1 is small and c2 is big, the particles converge to (Gbest)i. The convergence speeds of PSO
and AVURPSO algorithms are shown in Figure 4.
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The momentum factor, mf, has a value between 0 and 1. Take the following equation
as an example of an adaptive modification made to the momentum factor:

m f =
(itermax − iter)× (m f2 −m f1)

itermax
+ m f1 (32)
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where mf is decreased from the maximum value mf 1 to the minimum value mf 2.
As shown in Figure 5, the objective function for Gbest converges in the PSO, IPSO,

VURPSO and AVURPSO algorithms. This figure shows that using the PSO as an objective
function leads to convergence values of 0.00334, 0.00335, 0.00325, and 0.00323 for Gbest in
the PSO, IPSO, VURPSO and AVURPSO algorithms, respectively. Therefore, AVURPSO is
a superior algorithm to the other three. The following shows summaries of the case studies
presented in this paper.
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4.2. Recursive Least Square (RLS) Method

The least square (LS) method is the most basic and widely used method, and was first
proposed by Gauss (k. f. Gauss) in his research on orbital motion orbit prediction. The RLS
is a newly developed method based on the LS method [14]. The RLS can be obtained as
follows:

To represent the L-group observations of an observable system, the symbol
{yi ∈ R, yi ∈ Rn, i = 1, 2, . . . , L} is used to satisfy yi = xiθ as below:

y1
y2
...

yk

 =


φT

1
φT

2
...

φT
k

Θ (33)

where k represents k groups of observed data; yi represents the output observation of the

ith group of data. φT
i =

[
xi

1, xi
2, · · · , xi

n
]
∈ R1×n; Θ =


θ1
θ2
...

θn

 ∈ Rn×1 indicates the input

observation value of the ith group of data.

where Φk =


φT

1
φT

1
...

φT
1

 ∈ Rk×n, Yk =


y1
y2
...

yn

 ∈ Rk×1

Φ is the data vector matrix and Y is the system output matrix.
From this, at time k, the least squares estimate can be obtained.

Θ̂ =
(

ΦT
k Φk

)−1
ΦT

k Yk (34)
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where
P−1

k = ΦT
k Φk (35)

because

P−1
k = ΦT

k Φk = [φ1, φ2, · · · , φk]


φT

1
φT

2
...

φT
k

 =
n

∑
i=1

φiφ
T
i =

n−1

∑
i=1

φiφ
T
i + φkφT

k =P−1
k−1 + φkφT

k (36)

Therefore,
P−1

k = P−1
k−1 + φkφT

k (37)

ΦT
k yk = ΦT

k−1yk−1 + φkyk (38)

Θ̂k =
(

ΦT
k Φk

)−1
ΦT

k yk = PkΦT
k yk = Pk

(
ΦT

k−1yk−1 + φkyk

)
(39)

because
Θ̂k−1 = Pk−1ΦT

k−1yk−1 (40)

Therefore,
P−1

k Θ̂k = φkφT
k (41)

At time k, this can be expressed as

Θ̂k = Pk

(
ΦT

k−1yk−1 + φkyk

)
= Pk

(
P−1

k Θ̂k−1 + φkyk

)
= Pk

(
P−1

k Θ̂k−1 − φkφT
k Θ̂k−1 + φkyk

)
= Θ̂k−1 + Pkφk

(
yk − φT

k Θ̂k−1
)
= Θ̂k−1 + Kkε

(42)

Then the LS estimate can be given as
εk = yk − φT

k Θ̂k−1
Θ̂k = Θ̂k−1 + Kkε
Kk = Pkφk

Pk =
(

P−1
k−1 + φkφT

k

)−1

(43)

where

Pk =
(

P−1
k−1 + φkφT

k

)−1
= Pk−1 − Pk−1φk

[
1 + φT

k Pk−1φk
]−1

φT
k Pk−1

= Pk−1 −
Pk−1φkφT

k Pk−1
1+φT

k Pk−1φk

(44)

The iterative formula for the RLSM is given as follows:
εk = yk − φT

k Θ̂k−1
Θ̂k = Θ̂k−1 + Kkε
Kk = Pkφk

Pk = Pk−1 −
Pk−1φkφT

k Pk−1
1+φT

k Pk−1φk

(45)

4.3. The AVURPSO-RLS Parameter Identification

Although achieving accurate ranging in the AVURPSO algorithm is challenging, its
global optimization capacity helps to narrow the solution range and approximate the
optimal solution. The main drawback of the RLS is its sensitivity to the initial iteration
value. However, when the initial value of the iteration is closer to the real solution, the
RLS exhibits higher convergence speed and accuracy. Therefore, combining the global
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optimization ability of AVURPSO with the fast convergence ability of the RLS in the
neighborhood of the global optimal solution can help us achieve the desired results. The
flowchart for finding the global optimal DSSR process based on the proposed AVURPSO-
RLS algorithm is depicted in Figure 6.
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5. Case Study
5.1. Time Domain Simulation of DSSR

In this section, the suggested approach of AVURPSO-RLS is tested on an actual
power grid in Hami City, China—a city with abundant new energy and coal energy
resources on the Chinese mainland. Despite the abundance of new energy resources in this
region, their shortcomings, such as their stochastic nature, volatility, and load distribution,
present challenges for large-scale utilization. Generally, the wind speed here is greater than
4.38 m/s, and the effective wind speed is more than 2000 h. The typical output curve of
wind energy in western China is shown in Figure 7.
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In addition, Hami is one of the major coal bases in China. It was the first UHVDC
transmission channel in China to combine new energy with thermal electricity. The DIgSI-
LENT/Power Factory software was used to develop and test the Hami power grid.

As can be seen in Figure 8, the three wind farm stations in this grid are Santanghu,
Hami, and Yandun. This article analyzes three versions of the Hami Power Grid based on
the geographic locations of wind farms.
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(1) Case 1: Santanghu station encompasses six wind farms and uses 220 kV wires to link
the wind farms to its 750 kV station.

(2) Case 2: Three major wind farms (220 kV) are linked to the 750 kV central Hami station
through three (220 kV) main wind farms.

(3) Case 3: Five (220 kV) primary wind farms are linked to the 750 kV Yandun station.
Consequently, this paper discusses the three wind farms affiliated with the Hami
Power Grid.

Figure 9 depicts the normal operating state curves (PV and QV curves) of the three
wind farms. The figure displays the PV and QV curves at a certain time in the three cases
of Hami power grid operation under normal conditions. As can be seen, the outputs of P
and Q are within the stable voltage range [0.95~1.05].
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The bus B2 of the Hami power grid is intentionally subjected to a three-phase short-
circuit fault. The fault is initiated at 1 s and cleared at 1.1 s. Figure 10 illustrates the equiv-
alent dynamic response of the system. A three-phase short circuit fault occurs one minute 
after the system starts to operate. After the fault is removed, the system transitions to a 
new stable operating state through adjustment. 

   

   

Figure 9. PV and QV curves of the three cases.

The bus B2 of the Hami power grid is intentionally subjected to a three-phase short-
circuit fault. The fault is initiated at 1 s and cleared at 1.1 s. Figure 10 illustrates the
equivalent dynamic response of the system. A three-phase short circuit fault occurs one
minute after the system starts to operate. After the fault is removed, the system transitions
to a new stable operating state through adjustment.
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Figure 12. DSSRs of three cases with different power outputs (Case 1: Santanghu station; Case 2: 
Hami station; Case 3: Yandun station). (a) A 40% power output; (b) 70% power output; (c) ultimate 
output. 

Figure 10. N−1 simulation of the wind connection system at different stations (Case 1: Santanghu
station; Case 2: Hami station; Case 3: Yandun station).

After the failure, the P, Q, and V all drop significantly at the same time. As the P
stabilizes, the V rises, and the Q increases after the fault has been cleared.

Based on Figures 9 and 10, a two-dimensional security domain for three cases is
obtained through the AVURPSO-RLS algorithm.

Boundary data can be obtained from the two-dimensional security and stability regions
of the three cases shown in Figure 11, and the dynamic security and stability region of the
system can be obtained via HP fitting.
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The HP approach can be used to match the DSSR boundary via extensive simulation
computations, and the HP coefficients can be discovered using AVURPSO-RLS. Then,
DIgSILENT/Power Factory simulation is utilized to derive the various p values of the three
situations. Three of these examples’ DSSRs are shown in Figure 12.
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The P of the three regions is used as the research object to obtain the DSSR surface, as
shown in Figure 12. For this study, in the DSSR plane, the yellow area shows where the
system can operate safely and stably. The area extending from yellow to red and yellow
to blue ensures the system’s safe and stable operation. The dark red and dark blue areas
allow the system to operate safely and stably under normal conditions, but their safety
and stability may be reduced in cases of system failure. According to the above simulation,
the active output limit in the Santanghu area is 1833.6 MW, that in Hami is 4742.22 MW,
and that in Yandun is 5888.3 MW. Combined with the power flow calculation data, the
active power margin Kp of each region is 5.7%, 65.4%, and 15.8%, respectively. The reactive
power output limit in the Santanghu area is 2641.2 MW, while it is 1656.7 MW in the Hami
area, and 827.0 MW the Yandun area. Combined with the tidal current calculation results,
the reactive power margin KQ values of each wind zone are 25.6%, 40.7%, and 37.1%,
respectively. The voltage fluctuation amplitude in the Santanghu area is [0.44, 1.055], while
it is [0.37, 1.06] in Hami and [0.42, 1.045] in Yandun. As the P of each region gradually
increases beyond the limit, the operating point will also move to the upper part of the DSSR
surface, and the wind farm may collapse, leading to insecurity in the entire Hami power
grid. When the system’s operating point is above the DSSR surface, excessive reactive
power output in each region can easily cause an imbalance in the system’s power.

The different proportions of the calculation error of the HP coefficient in the injection
power space for the three cases are shown in Figure 13. When the injection power is 70%,
the error of the HP coefficient is the smallest, and the fitting plane has high precision and
reliability. The maximum fitting error of the boundary of the DSSR obtained by fitting is
4.56% (here, the error is defined as the maximum ratio of the coordinate component of the
distance from the critical point to the fitting hyperplane to the coordinate component of
the corresponding point on the hyperplane; that is, the percentage). All results meet the
requirements of engineering precision.
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To improve the efficiency when creating a DSSR boundary with a hyperplane ex-
pression, the AVURPSO-RLS technique is suggested as a viable alternative. The first step
involves looking for critical points in an equivalent effective search space built from the
key generators identified by the AVURPSO algorithm and the orthogonal point selection
method. The second step involves using the RLS method to fit the hyper-plane coefficients
of the DSSR boundary. Extensive simulation results regarding the Hami power grid demon-
strate that the proposed technique is much more computationally efficient than the existing
fitting method, without sacrificing accuracy.
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5.2. Sensitivity Analysis of DSSR

Sensitivity analysis is used to verify whether the IPSO-RLS hybrid algorithm is appli-
cable and whether the static security domain is stable, that is, whether previous analysis
results will change when the research object undergoes minor changes. In actual analysis
work, partial adjustments can be made to the analysis results based on changes in the
analysis parameters, and new analysis results can be obtained without recalculation. In
this paper, several representative critical points are selected to perform sensitivity analyses
of ±10%, ± 20%, and ± 30% on the critical surfaces of the DSSR, respectively, in order to
simulate fluctuations in wind speed. The results are shown in Figure 14.
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When the operating points of the system under different outputs are within the DSSR
and below the DSSR surface, the system is safe. Otherwise, the system is not secure. The
sensitivity analysis results in Figure 14 indicate that the operating points corresponding
to different sensitivity changes are within the limits of the output range of each wind
farm group, and the entire system is still safe; that is, the DSSR surface is not sensitive to
sensitivity changes. Therefore, the IPSO-RLS hybrid algorithm is reasonable and applicable
for use in DSSR analysis.

5.3. Comparative Analysis of Algorithms

To verify the effectiveness and accuracy of the proposed AVURPSO algorithm, the
error and convergence accuracy are compared with the genetic algorithm (GA), the different
evolutional algorithm (DE), and the PSO algorithm. During the experimental verification,
the control parameters of all algorithms are set according to Table 1.

Table 1. Control parameters of related algorithms.

Algorithms Parameters Value

GA

crossover rate 0.9

mutation rate 0.01

inertia weight ω −0.3236

PSO
particle optimal weight, c1 −0.1136

group optimal weight, c2 3.9789

DE
mutation factor, F 0.5

crossover factor, CR 0.9

Figure 15 compares the convergence accuracies of the GA, PSO, DE, and AVURPSO
algorithms when used in optimization. The error comparison results of the GA, PSO, DE,
and AVURPSO algorithms are listed in Table 2.



Processes 2023, 11, 1269 18 of 21Processes 2023, 11, x FOR PEER REVIEW 19 of 22 
 

 

Fi
tn

es
s

 
Figure 15. Average convergence accuracy of different algorithms. 

Table 2. Error comparison of different algorithms. 

Algorithms Cases Optimal Value Worst Value Average Value Standard Deviation 

GA 
Case 1 0.000552 0.00099 0.000419 0.000238 
Case 2 0.0011 0.00258 0.259 0.0817 
Case 3 0.000424 0.000113 0.000456 0.000339 

DE 
Case 1 0.0311 0.0436 0.0153 0.0132 
Case 2 −9.6601 −9.6134 −9.6501 0.0182 
Case 3 −9.1140 −7.8072 −8.4778 0.3489 

PSO 
Case 1 0.7210 7.3193 3.3746 2.3257 
Case 2 0.0101 0.000278 0.031 0.875 
Case 3 0.0012 0.3378 0.1059 0.1330 

AVURPSO 
Case 1 0.0335 0.000203 0.326 0.0146 
Case 2 0.000487 0.0019 0.000378 0.000316 
Case 3 0.00463 0.00346 0.031 0.0028 

The “best value”, “worst value”, “average value”, and “standard deviation” in Table 
2 represent the errors in the best value, the worst value, the average value, and the stand-
ard deviation value of the P obtained in the search space. The GA and DE algorithms 
cannot find the optimal error solution under the different conditions of new energy per-
meability. Although the results obtained by PSO are better than those obtained by the first 
two algorithms, the AVURPSO algorithm achieves higher accuracy with a smaller error. 
Therefore, it can be proven that the AVURPSO algorithm achieves the best performance 
in searching for the optimal solution. 

The results show that the AVURPSO algorithm outperforms other algorithms in 
terms of accuracy, with its optimal solution (Best) being more accurate than those obtained 
by other algorithms. Additionally, AVURPSO exhibits a superior global or near-global 
optimal solution-searching ability. Moreover, the low standard deviation of the 
AVURPSO algorithm proves its stable consistency and higher convergence accuracy. The 
average global or near-global optimal solution yields a stable average P, further validating 
the AVURPSO algorithm’s reliability in producing high-quality solutions. 

Figure 15 demonstrates that the AVURPSO algorithm has better convergence accu-
racy than the GA, DE, and PSO algorithms. The training results of the AVURPSO algo-
rithm converge rapidly after 400 iterations, whereas the results of the PSO algorithm con-
verge after 800 iterations. The GA algorithm seems to be the slowest, with an unstable and 
fluctuating iterative process, taking more time to converge successfully. Consequently, 
the AVURPSO algorithm is more efficient, and its strong exploration ability effectively 
overcomes its premature convergence and maintains its convergence speed. 

Figure 15. Average convergence accuracy of different algorithms.

Table 2. Error comparison of different algorithms.

Algorithms Cases Optimal Value Worst Value Average Value Standard Deviation

GA

Case 1 0.000552 0.00099 0.000419 0.000238

Case 2 0.0011 0.00258 0.259 0.0817

Case 3 0.000424 0.000113 0.000456 0.000339

DE

Case 1 0.0311 0.0436 0.0153 0.0132

Case 2 −9.6601 −9.6134 −9.6501 0.0182

Case 3 −9.1140 −7.8072 −8.4778 0.3489

PSO

Case 1 0.7210 7.3193 3.3746 2.3257

Case 2 0.0101 0.000278 0.031 0.875

Case 3 0.0012 0.3378 0.1059 0.1330

AVURPSO

Case 1 0.0335 0.000203 0.326 0.0146

Case 2 0.000487 0.0019 0.000378 0.000316

Case 3 0.00463 0.00346 0.031 0.0028

The “best value”, “worst value”, “average value”, and “standard deviation” in Table 2
represent the errors in the best value, the worst value, the average value, and the standard
deviation value of the P obtained in the search space. The GA and DE algorithms cannot
find the optimal error solution under the different conditions of new energy permeability.
Although the results obtained by PSO are better than those obtained by the first two algo-
rithms, the AVURPSO algorithm achieves higher accuracy with a smaller error. Therefore,
it can be proven that the AVURPSO algorithm achieves the best performance in searching
for the optimal solution.

The results show that the AVURPSO algorithm outperforms other algorithms in terms
of accuracy, with its optimal solution (Best) being more accurate than those obtained
by other algorithms. Additionally, AVURPSO exhibits a superior global or near-global
optimal solution-searching ability. Moreover, the low standard deviation of the AVURPSO
algorithm proves its stable consistency and higher convergence accuracy. The average
global or near-global optimal solution yields a stable average P, further validating the
AVURPSO algorithm’s reliability in producing high-quality solutions.

Figure 15 demonstrates that the AVURPSO algorithm has better convergence accuracy
than the GA, DE, and PSO algorithms. The training results of the AVURPSO algorithm
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converge rapidly after 400 iterations, whereas the results of the PSO algorithm converge
after 800 iterations. The GA algorithm seems to be the slowest, with an unstable and
fluctuating iterative process, taking more time to converge successfully. Consequently,
the AVURPSO algorithm is more efficient, and its strong exploration ability effectively
overcomes its premature convergence and maintains its convergence speed.

The results in Figure 16 show that the AVURPSO algorithm takes less time to iterate,
and is faster than the DE, GA, and PSO algorithms. The AVURPSO algorithm is more
precise and faster in terms of convergence. In addition, the AVURPSO algorithm also shows
improved precision in SSR compared with PSO.
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6. Conclusions

This paper proposes the concepts and a model of the new energy power system
DSSR. Since the operating parameters can be maintained within the constraints of the new
energy DSSR, areas where operating parameter verifications can be simplified were further
established, and this could improve the calculation speed. Then, a security and stability
analysis framework for a new regional energy power system based on the DSSR was given.
Based on the DSSR, a model for optimizing control was presented to adjust the system’s
security status. The case study has verified the effectiveness of the security region and
realized its visualization in a three-dimensional space. Furthermore, the secure operating
point could be optimized to enhance the security and efficiency status under optimizing
control. The proposed method pushes forward the process of the practical application of
DSSR to enhance situational awareness, considering the uncertainty of new energy. In
the future, the impact of the load can be further considered, and advanced data-driven
methods can be further explored to improve the efficiency.

Based on the facts that HPs can approximate the boundaries of the practical SR in
the power injection space, and that the SR is irrelevant to the operation state, the great
advantages of the SR method when used in security monitoring, probabilistic security (risk)
assessment, and the optimization of power systems have been discovered. Compared to the
fitting method, the SR method significantly improves the computational speed. In addition,
it achieves the accuracy required of practical engineering applications that require many
simulations to search for their many critical points. In the future, the SR methodology will
continue to be a powerful tool used in the security analysis of smart grids with massive and
uncertain distributed generation capacities. Moreover, the SR methodology is a powerful
tool for improving situation awareness, since it can make visualizations easier to construct,
and enables the rapid determination of the security margin.
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